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ABSTRACT

In August 2017, the Advanced LIGO and Advanced Virgo detectors made the first coin-

cident detection of gravitational waves from a binary neutron star merger, GW170817. This

multi-messenger detection, measured with both gravitational wave detectors and electro-

magnetic telescopes, emphasized the ability of ground-based gravitational-wave detectors to

make exciting astrophysical discoveries that revolutionize understanding of the universe. In

this new era of gravitational-wave astronomy, high detector sensitivity and reliable operation

are required to enable more of these exciting detections.

Ground-based gravitational-wave observatories are generally limited in sensitivity at low

frequency by technical noise, at mid frequency by coating thermal noise, and at high fre-

quency by quantum shot noise. This dissertation covers efforts to study and improve the

controls scheme of Advanced LIGO to reduce low frequency technical noise and increase the

operating power of the detector to improve the shot-noise-limited sensitivity. Reliable mod-

eling of the alignment controls is presented, which enabled an increase to the highest detector

operating power ever achieved with Advanced LIGO. Improvements in detector noise and

operational stability summarized in this work also enabled the highest detector sensitivity

ever achieved at the LIGO Hanford Observatory, more than doubling both the detector’s

sensitive volume and gravitational-wave detection rate.

This dissertation also summarizes work to study lower thermal noise optical coatings,

making use of an improved analysis method for multimodal measurements. Preliminary

results of the coating thermal noise of a novel amorphous coating mixture are presented,

with a proposal for next steps. Finally, this work analyzes current detector limitations,

and considers design requirements for future proposed detectors that will enable exciting

astrophysics in the new age of gravitational-wave astronomy.
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Chapter 1

Introduction to Gravitational Wave

Detectors

1.1 Basics of a Gravitational Wave

Before discussing gravitational-wave detectors, we must have some baseline understanding

of what a gravitational wave is—how it propagates, how it is created. An understanding of

gravitational waves begins with some principles of General Relativity.

To start, some spacetime metric gµν describes spacetime with gravitational waves prop-

agating in it. Using a standard Minkowski metric ηµν for flat spacetime and add some small

perturbation hµν where |hµν | ≪ 1,

gµν = ηµν + hµν . (1.1)

The vacuum solution yields a wave equation(
∇2 − 1

c2
∂2

∂t2

)
h̄µν = 0 (1.2)

where h̄µν = hµν − ηµνh
α
α. To achieve h̄µν = hµν , hµν must follow the conditions of the

“transverse-traceless gauge”, which are

Aµνkν = 0 (1.3a)

Aµν = 0 (1.3b)

AµνU
ν = 0 (1.3c)
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where Aµν and kν are the amplitude and wave number of the solution to Equation 1.2, and

Uν is any velocity four-vector.

The wave equation in Equation 1.2 yields a gravitational wave, that is, a wave that

propagates through spacetime itself and transfers gravitational-wave energy. This result is

one of many revolutionary results that Einstein predicted in his theory of General Relativity,

and one that has proven to be the most difficult to prove accurate. Nevertheless, with both

indirect proof from observations such as the Hulse-Taylor pulsar [1], and the first direct

measurement GW150914 made by Advanced LIGO [2], we now know that gravitational

waves exist and are measurable.

Following the usual convention, the gravitational wave propagates in the ẑ direction,

meaning that two elements will make up the amplitude of the wave, h+ and h× in the x-

and y-direction,

Aµν =


0 0 0 0

0 h+ h× 0

0 h× −h+ 0

0 0 0 0

 (1.4)

with these elements representing two different polarizations of the gravitational wave.

Consider a propagating gravitational wave with plus polarization only. In this case, the x-

direction will measure a positive amplitude, or an increase in the spacetime distance between

two points, while the y-direction will experience a negative amplitude, or the decrease in the

spacetime distance between two points. In this way, gravitational waves are often described

as “stretching” and “squeezing” spacetime. This behavior is demonstrated in Figure 1,

where a ring of test points experiences a gravitational wave passing through the plane of this

dissertation.

This propagating behavior of a gravitational wave leads to the concept of gravitational

wave strain, which comes from the amplitude of each term, |hµν |. To measure strain, we

have to understand how much the length between two points will change as a result of a

gravitational wave. If we consider two points separated by a distance L, the relative distance

change between these two points as a result of a passing gravitational wave is

δL =

∫ L

0

|gµνdxµdxν |1/2 ≈
(
1 +

hxx
2

)
L. (1.5)

Therefore, we can measure gravitational wave strain as some change in length over a given

distance h ≈ δL/L.



3

Figure 1: A ring of test points experiencing a gravitational wave passing through the plane of

this dissertation. One direction is compressed while the perpendicular direction is stretched.

Both cross (h×) and plus (h+) polarizations are demonstrated.

Gravitational waves result from sources with a time-varying mass quadrupole moment, in

other words, a system with mass moving in an asymmetric manner. In principle, this could

be any asymmetric mass, but the biggest challenge in direct measurement of gravitational

waves lies in the weakness of the field itself. Therefore, gravitational waves are most likely

to be detected from high-mass, high-acceleration systems that produce the most significant

gravitational wave amplitude. A binary system of orbiting black holes, for example, has

significant enough mass and a varying quadrupole moment to make measurable gravitational

waves. However, this still requires a strain measurement on the order of 10−21. Therefore,

an instrument that measures gravitational waves will need to make some of the most precise

length-change measurements in the world.

1.2 Basics of a Gravitational Wave Detector

This basic background of gravitational waves lends some understanding of how one might

detect them. First, the measurement quantity is strain, some length change over a baseline.



4

Given the very small value of expected strain, a longer baseline improves the sensitivity to

gravitational waves. These waves also propagate length changes in a differential manner,

extending length in one direction while shortening it in the other. An experiment that

exploits this behavior would be useful.

There is an interesting history of gravitational wave detectors and design, but we will

jump in to the considerations that led to the creation of Advanced LIGO. Rainer Weiss first

proposed in 1972 that a gravitational wave detector make use of Michelson interferometer

topology [3]. A basic Michelson inteferometer, shown in Figure 2, takes some input laser

beam, splits it down two perpendicular arms where the beams are reflected by end mirrors

and recombine again at the beamsplitter. The resulting light signal is read out just beyond

the beamsplitter, at a location called the “anti-symmetric port”. A photodetector placed at

the anti-symmetric port measures the brightness of the transmitted beam. A gravitational

wave passing around this experiment would shorten one arm and lengthen the other, causing

destructive interference in the recombined beam, resulting in a power change on the detector.

laser

anti-symmetric port
ETMX

ETMY

LY
LX

symmetric port

Figure 2: A basic Michelson interferometer. Detectors placed at the symmetric or antri-

symmetric port can measure the reflected and transmitted electric fields respectively.

From [4].

Following the derivation in Saulson [5], the electric field of the laser input to the Michelson

interferometer is

Ein = E0e
i(2πft−kx) (1.6)
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where E0 is the amplitude of the electric field, f is the frequency of the wave, and k is

the wavenumber, k = 2π
λ
, where λ represents the laser wavelength. The field encounters a

beamsplitter with 50/50 reflection and transmission

r = 1/
√
2 (1.7a)

t = i/
√
2. (1.7b)

The fields propagating in the x and y arms are then

Ex =
iE0√
2
ei(2πft−kx) (1.8a)

Ey =
E0√
2
ei(2πft−ky) (1.8b)

The fields traverse the length of their respective arms (labeled Lx and Ly in this case),

reflect off the end mirrors acquiring a -1 sign, and return to the beamsplitter, once again

encountering 50/50 reflection/transmission. The output field at the anti-symmetric port is

Eout =
iE0

2
ei(2πft−2kLx) +

iE0

2
ei(2πft−2kLy)

=
iE0e

i(2πft)

2

(
e−i2kLx + e−i2kLy

)
= iE0e

i(2πft−k[Lx+Ly ]) cos k(Lx − Ly). (1.9)

However, the photodetector at the output port measures power, not electric field,

Pout = |Eout|2

= E2
0 cos

2 k(Lx − Ly)

=
P0

2

(
1 + cos(2k∆L)

)
(1.10)

where P0 is the input power and ∆L = Lx − Ly. If the arms are set to be exactly equal,

the light measured at the output port experiences constructive interference, as the two fields

travel the same distance. If the length of the arms are such that 2k∆L = nπ/2 where n is

an integer, then the fields will destructively interfere and the power measured at the output

is zero.

Light acquires phase ϕ as it travels depending on the distance d it travels and its wave-

length λ. The phase change can be written in terms of distance or time of travel t,

∆ϕ = 2π
d

λ
= 2π

ct

λ
. (1.11)
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Considering the null geodesic of a photon traveling the length of the arms in the presence of

a gravitational wave,

ds2 = (ηµν + hµν)dx
µdxν

0 = −c2dt2 + (1 + h(t))dx2 + (1− h(t))dy2 + dz2. (1.12)

The distance the light travels in the x-arm increases due to gravitational wave strain while

the distance decreases in the y-arm.

The light travel time can be found by integrating

τx =

∫ Lx/c

0

√
1 + h(t)dt (1.13a)

τy =

∫ Ly/c

0

√
1− h(t)dt. (1.13b)

While the gravitational wave amplitude is changing in time, it is reasonable to assume the

period is much longer than the round-trip time of the light in the interferometer. Therefore,

h is constant in this integration, and also much smaller than the total length of the detector

arm length.

τx =
L

c
+
Lx
2c
h (1.14a)

τy =
L

c
− Ly

2c
h. (1.14b)

These values are then doubled to account for the fact that a photon travels twice the length

of each arm when recombining at the beamsplitter. With the assumption that h is very

small, Lx = Ly to make this calculation simpler. Therefore, the difference in the light travel

time between the two arms in the presence of a gravitational wave is

∆τ = τx − τy = 2
L

c
h. (1.15)

This travel time difference results in a phase difference between the two light fields

∆ϕ =
4πhL

λ
. (1.16)

A more rigorous treatment of the phase would consider the actual form of h(t) instead of

estimating it to be constant. This is important to consider, because indefinitely increasing the

length of a gravitational wave detector’s arms would not necessarily result in an increasingly
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better detection of a gravitational wave. The full form of the phase difference, skipping over

the rigorous details, applies h(t) = h0e
i2πfGWT ,

∆ϕ(t) = h(t)
4πL

λ
sinc

(
2πfGWL

c

)
e2iπfGWL/c. (1.17)

This result demonstrates that there is a zero point in the phase response of a gravitational

wave detector every time 2πfGWL
c

= n where n is a positive integer. This describes the

situation in which the wavelength of the gravitational wave is equal to 2L. The gravitational

wave passes through one wavelength in the time it takes the photon to travel the full length

of the arm, nullifying the effect of the contracted and extended length of the arm during the

photon’s travel.

For a gravitational-wave detector with arm length 4 km, this null point first occurs at

fGW ≈ 12 kHz, much higher than the expected gravitational wave frequencies for known

systems. A proposed future ground-based gravitational-wave detector is called Cosmic Ex-

plorer [6], and is designed to have 40 km arms. This first null point then occurs near 1.2

kHz, which is reasonably within the detection band. However, this detector proposal is near

the full limit of possible arm length for gravitational-wave detectors. For example, if the

detector arm length were set to 100 km, this null point would occur near GW frequencies of

400 Hz, compromising the sensitivity in a frequency band where ground-based detectors are

most sensitive.

For a ground-based detector this is not much of a problem, as other limitations prevent

the indefinite extension of detector arm length. However, space-based detectors like the Laser

Interferometer Space Antenna [7] will have to account for this effect within the detection

band due to an arm length on the order of a million kilometers.

Despite the ingenuity of the Michelson topology, it alone is insufficient to make a detection

of a gravitational wave. Also, because the arm length cannot be extended significantly to

increase the sensitivity to gravitational waves, other methods are used to improve detector

sensitivity. As will often be described in this dissertation, the best way forward usually

involves adding more optical cavities to the design.

1.2.1 Fabry-Pérot Cavity

By adding an additional mirror in the Michelson interferometer arms, light can reflect back

and forth between the two mirrors before exiting to the anti-symmetric port, effectively
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Figure 3: A basic Fabry-Pérot cavity

increasing the light travel distance and improving the sensitivity. One such way to do this is

by adding a Fabry-Pérot cavity to each arm. Each arm of the Michelson then consists of an

input mirror and end mirror, and the multiple reflections between the two mirrors increases

the distance each photon travels. A Fabry-Pérot cavity also uses interference properties; by

precisely controlling the length of the cavity, the light resonates in the cavity and amplifies

through constructive interference.

Figure 3 shows a basic schematic of such a cavity. Assuming the two mirrors are lossless,

the cavity dynamics can be understood completely from the cavity length L and the reflection

or transmission of each mirror, represented by ri and ti. Some monochromatic light with

wavelength λ is injected in the Fabry-Pérot cavity. The three resulting fields, reflected,

transmitted, and circulating are defined as [5]

Erefl = E0

(
−r1 +

t21r2e
−i2kl

1− r1r2e−i2kl

)
(1.18a)

Etrans = E0

(
t1t2e

−ikl

1− r1r2e−i2kl

)
(1.18b)

Ecirc = E0

(
t1

1− r1r2e−i2kl

)
(1.18c)

The cavity achieves resonance when the circulating field within the cavity is maximized,

ϕrt = 2kL =
4πL

λ
= 2πN (1.19a)

L =
Nλ

2
(1.19b)

where λ is the wavelength of the laser incident on the cavity, and N is some integer. In other

words, when the cavity length is well matched to the laser wavelength, resonance occurs.

This relationship assumes a lossless cavity. To account for the round-trip loss a parameter
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called the finesse is defined [8],

F =
π
√
r1r2

1− r1r2
. (1.20)

that depends on the reflectivities of the two cavity mirrors.

The intensity of the field within the cavity therefore has a periodic behavior. As the

length of the cavity is changed (or the frequency of the laser is scanned), sharp maxima in

the intensity occur when ϕrt = 2πN , with the width of the maxima defined by ∆ϕ = 2π/F .

The Advanced LIGO Fabry-Pérot cavities have a finesse of 450 [9] and length 4 km, which

corresponds to a light storage time of τs ≈ 2 ms, or an effective arm length of approximately

2800 km.

1.2.2 Power Recycling

The Fabry-Pérot cavity arms amplify the input power according to the finesse, which in turn

increases the sensitivity of the detector. However, even with the highly reflective mirrors

designed for gravitational-wave interferometer Fabry-Pérot cavities, significant power will

transmit the input mirror of each arm and return to the input port. By placing an additional

partially transmittive mirror on the input of the interferometer, labeled “power-recycling

mirror” in Figure 4, this effectively adds another input mirror, treating the Fabry-Pérot

cavities in the arms as the far mirror. This coupled cavity amplifies the power build-up in

the interferometer further via the power-recycling gain, which for Advanced LIGO is between

40-50 W/W.

1.2.3 Signal Recycling

Similar to the added mirror at the input of the interferometer, signal recycling adds a mir-

ror at the output of the interferometer. A true signal-recycling scheme shifts the resonance

of the interferometer away from fl, defined by the length of the Fabry-Pérot cavities, to

fl ± fsig, where fsig is the frequency of the gravitational-wave signal measured by the detec-

tor [5]. However, this method overall narrows the bandwidth of the interferometer, sacrificing

broadband sensitivity for a more targeted measurement of certain signals.

Instead, many gravitational-wave detectors such as Advanced LIGO apply resonant side-

band extraction, which appears similar to signal recycling, except that the mirror at the

output is placed to be anti-resonant to the main cavity beam at fl and resonant to the

sidebands, allowing them to leak to the detection port [10]. This effectively broadens the
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Figure 4: A cartoon of the optical layout of Advanced LIGO, including squeezer. Diagram

made by G. Mansell.
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bandwidth of the interferometer while maintaining the benefit of high resonating power in

the Fabry-Pérot cavities. Of course, this is confusingly labeled as a “signal-recycling mirror”

in Figure 4 for historical reasons. There is a nice symmetry in having both a “power-

recycling cavity” and “signal-recycling cavity”, even if it is truly a signal extraction cavity.

For the majority of this dissertation, this cavity will be referred to as the “signal-recycling

cavity” due to Advanced LIGO convention, but the final chapter will correctly name it the

“signal-extraction cavity”.

1.2.4 Mode Cleaners

Not satisfied with the amount of cavities required for a gravitational-wave detector? Fear

not, there are more. Although these two cavities are both called “mode cleaners”, they have

similar, but slightly different purposes and designs. The Input Mode Cleaner (the original

MC) is designed to stabilize the input laser frequency and spatial mode as it is injected

into the interferometer [11]. The IMC is a high-finesse triangular cavity at the input of the

interferometer. Once the laser beam is created, stabilized, modulated, and injected into the

interferometer, the IMC provides additional frequency stabilization, angular control, and

higher order mode suppression. This cavity is also shown on the diagram in Figure 4.

Conversely, the Output Mode Cleaner (OMC) is a bowtie cavity at the output of the

interferometer. The design suppresses the radio frequency sidebands that modulate the

main beam to allow for PDH locking [12]. The cavity is designed to be resonant only to the

zeroth order mode audio-band carrier beam, rejecting both the sidebands and any higher

order mode that transmits the output of the interferometer. The DC photodiodes that

readout the gravitational-wave signal are on transmission of this cavity. It is also shown in

Figure 4.

1.3 How to Lock an Advanced Gravitational Wave Detector

So far, the optical layout of an advanced gravitational-wave detector has only gotten more

complex. Now that there is a baseline understanding of the layout and requirements, this

section will discuss how all of these degrees of freedom are controlled in order to bring a

gravitational-wave detector to a state where it can detect gravitational waves. This section

will mostly focus on Advanced LIGO, but describes other ground-based detectors where

possible.
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1.3.1 Lengths and Sidebands

Several different required cavities have been suggested for gravitational-wave detectors. This

section will list the cavity lengths and discuss the reasoning behind those length choices. A

full discussion of these design choices can be found in [13]. First, for a dual-recycled Michelson

with Fabry-Pérot cavity arms, there are five main length degrees of freedom:

1. Differential Arm Length, DARM: the difference in arm length between the two 4 km

Fabry-Pérot cavity arms. Defining the two arm lengths as Lx and Ly (X-arm and

Y-arm), this is Lx − Ly.

2. Common Arm Length, CARM: the common arm length of the two 4 km Fabry-Pérot

cavity arms, Lx + Ly.

3. Michelson Length, MICH: the length of the Michelson cavity, or the distance between

the beamsplitter and input test mass of the X and Y arm. Defining the distances from

beamsplitter to each input test mass as lx and ly respectively, this is lx − ly.

4. Power-recycling cavity length, PRCL: the length of the power-recycling cavity, lp +

(lx+ ly)/2 where lp is the distance from the power-recycling mirror to the beamsplitter.

5. Signal-recycling cavity length, SRCL: the length of the signal-recycling cavity, ls +

(lx+ ly)/2 where ls is the distance from the beamsplitter to the signal-recycling mirror.

Note: some definitions for DARM and CARM involve the average distance value, and

therefore include an additional 1/2 factor. In addition to these main five lengths, the input

mode cleaner length and the output mode cleaner length must be locked.

As stated previously, Advanced LIGO desgin includes two 4 km Fabry-Pérot cavity arms.

Other ground-based detectors such as Virgo in Italy [14] and KAGRA in Japan [15] use 3 km

arms. The goal of this design choice is to achieve the longest possible baseline L over which

to measure strain. This length choice sets the macroscopic DARM and CARM lengths.

Next, the macroscopic lengths of the three “DRMI” (dual-recycled Michelson) lengths

must be chosen. Advanced LIGO makes use of the Pound-Drever-Hall Locking technique

(PDH), which requires the injection of radio frequency (RF) sidebands in addition to the

main laser beam [16]. The sidebands chosen for Advanced LIGO are f1 = 9.1MHz and

f2 = 5f1 = 45.5MHz. With these choices, the cavity lengths must be set to follow the

desired resonance conditions for these sidebands and the carrier beam.
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For the power-recycling cavity length, the carrier and both sidebands must be resonant,

which is achieved when,

lPRCL =

(
n+

1

2

)
c

2f1
(1.21)

where n is an integer. The arms add a 180◦ phase flip to the sidebands, creating the additional

1/2 factor.

Next, the signal-recycling cavity must be antiresonant to both the carrier and f1 sideband

in order to achieve resonant sideband extraction. Therefore,

lSRCL = m
c

2f2
, lSRCL ̸= k

c

2f1
(1.22)

which allows the 45 MHz sideband to resonate but not the carrier or 9 MHz.

Finally, the Michelson cavity length must be set so that the 45 MHz is preferentially

transmitted to the SRC. This length offset is the Schnupp asymmetry, lSchnupp = lx − ly,

which allows some light to leak out of the Michelson cavity so that it can be locked using

PDH. Table 1 gives a summary of these key lengths for Advanced LIGO. As a note, the arm

length is set so that the sidebands are anti-resonant in the arms.

Cavity Length Sensor

Arm 3994.5 m CARM: REFL 9 I, DARM: DCPD

PRC 57.6557 m POP 9 I

SRC 56.0084 m POP 9 and 45 I

MICH lSchnupp = 0.08 m POP 45 Q

Table 1: Advanced LIGO main cavity lengths and sensing design.

Due to the difference in length choices, Virgo and KAGRA make use of different side-

band frequencies. KAGRA, at this time, operates only a power-recycled Michelson due to

asymmetries in the Fabry-Pérot input mirrors that cause too many losses to operate with an

SRC. Virgo followed this operation in observing run 3, but has transitioned to a dual-recycled

topology for observing run 4.

Not yet discussed in this section is a third sideband, f3 = 13f1 = 118.3MHz. This

sideband is injected to allow better alignment sensing of the signal-recycling cavity, and will

be referenced later.

Each of these lengths must be sensed using an appropriate signal. The benefit of PDH

locking is the beatnote between the carrier and RF sideband creates a linear control response
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near the lock point. The resulting RF beat signal is demodulated, and the I-phase or Q-phase

provides the error signal for the degree of freedom. Lengths sensed via cavity reflection, such

as CARM or PRCL are best sensed in I-phase, while lengths sensed via transmission with an

offset are best sensed in Q-phase. The three DRMI lengths are sensed at the pick-off port of

the power-recycling cavity (POP), on transmission of power-recycling mirror 2 (see Figure 5).

The PRCL signal appears most strongly in the 9 MHz I-phase beat signal, Michelson in 45

MHz Q-phase, and SRCL in 45 MHz I-phase. However, the SRCL and PRCL signals both

appear in 45 MHz because the 45 MHz is resonant in both cavities, so the 9 MHz signal is

used to subtract the PRCL signal from the SRCL signal, as 9 MHz is anti-resonant in the

SRC.

CARM is sensed on reflection of the interferometer, at the “common length readout”

labeled in Figure 5. The beat of the carrier with the 9 MHz sideband in I-phase provides

the best signal. CARM is sensitive to both the common arm length and the power-recycling

cavity length due to the coupled-cavity nature of Advanced LIGO. However, the CARM

bandwidth is set much higher (16 kHz) than the PRCL bandwidth (30 Hz), so that the

CARM signal is quickly driven to zero within the PRCL bandwidth.

DARM is sensed through the intentional DC offset of the arms, creating approximately

20 mA of photocurrent on the DC photodiodes (DCPDs) on transmission of the OMC. The

length offset scales quadratically with the power on the DCPDs, so it is kept intentionally

small so that the signal is within the linear regime.

Control gain hierarchy is important in this sensing scheme, ensuring that the lower band-

width loops have a stable reference to the carrier. CARM is the highest bandwidth loop

(16 kHz), and DARM is next, around 50 Hz. The corner hierarchy order is PRCL (30 Hz),

SRCL (20 Hz) and then MICH (8 Hz). This avoids cross-coupling in the signals due to some

degeneracy in the lengths. The higher bandwidth loop is driven to zero fast relative to the

lower bandwidth loop.

1.3.2 Advanced LIGO Locking Sequence

Given the complexity of a detector like Advanced LIGO, moving into a state where gravita-

tional waves can be observed (often referred to as “observing” or “science” mode) is not a

trivial matter. All cavities must achieve resonance conditions at the same time. The benefit

of Pound-Drever-Hall locking is the linear response of the control signal; however, all optics

must be close to good placement and alignment to be in that linear regime. The Advanced
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LIGO locking process is a procedure developed due to the effort and cleverness of many peo-

ple who carefully considered a reliable method to achieve resonance. The process requires

auxiliary lasers and sensors and takes time to carefully move through each stage.

Starting from a fully unlocked state, the locking sequence begins with the two Fabry-

Pérot arm cavities. Using a green laser created through frequency doubling of the 1064 nm

laser, each arm is individually locked using PDH. This green laser is part of the Arm Length

Stabilization system (ALS) [17]. The light is sent from the end stations of each arm, and

length and alignment sensors on the platform behind each end test mass provide the control

signals. Usually the input test masses are held in one place and the end test masses and

transmission monitor platform are adjusted in alignment until the resonance conditions are

met and the length lock is triggered.

Next, the X arm is locked to the pre-stabilized laser, creating the common degree of

freedom (ALS COMM) and the Y arm is locked to the X arm for the differential degree of

freedom (ALS DIFF). While still locked on green, a small amount of 1064 nm light is allowed

to resonate in each arm, finding the respective resonance condition for the main beam. A

voltage-controlled oscillator (VCO) adjusts its offset to find the appropriate condition. Once

this condition is found, a deliberate offset is added to ALS COMM to maintain both arms

off-resonance to the carrier light. The green laser provides the signal to stabilize the arms

during the next process.

Next, the 1064 nm laser is using to lock the dual-recycled Michelson cavities using the

PDH technique. The alignments of the power-recycling mirror, beamsplitter, and signal-

recycling mirror are all adjusted as necessary to achieve the resonance of these cavities with

the carrier. The locking signals are provided via the 9 and 45 MHz RF sidebands. Once

these cavities are locked, the “1f” signal sensors are handed off to “3f” signal sensors, 27 and

135 MHz. When the arms are brought to resonance, the “1f” signals will flip sign due to

the additional 180◦ phase shift from the arm cavity, which is anti-resonant to the sidebands.

This would destabilize the DRMI lock and cause a lockloss. The “3f” signals are not sensitive

to this sign flip and provide better sensors during the locking process [18].

With the corner cavities locked, the arms can now be brought to resonance, making

use of the known offset in the ALS VCO. The carrier beam is allowed to resonate a small

amount in each arm— the common offset is still engaged. Now, this is referred to as the

“CARM offset”, and this whole process as “CARM offset reduction”. As the CARM offset

is carefully reduced, the cavity signals must be carefully measured to find out what part of
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the fringe each step is located on, otherwise the offset reduction will fail. Furthermore, there

is a radiation pressure effect from the light resonating in the cavity due to the intentional

offset that must carefully be controlled. During this process, the differential arm alignment

loop is engaged to further stabilize the cavity alignment.

First, CARM is sensed on transmission of the arm, and is at low bandwidth. As the

CARM offset is reduced, the bandwidth can slowly be raised. When enough signal is present,

the CARM sensor can be shifted to the reflection port, and the bandwidth increased. Again,

the offset is measured, and the bandwidth increased further. At some point, the bandwidth

is too large to be controlled digitally, so CARM is transitioned to analog controls. At this

point, the arms can be brought fully to resonance, where CARM has a bandwidth of close

to 16 kHz. DARM is also brought to resonance, controlled via anti-symmetric port sensors.

At this time, the DRMI controls can be transitioned back the “1f” signals, whose sensors

are the lowest-noise and in-vacuum. A purposeful differential arm length offset is set, and

all alignment controls are engaged. With the DARM offset light transmitting to the anti-

symmetric port, the output mode cleaner is locked, transitioning the DARM control to “DC

readout”.

This whole process is performed at low power, 2 W input from the pre-stabilized laser.

Once full DC readout lock is achieved, the power is increased. At full operation, all length

and alignment control bandwidths are reduced, actuators are moved to the lowest noise state,

and squeezing is injected. Now, the interferometer is ready for observing.

This process can take anywhere from 30 minutes to a full hour, depending on the envi-

ronmental conditions and starting point of each mirror. It must be performed after every

“lock loss”. A lock loss occurs when a disturbance moves the interferometer controls out of

the linear regime, where they cannot be returned to their operating point. At that moment,

all resonance conditions are lost and the laser power drops out of the cavities. Lock losses

are caused by environmental effects like earthquakes, wind and storms. Anthropogenic noise

can cause lock losses too, if loud and close to the interferometer. Sometimes controls become

unstable during operation. Whenever possible, lock loss causes are studied and mitigated.

Figure 5 shows a full schematic of the Advanced LIGO interferometers during Observing

Run Four. This diagram also includes information about the seismic isolation systems for

each mirror, suspensions, and some sensor locations.
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Chapter 2

Fundamental and Technical Noises of

Gravitational-Wave Detectors

Ground-based gravitational-wave detectors face a variety of noise challenges. The limiting

noises of these detectors are roughly divided into three categories: fundamental noise, tech-

nical noise, and environmental noise. Fundamental noise sources generally include noises

that can be derived from first principles, such as quantum noise and thermal noise. Tech-

nical noise encompasses noises that result from the operation of the interferometer, such as

controls noise and noise from electronics. Finally, environmental noise includes noises due

to the surrounding environment, such as anthropogenic noise.

In order to achieve the incredible precision of these detectors, all sources of noise must

be addressed, studied, and mitigated. Some noises are inherent to the design of the detector;

the seismic noise level depends inherently on the choice of seismic isolation system. Other

noises can be mitigated through careful study and clever methods, such as test mass charging

noise. This chapter will attempt to summarize the wide array of limiting noise sources, and

the related mitigation strategies.

2.1 Fundamental Noise Sources

Fundamental noise sources, as previously stated, are generally noises that can be derived

from first principles. When designing a gravitational wave detector, these noises are often

inherent to the design itself and once a detector is built they are unlikely to be improved

without a significant intervention in the system.
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Figure 6 shows the design sensitivity curve of Advanced LIGO, calculated into strain

amplitude spectral density units 1/
√
Hz. At low frequency (approximately 5-60 Hz), seismic

noise, Newtonian noise, and suspension thermal noise all have the potential to be limiting

noise sources. Quantum noise, specifically quantum radiation pressure noise, also can limit at

low frequency. At mid-frequency (approximately 60-200 Hz), coating brownian noise limits.

At high frequency (200 Hz and up), the limit is again quantum noise, specifically quantum

shot noise. For completeness, excess gas noise, coating thermo-optic noise, and substrate

brownian noise are included, although these are a factor of ten or more lower than the total

noise estimate, and unlikely to be limiting noises in the current detector design.

The reasoning behind the somewhat strange-looking strain units is two-fold: strain, h(t)

is a unit-less quantity, and in this plot is depicted in amplitude spectral density units (ASD).

An amplitude spectral density is defined as the square root of the power spectral density

(PSD), which has units of 1/Hz in strain PSD. A power spectral density is defined as the

Fourier transform of the autocorrelation function of a time series x(t),

Sx(f) =
1√
2π

∫ ∞

−∞
x ⋆ x(τ)e−i2πfτdτ (2.23)

where x ⋆ x(τ) is the autocorrelation function,

x ⋆ x(τ) =

∫ ∞

−∞
x(t)x(t+ τ)dt. (2.24)

In this case, our time series is the strain time series h(t), which is unitless, but any time

series of any quantity can be transformed into a power spectral density.

2.1.1 Quantum Noise

A gravitational wave interferometer measures a passing gravitational wave by measuring a

change in power at the antisymmetric port due to the phase shift of the light impressed by the

wave. Therefore, gravitational wave measurements rely on the ability to measure power, or

in other words, count incident photons on a detector. However, counting individual photons

is a discrete process, and photons do not arrive on a photodetector continuously. The overall

effect of this Poisson process is known as shot noise.

The probability distribution of a Poisson process is defined by the mean number of events

in some time interval, λ,
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Figure 6: The Advanced LIGO design sensitivity curve. This curve includes known funda-

mental noise sources, and their estimated contribution based on the design of the detector.

This design curve includes updated parameters based on an improved understanding of the

coating thermal noise. Figure first presented in [20].



21

P (N |λ) = λNe−λ

N !
. (2.25)

For a laser with power P and frequency ν0, there are N events in τ seconds or

N

τ
=

P

hν0

photons

second
(2.26)

Therefore, the instantaneous power P measured will have some average power P0 and un-

certainty based on the uncertainty in the photon counting

P = P0 ±
√
hν0
τ
P0. (2.27)

We can transform this measure of instantaneous power into a measure of the power spectral

density of shot noise,

SP (f) = 2hν0P0

[
W2

Hz

]
. (2.28)

In our gravitational wave detector with Fabry-Pérot arm cavity length L and cavity pole fc,

we care about how much this noise in power contributes to the strain amplitude sensitivity,

√
Sh(f) =

1

L

√
hν0
2P0

(1 + if/fc)

[
1√
Hz

]
. (2.29)

Quantum shot noise dominates at high frequency where the detector response rises like f

due to the cavity pole, fc =∼ 430Hz in Advanced LIGO.

At low frequency, quantum radiation pressure noise limits. The discrete nature of photon

arrival time on the test masses means that the masses experience a photon flux, which imparts

momentum on their surface. Given the high power contained in the arm cavities of the Fabry-

Pérot interferometer, this is a significant force. The contribution to strain dominates at low

frequency, with a 1/f 2 behavior,

√
Sh(f) =

1

πMf 2L

√
2hν0P0

[
1√
Hz

]
. (2.30)

Here, the mass of the test masses is represented as M .

Both of these noises are represented within the “quantum” curve in Figure 6. By ex-

amining the two contributions, it is evident that by increasing the power in the cavity, the

sensitivity at high frequency can be improved with the square root of the power. Meanwhile,
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this would worsen the noise at low frequency by the same amount. However, increasing the

mass of the mirrors would reduce the low frequency noise coupling.

Another method to reduce the presence of this noise in gravitational wave detectors

involves quantum squeezing, which relies on the fact that these noises are correlated. Using

the Heisenberg uncertainty principle, quantum shot noise and radiation pressure noise can

be represented as phase and amplitude uncertainty,

∆ϕ∆A ≥ 1. (2.31)

Quantum squeezing plays with this quantum nature of light by minimizing the noise

in one quadrature, such as shot noise, while maximizing the noise in the other quadrature,

radiation pressure noise. This is known as frequency independent squeezing. This is beneficial

because it reduces high frequency quantum noise, however, it increases the impact of the

low frequency noise. This method benefited gravitational wave detectors in a time when the

low frequency noise was dominated by other sources. However, with increased demand for

more significant quantum squeezing and an improvement of other low frequency noises, a

new method is required. This method is referred to as frequency dependent squeezing. Noise

is minimized or maximized in one quadrature or the other in a frequency dependent way,

such that the resulting angle of squeezing rotates through frequency space. This requires an

additional cavity in the gravitational wave detector design to perform this rotation. Figure 4

shows this additional filter cavity, which was installed in Advanced LIGO ahead of the fourth

observing run.

Frequency dependent squeezing was deployed in the Advanced LIGO detectors during

the fourth observing run. The implementation of this technology is discussed in Ganapathy

et al [21], and the benefit is best summarized in Figure 7. The LIGO Livingston detector

strain sensitivity without any squeezing is shown in the black trace. Frequency independent

squeezing is injected in the green trace, showing a large reduction in noise at high frequency

due to the reduction of shot noise, but at the sacrifice of the low frequency sensitivity from

increased radiation pressure noise. With frequency dependent squeezing injected in the

purple trace, the low frequency sensitivity is maintained while reaping the benefits at high

frequency. The gray trace represents residual classical noise in the detector that cannot be

suppressed with squeezing.
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FIG. 2. Observation of frequency-dependent squeezing in the LIGO detectors. The top and bottom show strain noise spectra of the
LIGO Hanford (H1) and Livingston (L1) detectors in amplitude spectral density units, measured in the commissioning period leading up
the fourth observing run, O4. Reference measurements of detector noise spectra without squeezing are shown in black and measured
with the squeezed beam diverted away from the detector. Without squeezing, the classical noise estimate (gray), i.e., the sum of
nonquantum noises, is obtained by subtracting the calculated quantum noise (red) from the measured detector noise (black). Frequency-
independent squeezing spectra (green) are measured with the squeezed beam injected and the filter cavity end mirror misaligned, to have
the input mirror act as a high reflector. With frequency-independent squeezing, shot noise reductions of 4.0 (H1) and 5.8 dB (L1) are
observed around 1 kHz, alongside the corresponding increase in quantum radiation pressure noise below a few hundred hertz.
Frequency-dependent squeezing spectra (purple) are obtained by locking the filter cavity near resonance, demonstrating the broadband
reduction of detector quantum noise. In addition to the squeezed shot noise reduction, the filter cavity reduces total detector noise by
1–2 dB from 60–100 Hz in both detectors, with quantum enhancement visible from kilohertz down to tens of hertz.

D. GANAPATHY et al. PHYS. REV. X 13, 041021 (2023)

041021-6

Figure 7: The LIGO Livingston detector improvement from different squeezing methods is

shown. The black trace demonstrates the detector strain noise with no squeezing injected.

The green trace shows the effect of frequency independent squeezing—improvement at high

frequency due to shot noise reduction and a worsening of radiation pressure noise at low

frequency. The purple trace measures noise with frequency dependent squeezing, improve-

ment at high frequency is achieved while maintaining the low frequency sensitivity. The gray

trace represents residual classical noise that cannot be changed with squeezing. Figure first

presented in [21].
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2.1.2 Thermal Noise

The test masses and suspensions used in gravitational-wave detectors are made of molecules

constantly vibrating and creating some inherent uncertainty in their displacement. Einstein

first characterized this phenomenon, called Brownian Motion [22]. Nyquist observed a similar

phenomenon in fluctuating voltage across resistors [23]. The overall theory governing this

behavior is a result of the Fluctuation Dissipation Theorem, first formalized by Callen et

al [24, 25, 26, 27].

For a system at thermodynamic equilibrium, the spectral density of the thermal driving

force is [28]

F 2
th = 4kBTR(Z(f)) (2.32)

where kB is the Boltzmann constant, T is the temperature of the system and R(Z(f)) is the

real part of the system’s impedance.

The power spectral density of the displacement of such a system is then

Sx(f) =
kBT

π2f 2
R(Y (f)) (2.33)

and Y (f) = Z−1(f) is the system’s admittance.

Therefore, regardless of a system’s microscopic model, the macroscopic behavior can be

described simply with a mechanical model that describes the system’s impedance. This

theorem links such disparate systems with common behavior such as those described by

Einstein and Nyquist, mentioned above.

Moving specifically to the thermal noise from the test mass itself, we can consider the

situation where a Gaussian beam is incident on a mirror. We follow the derivation as

shown in Levin [29]. In our gravitational wave detector, the phase shift of the light contains

information about the motion of the test mass surface, defined as

x(t) =

∫
f(r⃗)y(r⃗, t)d2r, (2.34)

where r⃗ is the transverse location of a point on the test mass surface and y(r⃗, t) is the

displacement of the boundary along the direction of the laser beam. The form factor f(r⃗)

depends on the laser beam profile, and is normalized to one,
∫
f(r⃗)d2r = 1 (this value f(r⃗)

is distinct from the frequency f).
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To calculate the system admittance, Y (f), we begin with a generalized force F (t) that

drives only the generalized momentum conjugate x. The Hamiltonian of such a system is

Hint = −F (t)x(t). (2.35)

By defining F (f) and x(f) as the Fourier transform of the force and momentum conjugate,

we can calculate the admittance to be

Y (f) = 2πif
x(f)

F (f)
. (2.36)

We then insert the definition of x(t) into the Hamiltonian to deduce the nature of the

driving force F (t),

Hint = −
∫
F (t)f(r⃗)y(r⃗, t)d2r, (2.37)

which leads us to understand that there is a pressure term P (r⃗, t) = F (t)f(r⃗) being applied

to the test mass surface. We can apply an oscillatory pressure P (r⃗, t) = F0 cos (2πft)f(r⃗),

which leads us to infer that whatever pressure we apply to the test mass the test mass then

dissipates, according to Y (f). We call this dissipated power Wdiss, and use our previous

Equations 2.33 and 2.36 to determine the power spectral density of displacement as

Sx(f) =
kBT

π2f 2

Wdiss

F 2
0

. (2.38)

Assuming the test mass is structurally homogeneous, the internal friction comes from homo-

geneously distributed damping. This can be characterized via a material term known as the

Young’s modulus

E = E0 [1 + iϕ(f)] (2.39)

where ϕ(f) is referred to as the material’s “loss angle”. We then relate Wdiss to the energy

of elastic deformation

Wdiss = 2πUmaxϕ(f) (2.40)

where Umax is the energy of elastic deformation when the test mass is maximally contracted

or extended according to the oscillatory pressure being applied in P (r⃗, t).



26

Remembering that we have applied a Gaussian beam profile to our test mass, we can

then define the form factor f(r⃗) according to the Gaussian intensity profile

f(r⃗) =
1

πr20
e−r

2/r20 (2.41)

where r0 is the radius of the laser beam. In the case of our gravitational wave detector, the

characteristic test mass size R is much larger than the laser beam size, so we can apply an

expansion around r0/R to define Umax [29].

Umax =
F 2
0

π2E0r0
(1− σ2)I

[
1 +O

(r0
R

)]
, (2.42)

where σ is the Poisson ratio of the material, E0 the Young’s modulus, and I ≃ 1.87322.

Applying this form to Equations 2.40 and 2.38, we derive the form of the power spectral

density of thermal noise in displacement to be

Sx(f) =
4kBT

f

1− σ2

π3E0r0
Iϕ
[
1 +O

(r0
R

)]
. (2.43)

Thermal noise specifically due to the high-reflective mirror coatings is a main limiting noise

source for gravitational wave detectors. This is shown in Figure 6, taking the form of strain

amplitude spectral density

√
Sx(f) =

2

πLf 1/2

√
kBT

1− σ2

π3E0r0
Iϕ

[
1√
Hz

]
(2.44)

specifically emphasizing the 1/f 1/2 dependence of this noise. However, this long derivation

has emphasized that this behavior is generally applied to all materials. Figure 6 also shows

the appearance of thermal noise due to the suspensions and the substrate itself. Due to

the high quality of the suspension and substrate material (fused silica), these quantities are

much lower than coating brownian noise, and are not as significant in the noise contribution.

Much more will be discussed about coating thermal noise in Chapter 3. However, the

results of this section demonstrate that choosing materials for a gravitational wave detector

suspension, mirror substrate, and mirror coatings is not a trivial matter. Careful study of

materials with low internal friction must be made in order to understand the behavior of

such materials and minimize their effect in noise.

Examining the dependencies of Equation 2.43, there are many factors that contribute to
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coating thermal noise in a detector. Several factors can be grouped under “material prop-

erties” (σ, E0, ϕ), hence the utmost importance of studying low internal friction materials.

Another is beam size; the inverse dependence on laser beam radius r0 indicates that increas-

ing the beam size will correspondingly reduce thermal noise (up to the point that O
(
r0
R

)
terms become significant). However, cavity beam size has other implications in terms of

gravitational-wave detector control, which will also be discussed in later chapters.

Finally, as shown in Eq. 2.43, thermal noise also directly depends on temperature, T .

The Advanced LIGO detector is operated at room temperature, and current upgrades to

the facility maintain this design. However, cryogenic detectors are one option to overcome

the thermal noise challenges, and upgrades such as LIGO Voyager and future detectors such

as Einstein Telescope and some versions of Cosmic Explorer follow this principle [30, 31].

Currently, the Kamioka Gravitational Wave Detector (KAGRA), located in Japan, oper-

ates with cryogenic technology [15]. Nominally, any detector using cryogenic technology will

require investigation into new coating materials, substrates, suspensions and possibly laser

wavelengths to achieve this goal. KAGRA operates with sapphire substrates and suspen-

sions, with a goal of achieving 20K operation in its fully sensitive state [32]. This choice

allows KAGRA to make use of 1µm lasers and accompanying technology, similar to room

temperature detectors. Detectors like Voyager, ET, and versions of CE currently plan to use

cryogenic silicon and focus on operating at 123K, requiring a shift towards 2µm technol-

ogy [33, 31, 30].

2.1.3 Seismic and Newtonian Noise

The Advanced LIGO detectors are ground-based gravitational wave detectors, and therefore

experience the impacts of seismic motion and other effects of the earth. At 100 Hz, typical

seismic motion is approximately 10−11 m/
√
Hz, which is significantly higher than the desired

sensitivity of 10−20 m/
√
Hz [34, 35].

Advanced LIGO applies multiple strategies to isolate seismic noise. Both passive and

active isolation techniques are applied. Three main active platforms, called the hydraulic

pre-isolater, single stage internal isolator, and the two-stage internal isolator provide active

suppression of ground motion [36]. These active stages provide seismic noise suppression

of multiple orders of magnitude above 1 Hz for both the main cavity and auxiliary cavity

optics [36].

To further isolate the optics, the Advanced LIGO test masses are suspended on quadruple
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pendulum suspensions which provide passive filtering of seismic motion above the pendulum

resonances around a few Hz [37]. There is a 1/f 2 noise reduction factor for every suspension

stage, achieving the 1/f 8 slope of the seismic noise demonstrated in Figure 6. Auxiliary

cavity optics are also suspended, but due to the reduced sensitivity requirements compared

to the test masses, these are triple, double, or single suspension isolation systems. Because

these suspensions act as low pass filters, seismic noise below the suspension resonances at a

few Hz is not isolated. Therefore, active control systems are required to suppress this noise

further.

Newtonian noise, also called gravity gradient noise, results from the density fluctuations

of matter around the detector. These density fluctuations cause gravitational gradients that

act on the test masses and create excess motion. This noise has its strongest effect at low

frequency, and Advanced LIGO is not limited by it and currently employs no technology to

mitigate it. However, future gravitational wave detectors are likely to be limited by this noise

source at low frequency [31]. Mitigation strategies involve measuring the density fluctuations

with an array of sensors and subtracting the noise from data [38, 39, 40].

2.1.4 Other Fundamental Noises

Excess gas in the chambers of the gravitational wave detector can cause noise in two main

ways. Scattered light of the interferometer beam off particles can cause excess phase noise.

Also, gas particles impinging on the suspended mirrors cause ambient motion of the test

masses due to the imparted momentum. Advanced LIGO is held at ultra-high vacuum,

reducing the effect of this noise, also demonstrated in Figure 6.

Thermo-optic and thermo-refractive noise are linked due to the fact that temperature

fluctuations are responsible for both. Evans et al [41] developed a formalism for handling

both at once, combined under one heading as thermo-optic noise as in Figure 6. Due to

the opposing nature of each of these sources of noise, it is possible to optimize a coating

material such that the thermo-optic and thermo-refractive noises cancel, driving down their

contributions in gravitational wave detectors.

2.2 Technical Noise Sources

The fundamental noise budget shown in Figure 6 immediately becomes insufficient to de-

scribe gravitational wave detector noise once a real detector is built. That is because the
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Figure 8: The LIGO Hanford detector noise budget for observing run four. A variety of lim-
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of unknown noise is demonstrated between 15 and 100 Hz, shown in the discrepancy between

the red measured noise trace and the black sum of known noises trace. The O4 Livingston

detector sensitivity and the O3 Hanford detector sensitivity are shown for comparison. Mea-

sured in December 2023 [42, 43].
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operation of real detectors requires many additional components that can cause noise. These

noises are generally considered “technical noises” due to the fact that they occur due to the

operation of the detector and are considered reduceable with continued study and mitigation

once a detector is built. To see the full impact of many sources of noise in gravitational wave

detectors, a figure like Figure 8 demonstrates these noises, in addition to fundamental noises.

Furthermore, due to the technical nature of these noises, they can often be measured

in the real system. Therefore, unlike the derivations in the previous section that are used

to make analytical estimations, this section presents measured noise levels in the Advanced

LIGO detectors.

The noise contribution of a witness channel to the differential arm length can be measured

in two similar, but distinct ways. For both methods, we define some witness channel w and

the differential arm length channel d. One method exclusively measures a linear coupling of

w to d by measuring a transfer function,

|Swd(f)|2
Sw(f)

= γ2wd(f)Sd(f). (2.45)

Here Swd(f) is the cross-spectral density of the witness to the length channel, and Sx is the

power spectral density of the particular channel. The strength of the relation is governed

via γ2, or the coherence in power. This method is only useful if the witness channel has a

strong coherence with the length channel, and only predicts linear relationships.

A more broad method involves using the relation [44]

Sw→d(f) = G(f)Sw,0(f) (2.46)

where Sw,0 is the power spectrum the witness channel under normal operating conditions.

The coupling factor G(f) is estimated by

G(f) =
Sd,exc(f)− Sd,0(f)

Sw,exc(f)− Sw,0(f)
(2.47)

where Sd,exc and Sw,exc are the power spectra of the length channel and witness channel during

some excitation. The excess noise in each channel during an excitation above ambient is

compared with the ambient noise in the channel to derive the overall coupling. This method

allows the calculation of both linear and nonlinear couplings to be measured, and can be used

to measure channels with very low coherence to the main channel. However, some care is

required with this method. Different excitation amplitudes should be applied and compared
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to ensure the coupling does not depend on excitation amplitude alone. Both this method

and the transfer function method are regularly used to estimate technical noise contributions

to gravitational wave strain.

Sources of technical noise are many, but this section will attempt to address the most

common and well-understood noises that present in gravitational wave detectors.

2.2.1 Auxiliary Length Control Noise

The differential arm length, or DARM, is the channel that achieves coupling of the gravi-

tational wave signal, and therefore the channel from which strain is derived. This channel

is a main figure of merit for understanding how length noises couple to gravitational wave

strain. The residual displacement noise of each length degree of freedom can couple into the

differential arm length readout.

The coupling of Michelson noise, or MICH, occurs because Michelson motion between the

beamsplitter and input test masses creates phase fluctuations in the light at the gravitational-

wave readout. The Michelson cavity motion is indistinguishable from differential arm cavity

motion at the antisymmetric port except for the fact that DARM motion is amplified due

to the finesse of the Fabry-Pérot cavities, and MICH motion is not. Therefore, the coupling

factor of MICH motion is the inverse of the arm cavity gain [13],

GM =
1

G2
a

=
π

2F , (2.48)

where F represents the arm cavity finesse. For Advanced LIGO, arm cavity finesse is ap-

proximately 440, so GM ≃ 1/280.

The signal-recycling cavity length couples into differential arm length in two ways. First,

the presence of a DARM length offset, which propagates DARM light through the signal-

recycling cavity, causes a radiation pressure coupling with a 1/f 2 shape [13, 45],

G
(1)
S = 0.012m/m

(
10Hz

f

)2(
Parm

750kW

)(
δL−
10pm

)( F
450

)
. (2.49)

This coupling has been parametrized into typical Advanced LIGO design values. The factor

δL− represents the DARM length offset, and Parm represents the intra-cavity arm power.

The second SRCL coupling results from small detunings of the SRC from resonant side-

band extraction, and instead rises like f 2 [13, 45],
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G
(2)
S = 3× 10−5m/m

(
f

100Hz

)2(
ϕs
10◦

)(
δL−
10pm

)( F
450

)
, (2.50)

where ϕs represents the SRC detuning.

The coupling of the power-recycling cavity length and the common arm length do not

have explicit forms in the same way the length couplings above do. These are common

lengths, and in principle should not couple at all into differential arm length readout. In

the case of PRCL, this coupling most likely results in cross-coupling between PRCL and the

other two corner lengths, MICH and SRCL. This can result from poor sensor diagonalization,

or other opto-mechanical coupling. CARM primarily couples at high frequency due to arm

imbalances that result in contrast defect light reaching the anti-symmetric port.

The contributions of the three corner (MICH, PRCL, SRCL) length controls are shown in

Figure 8, summed into one length control contribution. These noises limit at low frequency.

Length Feedforward

The coupling of noise from MICH and SRCL creates a significant portion of noise in DARM

if left completely unmitigated. The current loop design for the Michelson length control and

signal-recycling cavity length control include low pass filtering above the loop bandwidth

to suppress reinjected sensing noise into DARM. In Advanced LIGO, the loop bandwidth

for MICH is approximately 10 Hz, and SRCL a few tens of Hz, meaning most of the noise

coupled back into DARM is sensing noise for the length degrees of freedom. Specifically, this

is shot noise from the length readout of each of these length control loops.

Because this length noise that is impressed on DARM is witnessed by other sensors, it is

possible to apply feedforward cancellation of this noise. This is done in real-time mechanically

by feeding the expected sensing noise forward to the test masses.

The noise coupling G(f) couples residual length noise in the differential arm length as

demonstrated in Equation 2.46. That residual length noise can be written as

r =
x+Kn

1−H
(2.51)

where K is the control gain, H is the total open loop gain of the auxiliary length control

loop, x is the free-running displacement noise and n is the sensing noise. Some feedforward

filter, F (f) can be applied to the control signal k and fed to the differential arm length
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Figure 9: Coupling of the Michelson length to differential arm length without and with

feedforward applied. Measurement procedure and data described in [46, 47].

control to cancel out the length noise. However, the control signal k and residual noise r are

different quantities

k =
Px+Kn

1−H
̸= r (2.52)

due to the fact that the displacement noise also sees the plant P that is being controlled in

the loop. Therefore, feedforward control can be chosen to either subtract sensing noise n via

applying F = G or displacement noise x by applying F = G/P , but not both. Furthermore,

applying a cancellation to sensing noise can worsen the coupling of displacement noise, and

vice versa.

For Advanced LIGO, the coupling of the auxiliary length is mostly above the control

bandwidth of the loops, and therefore it is advantageous to apply feedforward to cancel

sensing noise. Some worsening of the displacement noise is witnessed, but this is below the

gravitational wave band, and therefore does not effect the noise appreciably. To minimize

the injection of excess displacement noise, a high pass filter can be applied to the feedforward

around the crossover between the regions where displacement and sensing noise dominate.

However, this must be done carefully, as the additional phase loss from a high pass filter can
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compromise the efficacy of the feedforward that requires precise fitting such that F matches

well to G.

The worsening of displacement noise due to feedforward should be considered more care-

fully for future gravitational wave detectors that seek to achieve detections at even lower

frequencies than Advanced LIGO. This is further considered in Chapter 8.

Figure 9 shows the improvement of MICH to DARM coupling with feedforward applied.

The coherence of the measurement is poor below 7 Hz, but the increasing trend of the

coupling below the MICH control bandwidth (8 Hz) is evident. Feedforward improves the

coupling above 8 Hz, but worsens it below. A factor of one hundred or more sensing noise

suppression is possible with feedforward.

2.2.2 Alignment Control Noise

In addition to the length control of the cavities listed above, the alignment must be controlled.

This can be thought of as controlling the individual angular position of each cavity mirror.

However, similar to length control, this can be thought of in sensible global control bases.

To understand alignment noise coupling, a change in mirror angle is directly a change in

length [48]

∆L = dspot × θmirror (2.53)

where dspot represents some beam position relative to the mirror center of rotation and the

mirror angle θmirror is relative to the input axis of the cavity. This relationship becomes more

complex with the awareness that both dspot and θmirror have some frequency dependence.

The work in Barsotti et al [48, 49] defines the resulting coupling as a bilinear process, and

related through the approximate convolution of the two spectra

∆L(f) = dspot(f) ∗ θmirror(f) ≈ dRMS
spot × θmirror(f) + θRMS

mirror × dspot(f). (2.54)

For the arm cavities, this is a direct coupling, as a change in angle of one of the mirrors

is a direct change in the differential arm length. For auxiliary cavity alignment coupling,

the alignment noise couples to DARM with the same coupling factor as the auxiliary cavity

length [48, 49].

The majority of this dissertation will focus on alignment control topology and alignment

noise couplings. Therefore, information in this introductory section is brief, and the author
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highly encourages the reader to continue forward in this work in order to learn more of the

exciting and tumultuous world of alignment sensing and control.

The total contribution of all alignment degrees of freedom to the strain sensitivity is

shown in Figure 8. These noises limit at low frequency.

2.2.3 Laser Noises

Laser noise combines noise sources that are coupled through the laser beam itself. These

noises are frequency noise, intensity noise, and beam jitter. In Figure 8, laser frequency and

intensity noise are combined into one “laser noise” trace, while beam jitter is demonstrated

separately.

Frequency Noise

Frequency noise is a common noise, in that it should not transmit to the anti-symmetric

port of the interferometer. However, due to both intentional and unintentional asymmetries

in the Fabry-Pérot arm cavities, it can contaminate gravitational-wave strain. Following

the work in the thesis by E. Hall [45], the coupling of frequency noise can be understood

by writing down the equations of an asymmetric Michelson cavity with differential mirror

reflectivities rx and ry and arm lengths lx and ly,

Eout(ω) =
Ein(ω)

2

[
rxe

2iωlx/c + rye
2iωly/c

]
= Ein(w)e

2iωl+ [r+ cos (2ωl−/c) + ir− sin (2ωl−/c)] (2.55)

where r± = (rx ± ry)/2 and l± = (lx ± ly)/2. The cosine term shows the response to

the usual Michelson offset of length l, which occurs through both the Schnupp asymmetry

and the differential arm length offset. The sine term results from “contrast defect” light

propagating to the anti-symmetric port. Contrast defect occurs due to arm mismatch, such

as reflectivity mismatch between the Fabry-Pérot arms, or other mode mismatch that reduces

common-mode rejection.

Frequency noise is the most significant contribution to the “laser noise” term shown in

Figure 8. It mostly limits at high frequency, but there is some frequency noise present below

100 Hz. The high frequency noise is most easily improved with mode matching adjustments

that reduce contrast defect light at the anti-symmetric port. The low frequency noise cou-

pling is currently not well understood, but is easily reduced through improvements in the
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auxiliary length feedforward, leading to the conclusion that it couples through the auxiliary

length degrees of freedom.

Intensity Noise

There are a few different paths to couple intensity noise in a gravitational wave detector.

The DC readout scheme allows input intensity noise to modulate the DARM offset light

propagating to the output port. Contrast defect also further propagates intensity noise,

as input intensity noise can modulate any contrast defect exiting to the anti-symmetric

port. Further arm mismatch can exacerbate this, as common-mode rejection is reduced with

further asymmetry. Also, intensity noise of the RF sidebands can propagate to the output

port if not sufficiently suppressed by the output mode cleaner. Since the sidebands are anti-

resonant in the arms, they do not see the cavity pole, and their intensity noise can propagate

directly to the gravitational-wave readout. Intensity noise is included in the “laser noise”

projection in Figure 8, but the measured contribution is small.

Beam Jitter

The coupling of vibrational noise due to first order misalignment of the input beam is referred

to as beam jiter [50]. In Advanced LIGO, vibrational noise along the input chain from the

output of the pre-stabilized laser to the arms causes this noise. The coupling results from

defects in the mirrors that cause mode mismatch between the arms.

Figure 8 shows that the largest beam jitter coupling occurs at mid-frequency. The sharp

drop-off at 900 Hz is a result of the limitations of the injection channel used to make the jitter

projection. One notable source of jitter noise is the pre-stabilized laser periscope, which has

a mechanical resonance at 120 Hz. This resonance is driven by surrounding noise sources,

such as HVAC fans. The vibration of the periscope is imprinted on the laser beam as it is

injected into vacuum, hence the jitter peaks above 100 Hz.

2.2.4 Other Technical Noises

There are many more technical noises that can or do limit gravitational wave detectors.

Electronics noise, such as dark noise in photodetector readouts, quantization noise from

digital-to-analog converters, and electrostatic coupling due to wiring are several noises that
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impact Advanced LIGO. Technically, environmental noise is a separate category, but tech-

nical limitations in cavity baffling can cause scattered light due to equipment shaking from

environmental noise.

Figure 8 specifically shows the contribution of DAC quantization noise from the penulti-

mate mass actuator of the test masses, which is close to being a limiting noise source at low

frequency. Photodetector dark noise is also measured, but unlikely to limit the sensitivity.

Suspension damping noise is a result of noisy local sensors on the test mass quadruple sus-

pensions. The noise from the local sensors is reinjected into other control degrees of freedom

that couple directly into the gravitational wave readout.

2.3 Sensitivity Figures of Merit

There are many ways to quantify gravitational-wave detector sensitivity beyond examining

the strain noise. Ultimately, it is an astrophysical instrument, and there are a multitude of

astrophysical signals to be measured. Depending on the desired signal, sensitivity figures of

merit can provide motivation to improve ranges or features of the strain sensitivity spectrum.

In this section, I will explore a few different ways to quantify gravitational-wave detector

sensitivity.

When quantifying detector sensitivity, the assumption is first made that the detector noise

is stationary and therefore the strain noise spectral density can completely characterize the

sensitivity of the detector. For such a given strain noise spectral density Sn(f), the average

signal-to-noise (SNR) ratio of a gravitational-wave signal is [51]

⟨ρ⟩ =
√

4

∫ fhigh

flow

|h̃(f)|2
Sn(f)

df (2.56)

where h̃(f) defines some waveform. This equation leads us to distance when some SNR is

chosen and Equation 2.56 is solved for distance D, which is part of the implicit definition

here. Therefore, detector range is intimately tied with the source parameters. Furthermore,

the integration range shown in Equation 2.56 is between two arbitrary frequencies, flow and

fhigh. The integration range may be as broad as to integrate over all frequencies, but in

our real detector we may instead choose realistic frequencies that demonstrate the band

over which we are sensitive. For Advanced LIGO, flow can be as low as 10 Hz. The strain

sensitivities shown so far include the sensitivity up to a few kilohertz, but there is a more
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physical limit that we can choose for fhigh. The innermost stable circular orbit, or ISCO,

often defines the upper limit of integration.

fisco =
c3

6
√
6πGM

(2.57)

where M is the total mass of the system, G is the gravitational constant, and c the speed of

light.

One of the most common sensitivity figures of merit currently used for gravitational-

wave detectors is referred to as the “BNS range”, short for “binary neutron star range”.

This describes the distance at which two neutron stars, of 1.4 M⊙ (1.4 solar masses), can be

measured in a detector with a signal-to-noise ratio of 8, averaged over the whole sky. For

binary neutron stars, fisco = 1570 Hz.

Defining a waveform for a particular system can be a complex process, so for simplicity

we consider this approximation [51]

h̃(f) =
1

D

(
5π

24c3

)1/2

(GM)5/6 (πf)−7/6 eiΨ(f,M) (2.58)

which assumes an optimally oriented and optimally located equal-mass binary. The chirp

mass M is

M =
(m1m2)

3/5

(m1 +m2)1/5
(2.59)

and Ψ is some real function of frequency, parameterized by the total mass M . Notice

that through this definition of the waveform, we find the explicit dependence on distance.

Applying the other parameters we previously mentioned, and solving for D, the range is

D =
1

8

(
5π

24c3

)1/2

(GM)5/6 (π)−7/6

√
4

∫ fisco

flow

f−7/3

Sn(f)
df. (2.60)

In Advanced LIGO, a more specific definition of BNS range is called “SenseMon range”

and has some historical importance in its usage. The significant difference is an additional

division of a factor of 2.6; this is related to accounting for sources that may not be optimally

oriented or located due to the actual detector orientation on the earth [51]. The quantity

demonstrated here is usually referred to as “horizon distance”, whereas if divided by 2.6 it

is “range distance” [52]. Further parameterization of Equation 2.60 can give the result in

megaparsecs, or Mpc, which is useful astrophysical distance parameter.
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Why use binary neutron star systems to quantify this metric? Any system can be used,

but BNS systems are the most useful for this characterization due to the integration range.

The ISCO frequency is inversely proportional with total mass, so a two 30M⊙ black hole

binary system integrates over a much smaller range of frequencies for the same detector

sensitivity. A binary neutron star system gives the fullest accounting of the detector sen-

sitivity range for a known astrophysical system that could be measured in a ground-based

gravitational-wave detector.

Figure 10 shows the sensitivity improvement of the LIGO Hanford detector between

observing run three to observing run four, compared with the modeled sensitivity based on

the O4 target detector parameters [53, 54]. The left plot shows the integrated range for a

3M⊙ black hole merger and the right the integrated range for a 100⊙ black hole merger.

The y-axis plot units are defined such that the area under each curve gives the total range

to that type of event. Overall, the LIGO Hanford detector is more sensitive to a lighter

system than a heavier system. Also, these plots indicate the best region to target to improve

detector sensitivity to intermediate-mass black hole mergers is from 10-100 Hz, compared to

benefits up to 1 kHz for very light systems. The improvements from O3 to O4 were across

the entire detection band, benefitting both types of systems. Compared to the full design

target, the most improvement would be achieved by targeting low frequency noise, opening

the detection significantly to high-mass systems.

Furthermore, for the current range of the Advanced LIGO detectors, figures such as

“range distance” or “horizon distance” are sufficient for quantifying distance to sources.

These numbers can then be translated into a spacetime volume per unit detector time,

known as the “comoving volume” [52]. However, as detectors become increasingly more

sensitive, this type of volume calculation becomes inaccurate—one must account for cos-

mological effects. This is referred to as the redshifted volume, and involves an additional

factor of (1 + z) where z is the redshift [52]. Current Advanced LIGO sensitivities do not

require this additional correction, but future detector sensitivities, such as that of Cosmic

Explorer [6], likely will.

A comparison of the comoving horizon volume of the LIGO Hanford detector from O3

to O4 versus source-frame mass is shown in Figure 11. Here, the volume ratio is shown to

have double everywhere in the upgrade from O3 to O4 [53]. In this way, the visualization of

detector sensitivity is recast in terms of the astrophysical sources that could be measured in

the detector.
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Figure 10: A range integrand comparison of the LIGO Hanford detector O3 range, pre-O4

range, and the full design sensitivity for the A+ LIGO upgrade. The left plot shows the

integrand for a 3 M⊙ system and the right a 100 M⊙ system. The heavier system motivates

sensitivity at low frequency, while the lighter system benefits from improvements everywhere

in the band. Plots made by E. Hall in [53].
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Figure 11: A comparison of the comoving horizon volume versus different mass systems. The

improvements of the fourth observing run improved the volume sensitivity everywhere. The

A+ design sensitivity volume is shown for reference. Plot made by E. Hall [53].

For completeness, the waveform used to calculate the range in Equation 2.60 is an approx-

imation. Effects that can adjust this metric include the consideration of spin, tidal effects

(for matter-based systems only), or other waveform parameters. Although this range metric

is limited to 1570 Hz, other tidal interactions in the post-merger signal can be detected at

higher frequencies. Clark et al [55] explores the physics of binary neutron star systems in

the post-merger signal, which can provide information about the equation of state of mat-

ter at high densities. Specifically, peak frequency locations above 1 kHz can provide tight

constraints on neutron star radius. This is further discussed in Alford et al and Raithel and

Most [56, 57]. While not yet observed in gravitational wave detectors, there is possibly a high

frequency dependency in core-collapse supernovae [58]. Overall, despite this constraint on

binary neutron star sensitivity, the high frequency portion of the gravitational wave system

can yield key physics, most of which is not yet observed.

Overall, understanding the dependence of detector sensitivity on the different systems

Advanced LIGO can measure can further motivate where to prioritize range improvements.

High frequency range improvements will benefit low mass systems such as neutron stars more

than high mass systems such as black holes. While current generation detectors seek to target

a variety of gravitational-wave sources, future detector designs can target certain frequency
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bands for specific scientific goals, such as NEMO [59] which targets post-merger signals, or

the low frequency Einstein Telescope [30], which seeks to achieve the lowest frequency band

yet in ground-based interferometers.

The range quantities listed here are not the only quantities for consideration in the astro-

physical impact of ground-based gravitational wave detectors. Section 8.2 further explores

sensitivity figures of merit in the context of low frequency noise.
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Chapter 3

Coating Characterization

As described in Section 2.1.2, noise from thermal motion in mirror substrates, mirror coat-

ings, and suspension fibers are all have the potential to be limiting noises in advanced gravi-

tational wave detectors [28]. The most significant of these sources in detectors like Advanced

LIGO is coating thermal noise (CTN), resulting from thermal motion in the high reflective

optical coatings on the input (ITM) and end (ETM) test masses in the Fabry-Pérot arms.

This is a noise source that limits gravitational wave detectors in the most sensitive band,

around 100 Hz. The Advanced LIGO+ design noise budget demonstrates the contribution

of coating thermal noise, shown in Figure 12.

In order to reduce this noise in the detector, extensive investigations are underway to de-

velop optical coating materials with low mechanical loss. This chapter discusses efforts to in-

vestigate the mechanical loss of new amorphous materials for room temperature gravitational

wave detectors. By using a room temperature Gentle Nodal Suspension experiment [60], new

coatings can be characterized in an efficient and repeatable way. This chapter presents such

an experimental set up at Syracuse University, and the work done to develop and characterize

the system. Then, this chapter presents investigations of one new possible coating material:

mixtures of zirconia and titania. Unfortunately, while this material initially showed favor-

able results, further investigation demonstrated that contaminants in the material made it

impossible to conclusively determine the effectiveness of these mixtures as low loss coatings.

These results are presented as a proof-of-principle that this experiment is a useful one for

characterizing optical coatings, and the chapter closes with a quick summary of the complete

procedure for characterization, assuming the material has favorable properties.
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Figure 12: Upgrades to the Advanced LIGO detectors, referred to as A+, involved increasing

the injected quantum squeezing, which reduces the noise depicted in the purple curve. To

make full use of the improved sensitivity due to quantum squeezing, a factor of two reduction

in coating thermal noise is required, reducing the red curve to the level shown. Plot taken

from [54].

3.1 Coating Thermal Noise in Gravitational Wave Detectors

Advanced LIGO coatings are Bragg reflectors made out of alternating layers of low- and

high-index of refraction materials. The low index is silica, SiO2, and the high index material

is tantala doped with about 25% titania, TiO2:Ta5O2 [61, 62, 63]. These are amorphous

coatings deposited using ion beam sputtering to create a high reflective (HR) “stack” that

meets reflectivity requirements. For The aLIGO ITMs, this corresponds to a transmission

of 1.4%, for ETMs, 5 ppm [64, 65]. The long derivation in Section 2.1.2 shows that thermal

noise arising from an incident gaussian beam depends on the loss angle of the material
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[29, 25]. To re-emphasize the result of that derivation, the power spectral density of thermal

noise, [29] is

Sx(f) =
4kBT

f

1− σ2

π3Y r0
Iϕ (3.61)

where σ, Y , and ϕ are the Poisson ratio, Young’s modulus, and dissipational loss angle

of the coating material respectively, and r0 is the radius of the incident laser beam. kB

and T represent the Boltzmann constant and temperature of the system, and I ≃ 1.87322.

Note that for simplicity, this form does not show higher order forms of r0/R. This form of

the coating thermal noise is also an approximation, as the materials in the HR stack have

different material properties (such as σ, Y and ϕ), and both bulk and shear loss mechanisms

within the coating layers contribute different values of mechanical loss ϕ to the overall loss

estimate.

Equation 3.61 shows the power spectral density of thermal noise; the amplitude spectral

density shown in Figure 12 requires applying a square root to Eq. 3.61. Roughly, the expected

form of the thermal noise contribution from coatings in the Advanced LIGO strain amplitude

is a noise with a slope of about 1/f 1/2. Due to the inverse relationship of this noise with beam

size, the Advanced LIGO beam size is set to be as large as possible to minimize the effect of

coating thermal noise in the detector. Advanced LIGO uses a beam size of approximately 5

cm on the ITMs and 6 cm on the ETMs [48].

Once design considerations like beam and test mass size are made, the major contribu-

tions to thermal noise arise from the material properties of the chosen coating material. Of

the two materials which comprise aLIGO coatings, titania-doped tantala has a higher loss

angle, and it is the loss from this material that sets the current CTN limit in aLIGO. To

quantify the expected CTN level in aLIGO, small witness samples are made during the coat-

ing process of the ITMs and ETMs. These smaller samples are measured via direct coating

thermal noise measurements. The total estimated CTN for the current Advanced LIGO

coatings is 1.1× 10−20 m/
√
Hz at 100 Hz [66]. These results correspond to a titania-doped

tantala loss angle of about 4× 10−4 rad [66], whereas the loss angle of silica has been shown

to be about 1× 10−4 rad [61].

Future upgrades of Advanced LIGO, including the A+ upgrade, shown in Figure 12 and

A# upgrade require a reduction in thermal noise to allow full use of the increased sensitivity

and bandwidth provided by advances in quantum squeezing [54, 67]. For both, the required

reduction in coating thermal noise is a factor of 2. In order to achieve this reduction, it is



46

necessary to reduce the total loss from the coating stack by a factor of 4. Given the low loss

properties of silica, investigations into lower-loss optical coatings focus on the high index of

refraction material.

3.2 Quantifying the Mechanical Loss of Coating Materials

3.2.1 Vibrational Mode Ringdowns

To evaluate the thermal noise of a material and its usability as a low-noise optical coating in

gravitational wave detectors, properties like the mechanical loss angle ϕ must be measured.

As demonstrated in Equation 3.61, the coating thermal noise scales directly with loss angle.

An experiment that measures the vibrational mode ringdown to quantify ϕ is therefore an

indirect measurement of the thermal noise of the system. Alongside ϕ, other parameters

must be determined, such as the Young’s modulus and Poisson ratio, to fully determine the

thermal noise present in the material.

The dissipational loss angle ϕ defines the rate of energy lost per cycle for a given resonant

mode. Specifically, if a system is oscillating at one of its eigenfrequencies, and there is any

form of internal friction to damp the oscillation, the vibrational amplitude will decay with

time. If the system is of sufficiently high quality (low internal friction), we can assume that

the mode amplitude is relatively constant over one period of oscillation, T . Therefore, the

change in energy between two cycles of oscillation ∆E can be written as [68]

∆E = E(t)− E(t− T ) = T
dE

dt
= ϕE(t). (3.62)

If the frequency of the mode is measured, and the loss of energy in that mode (the ring

down of the mode) is measured over time, the loss angle can be determined. The loss angle

of the nth mode of a system [69] is

ϕn =
1

Qn

=
1

πfnτn
(3.63)

where Qn is the quality factor of the mode, determined by the frequency of the mode fn and

the decay time constant of the mode τn.

To test the loss angle of a particular coating material, a thin film may be deposited on a

larger disk, usually referred to as the “coating” and “substrate”, respectively. The substrate
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is usually a high quality resonator, such as a disk of fused silica, and the coating some

material with promising optical properties.

In such a system, the total energy is a sum of the energy contained within the coating

and the disk, E = Ec +Es. The loss angle of the whole system will be a combination of the

individual loss angles of the coating and substrate,

ϕE(t) = ϕcEc(t) + ϕsEs(t). (3.64)

This is often recast in terms of the coating loss angle, and defining the dilution factor,

D = Ec

Es+Ec
,

ϕc =
ϕ− (1−D)ϕs

D
. (3.65)

Therefore, an experiment that drives vibrational modes of a system and observes their decay

time τn, can quantify the loss angle. A Fourier transform of the time domain data can

provide information about each eigenfrequency fn of the system. If this measurement is

performed first on an uncoated disk to determine ϕs of each resonant mode, and then again

to determine ϕ of those modes when coated, the loss of the thin coating can be determined.

One such method of driving vibrational modes of a system and observing their ringdowns is

a Gentle Nodal Suspension experiment.

3.2.2 Gentle Nodal Suspension

Figure 13: A simple diagram of a Gentle Nodal Suspension. A disk is balanced on a clamped

sphere at its center. Image taken from Cesarini et al [60].
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A Gentle Nodal Suspension (GeNS) can be used to characterize the mechanical loss of

substrates and coatings, and is a method first demonstrated by Cesarini et al [60]. A thin

optical sample is balanced on a clamped lens at its center within a vacuum chamber as in

Figure 13. An electrostatic comb exciter is placed near the surface of the sample to drive

the vibrational modes of the sample. The resulting motion of the vibrational resonances can

be read out using an optical lever scheme, see Figure 14. This suspension type is considered

“gentle” as no welding or other attachment to the sample is required.

Figure 14: A schematic diagram of the optical lever scheme of the Gentle Nodal Suspension.

A comb exciter drives mechanical modes of a sample, and the optical lever beam is steered

to a QPD that detects the beam motion due to the excited vibrational modes. Image taken

from Didio PhD thesis [70].

The ease and repeatability of the gentle suspension is one benefit to this experimental

set up. One drawback is that the contact of the suspension with the sample center precludes

driving any vibrational mode that requires motion of the center point, such as drumhead

modes, and any mode that requires a nonzero first derivative of the motion.

Figure 15 shows a chart of the modal basis of a fused silica disk 76 mm (3 inches) in

diameter and 1 mm in thickness. Modes with n = 0 or n = 1 cannot be driven in the

GeNS experiment. The modes where n = 0 require motion at the center point, and modes

with n = 1 require a nonzero first derivative of motion at the center point. However, many

other vibrational modes are accessible in this set up. Only modes less than 30 kHz are

demonstrated in this chart, as the highest sampling rate in the GeNS experiment is 60 kHz.

For the Syracuse GeNS design, a 1-inch polished fused silica lens is clamped in the center

of a large vacuum chamber. The vacuum chamber is controlled via a turbo pump that brings
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experiment, as the placement of the center of the sample on the lens damps any motion at

the center.
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the vacuum level to around 1×10−7 torr. This pump is turned off for data collection, and the

vacuum level is stable for over 24 hours. A 3-inch optical sample is placed on a metal tray

centered over the suspension lens. When the chamber is closed, a motor lowers the sample

tray down until the sample is suspended directly on the lens (and no longer in contact with

the tray). Steering mirrors point a 2mW HeNe laser beam into the chamber to be incident

on the sample, and then guide the reflected beam back out of the chamber to be incident on

a quadrant photodetector (QPD). The resulting lever arm around is about 1m. Once the

sample is suspended, steering mirrors are adjusted to ensure that the beam is well centered

onto the QPD. An electrostatic comb exciter is suspended a few millimeters away from the

surface of the optical sample.

A LabVIEW program called MultiQ, written by Steven Penn, is used to take measure-

ments of mechanical ring downs of the optical sample [71]. The program generates a band-

limited white noise spectrum of a given amplitude that is applied to comb exciter through a

high voltage amplifier for up to 5 minutes. Typical excitation amplitudes are around 1600V,

and are adjusted depending on the thickness of the sample and the resulting signal-to-noise

ratio of excited modes. The readout scheme of the GeNS includes a quadrant photodiode

whose four outputs are sent to a summing board that calculates X, Y and SUM signals via

combination of the four quadrants. The resulting signals are then sent to a BNC 2090A

analog-to-digital board. The data is collected using MultiQ and saved along with metadata

that describe the parameters of each measurement.

The ease of sample placement and stability of the vacuum ensures that measurements

can be easily repeated to achieve good measurement statistics. If the vacuum level degrades

significantly, the sample can be re-captured by the sample tray while the turbo pump is

run, and then re-suspended once the desirable vacuum level is achieved. It is necessary to

maintain a stable high vacuum to avoid gas damping [28]. Measurements are made with a

vacuum pressure level of at least 1 × 10−7 torr.

Disk Stability on a Sphere

To determine the stability of a disk with diameter D and thickness t balanced on a sphere,

we can define θ as the angle between the horizontal plane and the position of the disk, see

diagram in Figure 13. The potential energy of the disk is
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V = mg

[
D + t

2
cos θ +

Dθ

2
sin θ

]
(3.66)

where m is the mass of the disk and g is the gravitational acceleration of the earth.

The equilibrium point occurs when potential is minimized with respect to angular position

θ,

0 =
dV

dθ

= mg

[
−D + t

2
sin θ +

D

2
sin θ +

Dθ

2
cos θ

]
= Dθ − t tan θ. (3.67)

Applying a taylor expansion of tan θ,

0 = Dθ − t

(
θ3

3
+ θ

)
, (3.68)

which gives the solution

θ = ±
√
3

(
D − t

t

)
. (3.69)

Typical samples measured in this experiment have a diameter of 76mm and thickness of

1mm. This gives a stability range of

θ = ±
√
3

(
76 mm− 1 mm

1 mm

)
= ±15◦. (3.70)

Therefore, this type of suspension is stable over small perturbations about the center, and

has good tolerance for sample placement.

Electrostatic Exciter Design

The electrostatic exciter is designed to apply a variable electric force to the sample that

will drive its mechanical eigenmodes. The optical samples are assumed to be dielectrics,

therefore the exciter will induce a force via coupling an induced dipole with the electric field
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generated by the voltage passing through the exciter. The basic design of the exciter is a

comb, with alternating ground and high voltage electrodes. The exciter is placed parallel to

the sample at a short distance. The distance between the exciter and the sample is set mainly

to avoid contact with the optical surface. The force exerted on the sample is optimized by

the electrode spacing. To calculate the optimal electrode spacing, we begin with the form of

the potential at the surface of the exciter which is

V (x, z) =
∞∑
0

An sin knxe
−knz (3.71)

where kn = (2n+1)π
s

, using s to represent the electrode spacing, and z the distance of the

exciter to the sample. This form assumes the electrodes extend uniformly in the y direction.

The resulting electric field from this potential is calculated as

E⃗(x, z) = −∇⃗V (x, z) (3.72)

= −
∞∑
0

Ankne
−knz[cos knx x̂− sin knx ẑ] (3.73)

To calculate the force exerted on the sample, we use F⃗ = p0(E⃗ · ∇⃗)E⃗. For simplicity, we

can separately calculate the forces along x̂ and ẑ. The resulting average force along the x̂

direction can be shown to be

Fx = p0

( ∞∑
n=0

Ankne
−knz

[
cos knx

∂

∂x
− sin knx

∂

∂z

]) ∞∑
m=0

Amkme
−kmz cos kmx

= p0

∞∑
n=0

[
Ankne

−knz
∞∑
m=0

(
Amk

2
me

−kmz sin (kn − km)x

)]
. (3.74)

Meanwhile, the resulting force along the ẑ direction is

Fz = −p0
( ∞∑

n=0

Ankne
−knz

[
cos knx

∂

∂x
− sin knx

∂

∂z

]) ∞∑
m=0

Amkme
−kmz sin kmx

= −p0
∞∑
n=0

[
Ankne

−knz
∞∑
m=0

(
Amk

2
me

−kmz cos (kn − km)x

)]
. (3.75)

Averaging over x, the force along the x̂ direction becomes zero, and the force along the ẑ

direction becomes
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F z = −p0
∞∑
n=0

A2
nk

3
ne

−2knz, (3.76)

which, in terms of separation distance, s, is

F z = −p0
∞∑
n=0

A2
n

(
(2n+ 1)π

s

)
e−2(2n+1)πz/s. (3.77)

For the GeNS experiment, the distance of the exciter to the sample is fixed, and so the

electrode spacing must be set to maximize the force on the sample. Using only the n = 0

term, and assuming a distance of z0 between sample an exciter, the optimal electrode spacing

s is,

0 =
∂Fz0
∂s

= −p0
∂

∂s

[
A2

0

(π
s

)3
e−2πz0/s

]
= − 3

s4
+

2πz0
s5

(3.78)

Therefore, the maximum force occurs when s = 2πz0
3

.

For the GeNS, z0 = 1 mm, so the exciter design uses 2mm electrode spacing. The exciter

is a piece of milled PCB, half an inch in width and four inches long to extend over the entire

surface of the sample. In the middle, one inch of the copper is milled off completely to

ensure no excitation is driven over the mounting point of the sample. One set of electrodes

are connected to ground, and the other set are connected to a high voltage amplifier. The

high voltage amplifier has a maximum amplitude output of ±2000V.

Quadrant Photodiode Board Design

The readout of the optical lever is a quadrant photodiode (QPD), mounted with a tran-

simpedance amplifier circuit. The schematic of one quadrant of the circuit is shown in

Figure 16. The original design includes two amplification stages and a differential signal

amplifier. It was determined that a differential output was not required for the noise per-

formance of the experiment, so the board was redesigned with a single-ended output for

each quadrant. A modeled frequency response of the two amplification stages is shown in

Figure 17.
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Figure 16: A schematic diagram of the optical lever quadrant photodiode transimpedance

amplifier.

Figure 17: Modeled frequency response of the two quadrant photodiode board amplification

stages.



55

3.2.3 Multimodal Measurements

The experimental set up is designed to achieve a multimodal excitation and measurement

of the optical sample, that is, multiple mechanical modes are excited and measured at once.

The band-limited excitation is set to extend over the expected band of mechanical modes

on the sample, parameters which depend on the sample dimensions and material.

Typical samples measured in the Syracuse University GeNS were 3 inches in diameter,

and had a thicknesses ranging from 0.3 to 1mm. This sets the lowest frequency mechanical

mode to be between 300Hz to 1000Hz. In principle, the eigenmodes of the sample extend

indefinitely with increasing frequency, but depending on the quality of the sample and the

strength of the excitation, only a few or more modes may be excited. Typical excitations

drive anywhere from 5 to 13 mechanical modes at any given time. The band limit generally

extends to just below the first expected mode, and up to a few tens of kilohertz.

Figure 18 shows the resulting amplitude spectral density of an uncoated optical sample

before and after the sample is excited. The detected mechanical mode peaks are marked.

The benefit of a multimodal measurement is that several modes of different geometries are

captured in one measurement with decent signal-to-noise ratio to use them for accurate

geometrical analyses and loss measurements.

3.3 Extracting Coating Loss From Coated Sample Loss

As previously stated, the substrate loss angle is obtained by simply measuring the loss of

the sample before coating. The total loss angle is then measured after the sample is coated.

Considering Equation 3.65, further information is required: the dilution factor, or energy

ratio, between the coating and the whole sample. There are a few different methods to

determine these values.

The samples measured in the GeNS experiment are thin, ranging from 0.3 mm - 1 mm in

thickness. The deposited coatings are also thin, ranging from 100 nm - 500 nm. Therefore,

thin-plate or thin-film approximations can be made when determining the loss present within

the coating or substrate.

The eigenfrequencies of the sample before and after coating will shift, according to the

properties of the coating applied to the sample. As found in Li [72], the dilution factor of the

coating can be determined via the substrate eigenfrequencies fs,n and coated eigenfrequencies

fcoated,n via
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Figure 18: A spectrum of excited modes on an uncoated 1mm thick optical sample. The

unexcited spectrum is compared with the excited spectrum to identify which peaks are

vibrational eigenmodes of the sample. Identified modes are marked.



57

Dc,n = 1−
(

fs,n
fcoated,n

)2
ms

mtotal

, (3.79)

where ms and mtotal represent the mass of the substrate and mass of the coated sample

respectively. Using the simple relation Ds,n = 1 −Dc,n, the dilution factor of the substrate

is also obtained. Therefore, all the information required to decompose the substrate and

coating loss in the gentle nodal suspension experiment is contained in the determination of

the sample loss ϕn and sample eigenfrequencies fn before and after coating.

However, use of Equation 3.79 makes several assumptions, namely [68],

1. The substrate and coating are thin films, such that they are planar and have thicknesses

much smaller than other sample dimensions

2. The substrate material and thickness are uniform

3. The coating thickness and density are uniform

4. The coating is thin enough such that its presence on the substrate disk does significantly

change the shape of the resonant modes.

Also, using this method to determine dilution factors requires knowledge of the thickness

and density of the coating.

If any of the above assumptions do not hold, or the other parameters such as thickness

or density are unknown, a more complex method for determining the dilution factors is

required. A Finite Element Analysis of the substrate and coated sample can provide dilution

factors based on known properties of the sample. The software used for this purpose is

COMSOL [73].

Similar to the measurement procedure, first the substrate disk must be modeled. The

generated parameters of the fit, such as the eigenfrequencies of the sample, can be compared

to experimental data. Some iteration of the COMSOL model will be required to match the

modeled frequencies with the measured frequencies. Making small adjustments to parameters

such as the material density, disk thickness, Young’s modulus, or Poisson ratio adjusts the

frequencies as necessary. Given that the density of fused silica (the substrate material used)

is well known, as well as the sample thickness within some error, the parameters usually

adjusted are the Young’s modulus and Poisson ratio.
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A similar process is followed in modeling the coated sample parameters. Unlike the

substrate, thickness and density parameters may not be well known for the coating, so they

can be varied along with Young’s modulus or Poisson ratio. However, these parameters

are somewhat degenerate with each other. Once the resulting frequencies of the modeled

sample again match with experimental results, the dilution factors can be calculated from

the knowledge of the substrate and coating Young’s modulus.

A study performed in [68] compared the validity of dilution factors calculated analytically

using Equation 3.79 and those generated by a COMSOL model. Figure 19 demonstrates the

calculated dilution factors from both methods. There is mostly good agreement between the

methods. However, the COMSOL model is better able to account for the material properties

of the system, as a Young’s modulus and Poisson ratio must be fit as a part of the model.

Figure 19: A comparison of dilution factors as calculated analytically, using Equation 3.79,

and using COMSOL to generate an FEA model, taken from [68]. The error bars in the

COMSOL-generated points result from the confidence intervals of the Young’s modulus and

Poisson ratio.
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3.4 A Digital Lock-In Amplifier for Multimodal Analysis

Because the design of the Syracuse GeNS involves multimodal excitation the resulting mea-

surement of the voltage measured in the QPD will be a time series that contains information

about every mode excited in the experiment. This data output is large- a 1 mm sample con-

tains eigenmodes from 1 kHz and up, excited up to 30 kHz. To analyze each mode excited in

the measurement, it is necessary to identify each mode and track the mode throughout the

measurement period as it decays until it is indistinguishable from the background noise of

the measurement. The amplitude of each mode will follow a damped sinusoidal trend with

time t,

A(t) = A0,ne
−t/τn sin (2πfnt+ φ). (3.80)

By fitting each mode to this trend, the τn and fn can be extracted, and the sample loss ϕn

calculated.

To properly fit the damped sinusoid ringdown of each mode, a digital lock-in amplifier

technique is applied. First, the frequency of the mode must be identified within the excited

spectrum, as in Figure 18. Then, the data is bandpassed around this mode to isolate the

mode for analysis. A heterodyne scheme is applied to beat the mode frequency with a

reference frequency that is slightly offset from the mode frequency, usually around 0.2 Hz.

The resulting data is then lowpassed and decimated to produce a data output that contains

only the ringdown information of a specific mode. Through this process, the large MultiQ

output file can be reduced into smaller files for each mode.

There are two anomalies that must be accounted for in this analysis. First, due to the

suspension method of the GeNS, there is a degeneracy between the mode axis along the x- and

y-direction. Due to small inhomogeneities in the sample, the resulting modes appear quasi-

degenerate, in that they are separated by tens of millihertz, as seen in Figure 20a. When

applying the digital lock-in analysis, each mode must be treated separately. Therefore, mode

identification must identify each quasi-degenerate mode. Then, the analysis applies a notch

filter to one mode during the heterodyne, and the process is repeated similarly for the other

mode, Figure 20b.

Second, the mode may shift in frequency slightly during the measurement, due to tem-

perature or other environmental changes. By fitting the φ term in Equation 3.80 with a

cubic spline, these shifts in frequency can be applied to the reference frequency, such that
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(a) (b)

Figure 20: Due to the symmetry of the GeNS experiment, modes along the x- and y-direction

will be generated when excited. These modes appear quasi-degenerate, and one mode must

be notched at a time to properly apply the digital lock-in analysis. One such quasi-degenerate

mode, (0,3), with frequency of 2434.5 Hz is shown here.
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the digital heterodyne shifts in frequency with the mode frequency during the ringdown.

(a) Ringdown fit of (0,3) mode (b) Ringdown fit of (2,2) mode

Figure 21: A fit of the damped sinusoid ringdown of two modes of a 1 mm coated sample.

The light blue traces represent the fit, the dark blue traces represent the experimental data,

and the red is the residual, or experiment - fit. The left plot shows a fit of mode (0,3) at

2424 Hz with Q of 1.5 million and the right plot a fit of mode (2,2) at 15358 Hz with a Q of

0.7 million.

The resulting ringdown data of each mode is then fit with a damped sinusoid function,

as in Equation 3.80. This fit determines the decay time τn of the mode, which is then used

to caluclate the Q of the sample. Figure 21 shows two such damped sinusoid fits, their

frequencies, and the resulting Q value.

3.5 Zirconia Titania Measurements

Amorphous oxides, such as the current aLIGO coating materials, have previously been shown

to have lower mechanical loss compared to other types of coating materials [74, 75]. Accom-

panying this material type is the use of ion beam sputtering (IBS) as well as post-depositing

annealing to achieve the lowest loss and other favorable optical properties [76, 77, 78]. In

particular, tetrahedral metal dioxides like silica achieve the most low-loss bonds, due to the

elasticity of the molecular structure [74, 75, 76]. Post-deposition annealing of these coatings

at hundreds of degrees Celsius encourage the development of these favorable bonds, further
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lowering the mechanical loss, optical absorption, and perhaps even the scatter [61, 76, 62, 79].

Based on this knowledge, it is beneficial to investigate other amorphous materials of this type.

Amorphous zirconia and titania, ZrO2 and TiO2, are two such materials. Loss of these

materials has been investigated previously, either independently, or added as a dopant to

tantala coatings [80, 81]. When deposited alone, zirconia has been shown to be unstable,

and titania has been shown to crystallize quickly when annealed [80]. These are unfavorable

properties, but it may be possible to achieve a stable and beneficial mixture of these two ma-

terials. A commonly used mixture of zirconia is yttria-stablized zirconia, or ysz. A ternary

mixture of zirconia, yttria, and titania could also have favorable results. Furthermore, these

materials are known to have a high index of refraction. This property is particularly bene-

ficial, as the higher difference of indices of refraction between the low and high-n coatings,

the less layers required to meet the reflectivity requirements of the aLIGO HR stack.

3.5.1 Measurement Procedure

Before any coating deposition, blank fused silica substrates were measured in the GeNS. This

measurement ensured the low loss of the substrates prior to deposition, and provided the re-

quired information about the mechanical modes of the substrate. A set of six fused silica sam-

ples were annealed at 950◦C and then measured in the Syracuse GeNS. Post-measurement,

these samples were coated with three different mixtures of zirconia and titania. The coated

samples were measured in the GeNS unannealed, and then annealed and remeasured after

every annealing step, starting at 300◦C and stepping up to 600◦C. Measurements after each

annealing step were repeated 6-10 times to obtain measurement statistics. One-inch witness

samples with the same coating deposition were annealed alongside the 3-inch samples. These

witness samples were measured in an XRD to monitor possible crystallization in the samples

due to annealing.

3.5.2 Coating Loss of Zirconia-Titania Mixtures

Three mixtures of zirconia-titania coated samples were prepared, in 1:2, 1:1, and 2:1 ratios

of Zr:Ti to provide insight into ideal cation ratios, given the previously measured unsta-

ble behavior of these oxides alone. Table 2 summarizes the six samples prepared for this

experiment by collaborators at the Colorado State University in Fort Collins. The table

includes sample thicknesses and indices of refraction, determined through ellipsometry after
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Figure 22: Zirconia titania coating loss versus annealing temperature. All samples were

measured as deposited, and then annealed an increasingly higher temperatures. Annealing

decreased loss in almost every measurement. Coating loss angle calculated using Young’s

moduli of zirconia and titania assumed from literature. Samples are labeled according to the

target composition as listed in Table 2.
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Sample Numbers Target Ratio (Zr:Ti) Thickness (nm) n @ 1064 nm

5, 7 1:2 426 2.497

13, 17 1:1 375 2.37

6, 16 2:1 375 2.315

Table 2: Deposited sample parameters measured via ellipsometry

deposition. By measuring the mechanical loss of the samples and tracking the crystallization

of the samples after each annealing step, the ideal mixture of zirconia and titania can be

determined from the three sets of samples.

Each of these samples were measured and then annealed for several hours at a high

temperature. All samples were annealed up to 600◦C except for samples 6 and 16, which

were found to be damaged after annealing at 550◦C. The coating loss was determined using

the procedure described in Section 3.3. Figure 22 shows the trend coating loss angle of

the lowest frequency mode with annealing temperature. With one exception, coating loss

decreases with increasing annealing temperature for all samples. However, the samples with

the lowest loss were samples with approximately 33% zirconia as the target composition.

The error in each measurement is estimated via a combination of the statistical error from

the measurements and the fit error from the damped sinusoid fit.

The dilution factors used to calculate the coating loss in Figure 22 were generated by

assuming the Young’s modulus and Poisson ratio based on the target ratios for zirconia and

titania as listed in Table 2. Estimates from literature give an approximate zirconia Young’s

modulus of 215 GPa [82] and titania Young’s modulus of 147 GPa [83]. Similarly, the density

was assumed according to the known values for zirconia and titania density.

By capturing several modes at once, an understanding of the frequency-dependence of

zircona-titania loss can be determined, especially during the annealing process. Figure 23

shows the evolution of the frequency dependence for all measured modes of each sample.

The error in each measurement is estimated via a combination of the statistical error from

the measurements and the fit error from the damped sinusoid fit. The known titania-doped

tantala loss is also shown for comparison. Again, loss is shown to decrease with higher

annealing temperature, some samples reaching the titania-doped tantala loss level. Similarly,

these loss angles were calculated using the dilution factors with assumed Young’s moduli from

literature.
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Figure 23: A look at the frequency dependence of the zirconia titania mixture loss. The

samples are labeled according to target composition. The loss of titania-doped tantala at

100 Hz is shown is a dotted line in each plot. Two mixtures show little frequency dependence

in the loss, while the Zr:Ti 1:2 mixture shows a significant dependence on frequency. All

samples show a general trend of improvement with increasing annealing temperature.
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3.5.3 Constraining Cation Concentration

To further determine the composition of the samples, collaborators at the University of

Montreal performed a Rutherford Backscattering Spectroscopy (RBS) on the zirconia-titania

samples. These results are summarized in Table 3, and show a very different amount of zir-

conia present than originally expected. Furthermore, these samples also showed a significant

level of other contaminants, such as platinum and tungsten, further reported in Table 4.

These results also indicated abnormally high extinction coefficients, k, possibly as a result

of these contaminants.

Target Zr RBS Zr RBS Thickness (nm) n @ 1064 nm k @ 1064 nm

33% 19% 451 2.50 0.02

50% 21% 377 2.35 0.004

67% 25% 343 2.28 0.004

Table 3: Rutherford Backscattering Spectroscopy results: zirconia concentration, density,

index, extinction coefficient

As a result of these measurements, a more accurate value of the thickness and density

of the samples were determined, making use of the measured atomic density and thickness

from the RBS results.

Target Zr Zr Ti O Ar W Pt Density (atoms/cm2)

33% 0.06 0.258 0.66 0.007 - 0.013 3.90×1018

50% 0.068 0.256 0.66 0.018 0.00043 - 3.23×1018

67% 0.082 0.245 0.66 0.018 0.00043 - 2.96×1018

Table 4: Rutherford Backscattering Spectroscopy results: elemental breakdown, atomic den-

sity

3.5.4 Determining the Young’s Modulus

Using the accurate density values obtained from the RBS results, the zirconia-titania samples

were modeled in COMSOL. Using the known density and thickness of each sample, the model

was run to constrain the Young’s modulus of the mixtures. Given the contaminants in the
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samples, assuming literature values of Young’s moduli is likely not accurate enough to provide

correct dilution factors for these materials.

Instead, Young’s moduli were fit using the COMSOL procedure described in Section 3.3.

The RBS results listed in Table 4 allow an accurate calculation of the density. For these

samples, this value was approximately 4000 g/cm3. To fit the data, the Young’s modulus Y

and Poisson ratio v1 were adjusted. Shown in Figure 24, the slope of the frequency shift from

the three mixtures predicts a very high value for the Young’s modulus, which is unexpected.
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Figure 24: Measured frequency shifts for three samples of differing zirconia concentrations.

These values are compared to two COMSOL models of frequency shifts from given Young’s

moduli and Poisson ratios.

Overall, a Young’s modulus of over 200 GPa represents an incredibly stiff material, and

one unlikely to yield decent results. Furthermore, despite relatively similar zirconia concen-

trations, the deviation of slopes of the frequency shifts from sample to sample is large, and

requires possibly even higher Young’s modulus values to properly fit. These results indicate

some problem with the samples that make them impossible to fit, or predict their properties.

1Equation 3.61 uses σ to represent the Poisson ratio, while the symbol v is used here.
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Given the similarity in cation concentration measured by the RBS analysis, the difference in

slope for the three types of samples is unexpected. With similar cation concentrations and

uniform sample properties, the Young’s moduli and Poisson ratio fit should be similar for

each sample. The deviation from sample to sample indicates a larger issue with the samples

overall.

The presence of other contaminants such as platinum and tungsten in the concentrations

provides some hint that the deposition did not completely account for all parameters to

properly coat the samples. These contaminants could be present in coating chamber and

inadvertently sputtered onto the samples during the deposition process. Contaminants could

help explain why the material properties of the samples are so difficult to fit. One of the

key assumptions in the FEA model is that the coating density, thickness, and composition is

uniform. Nonuniformities in these parameters due to poor deposition control could explain

this strange behavior.

As such, no further work was done to analyze these samples. However, the low loss

observed in these samples indicates a possible avenue for further study, if the deposition

parameters can be better controlled when new coating samples are produced. The rest of

this chapter will describe final procedural steps towards determining the validity of new

materials for optical coatings, although these steps were not completed as a part of this

work.

3.5.5 Bulk and Shear Loss: fitting frequency dependence

Once the coating loss is properly decomposed from the total sample loss, the frequency

dependence of the coating loss must be determined. Two components make up the total

coating loss, each possibly having their own frequency dependence: bulk and shear loss.

Similarly to the decomposition of substrate and coating loss demonstrated in Equation 3.64,

the bulk and shear loss components of the coating loss are related linearly,

ϕc = Dbulk
c ϕbulkc +Dshear

c ϕshearc . (3.81)

The benefit of the multimodal measurement is that each measurement easily observes

several vibrational modes, each having their own bulk and shear components. The ability to

measure ringdowns of several modes from different mode families, as designated by the index

m, seen in Figure 15, allows a better understanding of the frequency dependence of the bulk
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and shear loss. Modes of the m = 0 family, where the nodes of vibration occur only as radial

lines, are heavily dominated by shear stress as the greatest amplitude of motion occurs at

the edge of the sample, while modes of the m = 1 family will have a greater ratio of bulk

loss due to high amplitude of motion within the bulk of the sample. In fact, this is again

one drawback of the GeNS experiment- the modes of highest bulk energy are modes within

the n = 0 family, with no radial lines, where the highest amplitude of motion is confined to

the center of the sample.
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Figure 25: Frequency dependence of the total sample loss is evident across different mode

families of one sample with 19% zirconia concentration. Three such mode families are identi-

fied here. Note: this plot shows the total sample loss of the substrate and coating combined.

Figure 25 shows the evident frequency dependence for different mode families. Three

different mode families are identified, with at least two distinct frequency-dependent trends.

A bulk/shear decomposition would allow a better understanding of the distinct bulk and

shear frequency dependencies. Based on the behavior of the m = 0 family, it is possible that

the shear loss angle is low, while the bulk loss angle dominates.
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3.5.6 Building a High Reflective Stack

The coatings tested in these experiments were single-layer films. To fully realize a coating of

this type in a gravitational wave interferometer, a full stack must be deposited. the zirconia-

titania mixtures tested in these experiments show a very high index of refraction, therefore,

they must be paired with a low index material to create a high reflective optical coating.

The low index material in the current Advanced LIGO detectors, silica, has n = 1.45, while

the high index of material, titania-doped tantala, has n = 2.09. Each layer of the coating

stack has thickness d determined by nd = λ
4
, where λ is the laser wavelength and n the index

of refraction. The coating layers are deposited on a fused silica mirror substrate.

As demonstrated in [84], the reflectivity of an alternating stack of material with high-

and low-indices of refraction nH and nL at normal incidence is

R =

[
n0(nH)

2N − ns(nL)
2N

n0(nH)2N + ns(nL)2N

]2
, (3.82)

where n0 represents the index of refraction of the medium outside the reflective stack,

which for these purposes is vacuum, where n0 = 1. The total stack will have N layers, and

be placed on a substrate of index of refraction ns.

One possible low loss material for future gravitational wave detector upgrades is titania-

doped germania (GeO2) [85]. While the loss values for germania are favorable, achieving

loss comparable with silica, the index of refraction is lower, requiring thicker high index of

refraction layers, and more layers overall to achieve the reflectivity requirements. Table 5 lists

parameters relevant to creating a full high reflective stack. The index of refraction reported

for Ti:Zirconia represents the index of the coating with 19% zirconia, which achieved the

lowest loss after 600◦C annealing in the GeNS measurements. The layer thickness is the

thickness of one individual layer in the HR stack, and the number of high/low layer pairs

calculated based on the ETM transmissivity requirement (5 ppm).

While the current results for Ti:Zirconia do not provide evidence that it would be a

successful material for an optical coating, further investigation could be fruitful. Preliminary

results indicate that the loss angle could be low, possibly comparable with the current

Ti:Tantala level. The largest benefit of this material is in the high index of refraction. Even

if the loss angle is comparable with the current Advanced LIGO material, the higher index

of refraction would allow a thinner HR stack to be deposited. The effective total loss angle

of such a stack would therefore be smaller.
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Material Index Layer Thickness (nm) Number of Doublet Layers for ETM

Ti:Tantala 2.09 127 19

Ti:Germania 1.88 141 27

Ti:Zirconia 2.5 106 13

Silica 1.45 183 -

Table 5: Coating material, HR layer thickness, total layers

3.6 Conclusions

The Gentle Nodal Suspension experiment is a effective tool for investigating coating loss

at room temperature. Investigating future materials for gravitational wave detectors is a

lengthy process, often requiring significant iteration of deposition or annealing parameters

and coating mixtures. The ease of measurement in a multimodal GeNS, combined with

streamlined data reduction and fitting methods using the digital lock-in amplifier, makes

measuring sample eigenmodes and fitting ringdown parameters an efficient process. This

system, while applied only to the study of one possible future coating material, could be

applied to many such samples for testing.

The results reported for zirconia-titania mixures are inconclusive. Some evidence sup-

ports low loss angle results, while further investigation into other material parameters in-

dicate the deposition parameters of these materials must be reinvestigated. As such, the

results indicate the importance of quantifying cation concentration with methods such as

Rutherford Backscattering Spectroscopy, to further aid in the understanding of the material

properties. The zirconia-titania mixtures were largely shown to be stable, even annealing to

high temperatures. Further iteration on cation ratios, improved uniformity, and reduction of

impurities could provide more favorable results. Beyond the investigation of thermal noise,

other optical properties such as scatter and absorption must be studied in this material

before it can be deemed fit for the stringent requirements of gravitational wave detector

optics. Given the importance of the study of coating thermal noise in room temperature de-

tectors such as Advanced LIGO, all avenues towards possible new low loss materials should

be pursued.



72

Chapter 4

Overview of Alignment Sensing and

Control

An active alignment control scheme is key to the operation and high sensitivity of a complex

interferometer such as Advanced LIGO. Cavity resonance conditions require stable align-

ment, and alignment control reduces noise couplings that can limit the gravitational-wave

band. This chapter provides a basis for understanding alignment requirements.

This chapter begins with some basic principles of beam propagation through optical com-

ponents in Section 4.1, as a way to understand the interaction of different optical modes in

cavities. Then, it describes the basics of alignment sensors in Section 4.2. Next, Section 4.3

presents an overview of the different alignment degrees of freedom in a aLIGO-like interfer-

ometer. With that basis, the current topology for alignment control in Advanced LIGO is

outlined. A useful method of measuring alignment controls is described, and several mea-

surements of the current Advanced LIGO alignment controls are presented in Section 4.4.

Finally, Section 4.5 describes an argument for an improved alignment configuration for future

detector upgrades.

4.1 Basics of Optical Cavities

The propagation of a beam through free space or other optical components can be determined

by a ray-transfer matrix, often referred to as an ABCD matrix [8].[
y2

θ2

]
=

[
A B

C D

][
y1

θ1

]
(4.83)
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For example, a ray propagated through free space of distance L would acquire

M =

[
1 L

0 1

]
. (4.84)

If the beam propagation occurs in the same medium, such that n2 = n1, the determinant of

such a matrix must be one,

AD −BC = 1. (4.85)

With this criterion, for a periodic system of optical components, a harmonic (stable) trajec-

tory is possible if
|A+D|

2
≤ 1. (4.86)

For our purposes, we consider the Fabry-Pérot cavity, formed with an input and end

mirror some distance L apart. Each mirror has some radius of curvature, R1 and R2. The

ray-transer matrix of reflection from a spherical mirror is [8]

M =

[
1 0

− 2
R

1

]
. (4.87)

We propagate a ray through our Fabry-Pérot cavity by cascading our transfer matrices for

spherical mirrors and free space,

MFP =

[
1 0

− 2
R1

1

][
1 L

0 1

][
1 0

− 2
R2

1

][
1 L

0 1

]

=

[
1− 2L

R2
2L− 2L2

R2

− 2
R1

− 2
R2

+ 4L
R1R2

1− 4L
R1

− 2L
R2

+ 4L2

R1R2

.

]
(4.88)

To calculate the stability condition of a Fabry-Pérot, we apply Eq. 4.86 and find

0 <

(
1− L

R1

)(
1− L

R2

)
< 1. (4.89)

A key Fabry-Pérot cavity parameter is the g-factor, where g = 1− L
R
, such that the Fabry-

Pérot stability condition can be described as

0 < g1g2 < 1. (4.90)

The geometry of the Advanced LIGO Fabry-Pérot cavities is chosen to satisfy this condition.
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4.1.1 Cavity Eigenmodes

One solution of the paraxial Helmholtz equation is known as the Gaussian beam [8]. The

optical intensity of such a beam is a function of the axial and radial distances z and ρ =√
x2 + y2, [8]

I(ρ, z) =
2P

πw2(z)
exp

(
− 2ρ2

w2(z)

)
. (4.91)

P is used to represent the total optical power of the beam, and w(z) the beam width, which

is also dependent on axial position. The beam width is defined such that the intensity drops

by 1/e2 when ρ = w(z).

A Gaussian beam is often described completely via q-parameter, or a complex parameter

that contains the beam width wz and radius of curvature R(z)

1

q
=

1

R(z)
− iλ

πw2(z)
(4.92)

for a laser of given wavelength λ [8].

The full expressions of the radius of curvature and beam width are

w(z) = w0

[
1 +

(
z

z0

)2
]1/2

(4.93)

R(z) = z

[
1 +

(
z

z0

)2
]

(4.94)

where z0 is known as the Rayleigh range.

As discussed in [86], the Gaussian beam can be expressed in a simple form depending on

q

Ψ(ρ, q) = A(x, y, q)e−ikz (4.95)

A(ρ, q) =
A

q
e−ikρ

2/q2 (4.96)

where A is some complex amplitude. By introducing a term ψ = A
q
, the Gaussian beam can

be described everywhere by (q, ψ). This is useful for applying ray-transfer matrices, as the

beam propagation can be performed via

M
(

1
ψi

1
ψiqi

)
=

(
1
ψf

1
ψf qf

)
. (4.97)
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This transverse spatial mode is just one possible cavity eigenmode, and it is the spatial

beam profile that we would like to achieve in the Advanced LIGO optical cavities. However,

it is not the only cavity eigenmode possible in a Fabry-Pérot; in fact the Hermite-Gauss

(HG) and Laguerre-Gauss (LG) modes provide complete orthonormal bases for the electric

field within an optical cavity [87]. For each basis, the Gaussian beam provides the 00 mode,

often referred to as the TEM00 mode.

The Gouy phase is an additional phase acquired by a Gaussian beam as it propagates

from z0 to z [8]

ζ(z) = tan−1 z

z0
. (4.98)

Any higher order mode, described by indices n and m, accumulates Gouy phase faster than

the fundamental mode

ζ(z) = (n+m+ 1) tan−1 z

z0
. (4.99)

Remembering our Fabry-Pérot cavity geometry, Kogelnik and Li provide a relation between

the accumulated Gouy phase in a cavity and the cavity g-factors [87]

ζ(2L) = 2 arccos (±g1g2). (4.100)

Therefore, the propagation of spatial modes within a cavity is directly related to the choice

of cavity geometry.

The beam propagation method shown in Equation 4.97 becomes very useful when con-

sidering the evolution of Gouy phase in a cavity. The change in Gouy phase of a system ∆ζ

can be related to the terms (q, ψ) via [86]

ei∆ζ =

√
ψfψ∗

i

ψ∗
fψi

. (4.101)

4.1.2 Higher Order Mode Spacing

As discussed in Section 1.2.1, a Fabry-Pérot cavity achieves resonance when the round trip

phase of the light in the cavity is ϕrt = 2πN . A more complete description accounts for

cavity losses or other propagation effects

ϕrt +∆ϕ = 2πN. (4.102)
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The free spectral range, FSR, of the cavity is defined as the spacing between cavity reso-

nances occuring at N and N+1, for example. Using the relation λν = c and Equation 4.102,

4πLν0
c

+∆ϕ = 2πN (4.103a)

4πLν1
c

+∆ϕ = 2π(N + 1) (4.103b)

By subtracting these two equations, we find

ν1 − ν0 = νFSR =
c

2L
. (4.104)

A TEMnm mode acquires an additional Gouy phase ζ(z) as it traverses the cavity, which

can be expressed as an additional phase shift ∆ϕ in Equation 4.102,

2πN + (n+m+ 1)ζ(2L) =
4πLν

c
(4.105)

We would like to know the frequency spacing of higher order mode (n,m) away from the

main resonance at νFSR. We can apply Equation 4.104

2πN =
2πνnm
νFSR

− (n+m+ 1)ζ(2L) (4.106)

which can be rearrange to find

νnm = νFSR

[
N + (n+m+ 1)

ζ(2L)

2π

]
. (4.107)

Therefore, νnm is the frequency at which some higher order mode will resonate, offset from

the fundamental cavity mode at νFSR.

A cavity scan can demonstrate the mode spacing through one FSR. Figure 26 shows the

results of a scan of the output mode cleaner cavity length in “single-bounce”, such that the

beam traverses the input mode cleaner and recycling cavities, but not the arm, demonstrating

the mode spacing of the input beam of the Advanced LIGO interferometer [88, 89, 90]. Higher

order modes of the carrier (CA) as well as the sidebands (SB) are demonstrated. The scan

is fit to begin and end at the FSR, shown with the carrier 00 resonances at 0 Hz and ∼260

Hz.

Overall, these concepts tell us a few things that are important to understand when

considering alignment control:
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Figure 26: A single-bounce mode scan of the Advanced LIGO input beam [88, 89, 90]. The

scan is taken over one free spectral range of the output mode cleaner cavity. The carrier

(CA) and sidebands (SB) are shown here, as well as their first several higher order modes.

The higher order mode spacing of the carrier and sidebands are defined via the acquired

Gouy phase of each mode.

• There are several possible eigenmodes of the field within our optical cavities, but the

desired profile is that of Gaussian beam

• Different eigenmodes propagate with different Gouy phases within the optical cavities

• There is a relationship between the cavity geometry and accumulated Gouy phase of

each eigenmode within the cavity.

In this chapter and beyond, these concepts will aid in our understanding of many require-

ments and challenges of interferometric controls.
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4.2 Alignment Sensing Concepts

Before we begin the discussion of the alignment configuration of the Advanced LIGO interfer-

ometer, it is important to understand the basic concepts of alignment sensors and alignment

degrees of freedom.

4.2.1 Alignment Sensors

Figure 27: The basics of wavefront sensing are demonstrated here. A laser generates a

carrier beam, shown in red. The electro-optic modulator (EOM) generates a radio frequency

sideband, shown in blue. The carrier beam is resonant in the Fabry-Pérot cavity, while the

sideband is not. If a mirror, such as the ETM, is misaligned, the corresponding carrier 01/10

mode (depending on whether it is a pitch or yaw misalignment) beats with the sideband 00

mode. Both of these propagate to two wavefront sensors, WFS A and B, placed 90◦ in Gouy

phase apart. The misalignment signal is then derived via subtraction of the upper and lower

or left and right quadrants.

Methods of sensing alignment degrees of freedom can generally be divided into interfer-

ometric schemes and pointing schemes. Interferometric schemes rely on interfering a carrier

field with radio frequency (RF) sidebands at a photodiode (PD). By placing four PDs in a

quadrant, the upper and lower quadrants can be subtracted to detect a pitch misalignment,
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and the left and right segments can be subtracted to detect a yaw misalignment. This scheme

is known as a wavefront sensor, or WFS, pictured in Figure 27 [91]. The RF sidebands do not

resonate within the cavity, so they directly reflect off the input mirror, while the carrier beam

resonates within the cavity and detects a misalignment. A cavity misalignment will generate

a first-order TEM mode, 01/10, and the resulting carrier misalignment will propagate to the

WFS along with the 00 modes of the RF sidebands. Therefore, the WFS generally detect

the beat of a first-order carrier misalignment relative to the RF sidebands [91]. Furthermore,

due to the gouy phase shift of the 01/10 mode relative to the 00 mode, two WFS, placed

about 90◦ in gouy phase apart, are best used to fully resolve the resulting signal. Because

WFS operate at RF, a demodulation phase must be specified similar to the longitudinal

PDH signal [91].

The RF sidebands used by the WFS are also used as a part of the Pound Drever Hall

locking scheme for the length degrees of freedom in the interferometer. Because the interfer-

ometer is locked in length, the WFS become less sensitive to DC spot drifts on the sensor.

To fully ensure the WFS signals remain stable, low bandwidth centering loops are designed

to consistently center the beam on each WFS, using the DC power level on each quadrant as

the error signal, and small tip/tilt mirrors on each table for feedback. In Advanced LIGO,

these are referred to as the “DC centering” loops.

Quadrant photodiodes, or QPDs, are useful for pointing degrees of freedom, where the

beam position on a mirror must be sensed. In this case, RF sidebands do not play a part of

this sensing. However, pitch and yaw signals are derived in a similar manner via subtracting

upper/low or left/right diodes respectively. Other methods for detecting pointing degrees

of freedom include dither schemes and camera servos. Dither schemes rely on minimizing

an angle-to-length coupling that results from beam miscentering. By injecting a sine wave

of known frequency into the angular degree of freedom of the mirror, a length signal is

demodulated at that frequency and the resulting servo minimizes the coupling by centering

the beam on the mirror. However, injecting a line directly into the differential arm length

creates excess noise in the gravitational wave band as significant lines appear directly in the

spectrum. Therefore, a new method of beam centering relies on calculating the centroid

position of a beam on a camera image, and using that signal to feedback the beam position

on the mirror. This method is of similar bandwidth to a dither scheme and does not inject

excess noise in the form of lines. At this time, no other excess noise from this control method

has been observed.
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4.2.2 Alignment Degrees of Freedom

Figure 28: A diagram of the HARD and SOFT mode degrees of freedom in a Fabry-Pérot

cavity. In a HARD mode, the mirrors tilt in the same direction, shifting the cavity axis angle,

represented with the grey dashed line, relative to the input axis of the beam, represented

with the red solid line. In a SOFT mode, the mirrors tilt opposite each other, translating

the cavity axis, again grey dashed line, relative to the input beam, solid red line. Both of

these degrees of freedom must be controlled in a Fabry-Pérot cavity.

In a complex inteferometer like Advanced LIGO, there are several alignment degrees of

freedom that must be controlled. Beginning in the Fabry-Pérot arm cavities, the cavity

alignment basis contains two degrees of freedom, referred to as the HARD and SOFT mode.

The reasoning for this nomenclature will become evident in the discussion in Chapter 6.

Figure 28 demonstrates these two cavity modes. The HARD degree of freedom involves a

tilt of the ITM and ETM (input and end test mass) such that the the cavity axis becomes

tilted relative to the beam input into the cavity. The other cavity degree of freedom is the

SOFT mode, where ITM and ETM tilt opposite of each other such that the cavity axis

becomes translated relative to the input axis. Alignment control is needed to overlap the

two optical axes, such that the power buildup in the TEM00 cavity mode is maximized. An

interferometer like Advanced LIGO involves two Fabry-Pérot arm cavities, therefore this

creates two interferometric degrees of freedom that must be controlled.

Along with these two interferometric degrees of freedom, both the input axis and the

cavity axis could shift, in essence shifting the beam position on one of the mirrors. While
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this does not effect the power buildup in the cavity, it has other unfavorable effects. Angle-

to-length coupling depends on beam mis-centering, and it is best for noise performance to

minimize the amount of angular noise coupling in the arm length control. Additionally, beam

mis-centering can move the beam spot away from a favorable place on the mirror. In the

case of nonuniform mirror qualities, like point defects that absorb excess power or scatter

light, the resulting wavefront can become distorted, scattering light into higher order modes.

As such, it is important to control “pointing” degrees of freedom. For the arms, this adds

two more alignment degrees of freedom that must be controlled.

Figure 29: A diagram of the Michelson alignment degree of freedom. Assuming the input

axis and arm cavity axis are overlapped, the Michelson cavity axis must then overlap as well.

With the movement of an ITM, the beamsplitter alignment must change to bisect the norm

of each ITM.

Moving out from the arm cavities, we add a beamsplitter between the ITMs of the X

and Y arms to create the Michelson cavity. This adds another interferometric degree of

freedom, as the Michelson cavity axis must overlap the input axis into each arm. This

assumes that the arm alignment control has already overlapped the arm cavity axis with the

input axis; therefore the beamsplitter alignment must move to bisect the norm of each ITM.

Figure 29 demonstrates this degree of freedom, with the red line indicating the input beam

axis/Fabry-Pérot cavity axis and the gray dashed line representing the Michelson cavity axis.

Next, we add a recycling mirror, RM, that can represent a mirror of the signal-recycling

or power-recycling cavity. For simplicity, we assume the recycling cavity is a linear cavity
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Figure 30: A diagram of the recycling cavity alignment degree of freedom. One RM is shown

for simplicity, although a full picture of the recycling cavities would demonstrate the three

mirror folded cavity. The recycling cavity axis must overlap with the input axis of the arm

cavities to allow for maximized signal buildup in the recycling cavities.

(in reality they are folded cavities with three mirrors). With the arm cavity axis overlapped

with the input axis, the recycling cavity axis must now overlap the cavity axis in order

to maximize power- or signal-recycling cavity buildup. Figure 30 demonstrates this degree

of freedom. With both a power-recycling and signal-recycling cavity, this adds two more

interferometric degrees of freedom. Similarly to the arms, it is possible for these axes to

move together, shifting a beam position on a mirror. Therefore, this also adds two more

pointing degrees of freedom.

Finally, the input axis to the interferometer must also be aligned with the power-recycling

cavity axis. Although not pictured, this is a similar alignment concept to the RM alignment.

This adds one more interferometric degree of freedom.

Importantly, due to the folded cavity layout of the recycling cavities, there is a choice

of mirror to use in control of the recycling cavity alignment for both interferometric and

pointing DOFs. Therefore, alignment actuator choice comes down to the layout of sensors

and signal-to-noise for mirror motion. However, even with these choices, there can be a

degeneracy between alignment DOFs that makes the control topology challenging.

In Advanced LIGO, arm alignment control is chosen to follow the HARD/SOFT cavity

basis as well as a common and differential basis similar to length control. In essence, the four

alignment DOFs of the arms follow X+Y and X-Y for common and differential HARD and

SOFT modes. These four degrees of freedom are referred to as common HARD (CHARD),

common SOFT (CSOFT), differential HARD (DHARD), and differential SOFT (DSOFT).

Figure 31 demonstrates the mirror motions for each of these four degrees of freedom in

yaw. The dotted lines demonstrate the resulting cavity axes due to these motions. Consid-

ering, for example, the DHARD alignment case, the cavity axes from each arm shift away
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from each other on the beamsplitter. The Michelson alignment must then also shift to ac-

count for this change, such that the beamsplitter properly overlaps the Michelson cavity axis

with the arm cavity axis. Therefore, the Michelson and DHARD alignment controls can be

degenerate. This adds a requirement to develop a sensing scheme that can appropriately

distinguish the alignments of the two. Similar degeneracies can exist in almost all the align-

ment controls, and difficulties in diagonalizing this motion in the sensing scheme can add

controls challenges.

For completeness, the pitch degrees of freedom for the arms are also included in Figure 32.

In principle, the cavity basis is the same for pitch and yaw, but the definition of the vectors

is slightly different, leading to a sign change in the pitch and yaw drive matrices. For the

yaw degree of freedom, a counter-clockwise motion represents positive yaw motion, while a

tilt downward represents a positive pitch motion.

4.3 Alignment Sensing in Advanced LIGO

In the dual-recycled, Fabry-Pérot Michelson layout of the Advanced LIGO detector, there are

a total of ten alignment degrees of freedom to control: six inteferometric and four pointing

degrees of freedom. These must be controlled in both pitch and yaw, resulting in a total of

twenty controlled DOFs. Furthermore, the AC motion of the arm pointing degrees of freedom

must be suppressed, and must be sensed separately from the DC alignment for that same

DOF, for reasons that will soon be explained. This adds an additional four control DOFs.

The resulting alignment control topology quickly becomes complex, and often cross-coupled

due to sensing and control limitations.

A measurement of the sensing matrix for each alignment degree of freedom helps deter-

mine the best sensors to use in control. One method of determination involves injecting a sine

wave of known frequency and magnitude into each degree of freedom. For arm control, this

is injected according to the common/differential HARD/SOFT drive matrix. For auxiliary

degrees of freedom, this is injected to the mirror that controls that degree of freedom, such as

PR2 for the power-recycling cavity alignment. This type of measurement is best performed

when the loops controlling each degree of freedom are not closed so that the injection does

not encounter any loop effects. However, if the loop is closed, a notch filter located at the

injection frequency can be applied in the control loop to remove loop effects.

Local suspension shadow sensors are well-calibrated into microradians, and provide a
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Figure 31: A diagram of the arm cavity alignment basis in yaw. Four degrees of free-

dom are depicted, diagonalized according to the cavity basis (HARD/SOFT) and the com-

mon/differential basis. This diagram provides a top-down view, where a positive yaw motion

is counter-clockwise in the local coordinate system of the optic. Using this coordinate refer-

ence, the resulting drive matrix for each degree of freedom is also included, defined by some

factor rx or ry that depends on the cavity geometry. The beamsplitter is also shown, so the

overall effect on each DOF is evident for the Michelson DOF. Made by D. Brown [92].
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Figure 32: A diagram of the arm cavity alignment basis in pitch. Four degrees of free-

dom are depicted, diagonalized according to the cavity basis (HARD/SOFT) and the com-

mon/differential basis. This diagram provides a side view, where a positive pitch motion

tilts the mirror downward in the local coordinate system of the optic. Using this coordinate

reference, the resulting drive matrix for each degree of freedom is also included, defined by

some factor rx or ry that depends on the cavity geometry. The beamsplitter is also shown,

so the overall effect on each DOF is evident for the Michelson DOF. Made by D. Brown [92].
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good witness to the induced mirror motion when an excitation is run. Resulting Watts

on the sensors is calibrated through an understanding of the photodiode sensing chain.

More information on this calibration can be found in Section 5.1. The sensing matrix results

presented here are calibrated using these witnesses and methods in milliWatts/microradians.

In principle, these results form a sensing matrix that can be inverted to create the input

matrix for each control degree of freedom. In practice, this matrix inversion often does

not result in a stable control scheme, likely to due unaccounted-for cross-coupling. The

sensing matrix measurement instead provides a guide for how to best combine the sensors

to maximize the desired signal while minimizing other degrees of freedom. The chosen

combination of sensors should then be checked for an appropriate zero crossing when the

power buildup in the cavity is maximized. When possible, the sensitivity to other degrees

of freedom should be minimized. Even with some cross coupling to other DOFs, a reliance

on the gain hierarchy of control ensures that dominant signals will be driven to zero quickly

compared to other lower-bandwidth degrees of freedom.

4.3.1 Interferometric DOFs

Interferometric degrees of freedom are usually sensed at two ports of the interferometer:

the reflection and antisymmetric port. The reflection port (REFL) is created via sensors

placed on reflection of the interferometer—behind the AR side of the power-recycling mirror

(PRM) (see cartoon layout for reference, Figure 5). At REFL, wavefront sensors best detect

common mode misalignments of the interferometer, input beam pointing, and the alignment

of the power-recycling cavity. The antisymmetric port (AS), is created via sensors placed

on transmission of output steering mirror 3 (OM3) (see cartoon layout for reference 5). At

AS, the differential mode, Michelson cavity and signal-recycling cavity alignments are best

detected. During observing run four, all interferometric DOFs were sensed at these ports,

but in principle, the pick-off port of the power recycling cavity (POP), on transmission of

power-recycling mirror 2, can be used for interferometric alignment control. This will be

discussed further in Section 4.5.

At the reflection port, two WFS (A and B) sense the beat of the carrier beam with the 9

and 45 MHz sideband signals. The resulting signals are referred to as “REFL A/B RF9/45 I”,

A/B denoting the two WFS placed at different Gouy phases, 9/45 denoting the RF sideband

demodulation, and I denoting the demodulation is performed In-phase. Each quadrant of

the WFS is individually phased to maximize common arm length motion in I-phase. No
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Q-phase demodulated signal is used from the reflection port. This results in four channels

each for pitch and yaw to provide signals to control the common alignment.

Figures 33 and 34 show the results of a sensing matrix measurement taken at the REFL

port of the Hanford interferometer. The strongest signal that appears in these sensors is the

common cavity axis motion of the arm cavities, referred to asCHARD. A linear combination

of all four WFS signals are used to control this DOF, diagonalized in such a way to minimize

the signal from other DOFs while maximizing the CHARD signal. The CHARD DOF is

controlled with a bandwidth between 3-4Hz.

The alignment of power-recycling cavity relative to the arm cavity axis is sensed next,

controlled from power-recycling mirror 2, referred to as PRC2. This alignment shows up

stronger in the 9 MHz WFS signals. A linear combination of the 9 MHz WFS signals are

used to control this DOF, in a way that subtracts the CHARD signal from the combination

while maximizing PRC2. This alignment is controlled with a bandwidth close to 0.2Hz.

Finally, the input beam pointing to the interferometer, controlled from input mirror 4

(IM4), is referred to as INP1. This signal shows up weakest, but a linear combination of

the 45 MHz WFS signals best diagonalizes this signal. This is the slowest loop, controlled

with a bandwidth of 0.04Hz.

Table 6 summarizes the input matrix values used at the reflection port for the CHARD,

PRC2 and INP1 degrees of freedom.

REFL A 9 I REFL A 45 I REFL B 9 I REFL B 45 I

CHARD P 0.175 1.337 0.232 1.356

PRC2 P 0.056 0 0.034 0

INP1 P 0 1.74 0 -2.93

CHARD Y -0.72 3.158 -0.72 6.317

PRC2 Y 0.046 0 0.091 0

INP1 Y 0 1.6 0 -1.6

Table 6: The O4a H1 values for the reflection port input matrix. No Q phase signals are

used.

At the AS port, the WFS are phased to maximize differential arm length motion in

each quadrant in Quadrature-phase. While two WFS, A and B, are placed at AS, only

WFS A is used for main interferometer control (WFS B is used for the quantum squeezing
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Figure 33: A log-scale radar plot of the Hanford detector reflection port sensing matrix in

pitch measured from two wavefront sensors (WFS A and WFS B), approximately 90◦ in

Gouy phase apart, demodulated at 9 MHz (RF9) and 45 MHz (RF45). CHARD denotes the

common hard mode degree of freedom in the arms, controlled by all four test masses. INP1

denotes the input pointing degree of freedom, controlled by input mirror 4. PRC2 denotes

the power-recycling cavity degree of freedom controlled by power-recycling mirror 2. The

units are in milli-Watts of photodiode power per micro-radian of pitch mirror motion. Data

and procedure found in [93, 94].
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Figure 34: A log-scale radar plot of the Hanford detector reflection port sensing matrix

in yaw measured from two wavefront sensors (WFS A and WFS B), approximately 90◦ in

Gouy phase apart, demodulated at 9 MHz (RF9) and 45 MHz (RF45). CHARD denotes the

common hard mode degree of freedom in the arms, controlled by all four test masses. INP1

denotes the input pointing degree of freedom, controlled by input mirror 4. PRC2 denotes

the power-recycling cavity degree of freedom controlled by power-recycling mirror 2. The

units are in milli-Watts of photodiode power per micro-radian of yaw mirror motion. Data

and procedure found in [93, 94].
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subsystem alignment). These WFS are demodulated at 36 MHz, 45 MHz, and 72 MHz.

Here, the 36 MHz detects the beat between the 9 and 45 MHz sidebands, and the 72 MHz

detects the beat of the 118 MHz and 45 MHz sideband. These signals are referred to as

“AS A RF36/45/72 Q”. No I-phase signals are used at the AS port.

The differential cavity axis motion of the arm cavities appears strongly in the RF45

signal (beat between carrier and 45 MHz sideband). This degree of freedom is referred to

as DHARD, and it is controlled with a bandwidth between 4-5Hz. The Michelson cavity

alignment (MICH), controlled from the beamsplitter, appears in both the RF36 and RF45

signals. However, since DHARD is controlled on the RF45 demodulation, the RF36 is used

for MICH, as the two signals cannot be distinguished on RF45. MICH alignment is controlled

with a bandwidth of about 1Hz. Finally, the alignment of the signal-recycling cavity axis

with the differential arm cavity axis is referred to as SRC1, and controlled using the signal-

recycling mirror, SRM. This DOF is controlled via the RF72 channel with a bandwidth

around 0.01Hz.

4.3.2 Pointing DOFs

Two of the four pointing DOFs of the interferometer control the beam position on the end test

masses. In principle, the QPDs on transmission of each arm could be used to sense this beam

position. However, these QPDs are sensitive to the drift of the platform they are mounted

on, and therefore cannot provide an absolute reference for the beam position. Therefore, a

dither scheme or camera servo scheme must be used to control the beam position.

For the dither scheme, the end test masses are dithered with a sine wave near 20 Hz, and

the resulting angle-to-length coupling in the differential arm length signal is minimized by

feeding back to their respective input and end test masses [44]. A similar process is used to

control the beam pointing within the power-recycling cavity, except the input test mass of the

X arm is dithered, and control is fed back to the power-recycling mirror. This controls a third

pointing degree of freedom: the pointing of the power-recycling cavity. This method relies

on injecting sine waves with significant signal-to-noise to demodulate the DARM signal at

these frequencies, and due to angle-to-length coupling behavior these lines must be injected

within the gravitational wave band [44]. (For a deeper discussion of angle-to-length coupling,

see Section 5.5.) While effective at stabilizing the beam position, this purposefully injects

alignment noise into the DARM spectrum at low frequency and contributes excess noise.

To avoid noise coupling during science mode, the dither scheme is transitioned to a camera
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servo, where the beam position on the end test masses and input test mass is monitored via

camera and fed back to the corresponding control point [95]. This method requires no line

injection and contributes no measureable excess noise into the differential arm length.

In order to avoid any uncertainties in camera position from lock to lock, the alignment

dither system is applied during lock acquisition. Once the beam position is stabilized, the

camera servo error signal is compared with the dither signal, and offsets and gains of the

servos are adjusted accordingly. Then, the beam control is transitioned from the dither

control to the camera servo just before science mode is activated. The bandwidth of both

schemes is very low, on the order of milliHertz [44, 95].

Lastly, the pointing of the signal-recycling cavity axis is controlled by an AS QPD on

transmission of output steering mirror 1 (OM1) (see cartoon layout for reference, Figure 5).

This DOF is referred to as SRC2 and is controlled via SRM and SR2. The SRC2 bandwidth

is approximately 0.02Hz.

The beam position on both input test masses cannot be controlled at the same time,

so a choice of which mirror to control must be made. For observing run four, the Hanford

detector chose to control the beam position on the X arm input test mass due to the presence

of a point absorber [96]. The beam is purposefully steered to avoid the point absorber and

minimize thermal distortions that result from nonuniform absorption.

Table 7 summarizes the input matrix of the AS port, including both interferometric and

pointing DOFs.

AS A 36 Q AS A 45 Q AS A 72 Q AS C

MICH 1 0 0 0

DHARD 0 1 0 0

SRC1 0 0 1 0

SRC2 0 0 0 1

Table 7: The O4a H1 values for the antisymmetric port input matrix. No I phase signals

are used. The same input values are used for both pitch and yaw.

4.3.3 Arm Transmission Sensing

While the DC position of the beam position of the arm is controlled via other means, arm

transmission QPDs are used for AC control of the beam position. Transmission QPDs, A and
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B, are mounted on the transmission monitor platform behind each end test mass, referred

to as “TR X/Y A/B”. The suspension of the platform is servo-ed to center the beam on

QPD B of each arm. Two degrees of freedom are controlled with these sensors: CSOFT,

the common cavity axis translation of the arm cavities, and DSOFT, differential cavity axis

translation of the arm cavities. The CSOFT DOF is controlled with a bandwidth of about

0.8 Hz, while DSOFT is controlled at about 0.6 Hz. The control is AC coupled, so as not to

interfere with the DC alignment performed by the camera servos. Table 8 shows the LIGO

Hanford input matrix for the arm transmission control.

TR X A TR X B TR Y A TR Y B

CSOFT P -0.108 0.115 -0.041 0.072

DSOFT P -0.097 0.103 0.037 -0.064

CSOFT Y 0.532 -0.843 -0.728 1.041

DSOFT Y -0.091 0.147 0.806 -1.154

Table 8: The O4a H1 values for the arm transmission QPDs input matrix.

The current input matrix for the CSOFT/DSOFT control is designed to diagonalize the

hard coupling (arm cavity axis angle) from soft coupling (arm cavity cavity translation).

Previously, no centering servos were ran during operation, so the matrix was designed to

minimize the sensitivity to the drift of the transmission monitor platform. However, with the

consistent servo of the platform to center the beam, the matrix can minimize cross coupling

between degrees of freedom that exacerbate alignment control issues at high power [97, 98].

A full depiction of the Advanced LIGO optical layout and the placement of alignment

sensors is shown in Figure 35. Not all alignment sensors displayed on the diagram have been

discussed in this section. This diagram indicates which alignment sensors are in-air or in-

vacuum. During observing run four, all alignment WFS and QPDs used during observation

mode were in-vacuum.

4.4 Open Loop Transfer Functions

Measuring open loop transfer functions of the alignment degrees of freedom is an important

part of understanding the stability and performance of the alignment controls system. This

is often a challenging task—the low bandwidth of these loops requires a long integration time
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to resolve the features of the loop, and the marginal stability of some loops means that large

excitations while in-lock can destabilize the entire system. There are a few techniques that

one can apply to accurately measure the open loop transfer function, and a way to quantify

the error of the measurement.

4.4.1 Measurement Principles

The transfer function of some linear, time invariant system, H(f), is performed by injecting

some signal x(f) and measuring y(f) = H(f)x(f) at the output. The estimate of H(f) is

calculated via

Ĥ(f) =
Sxy(f)

Sxx(f)
, (4.108)

where Sxy(f) represents the the cross spectral density of x and y and Sxx(f) represents the

power spectral density of x. Note that H(f) is a complex quantity.

Another quantity related to this measurement is the coherence, a measure of the corre-

lation between x and y,

γ2xy(f) =
|Sxy(f)|2

Sxx(f)Syy(f)
(4.109)

which ranges from 0 (no correlation) and 1 (perfect correlation). This is often referred to as

the “coherence in power”, hence the γ2. The coherence is a useful quantity in this type of

measurement, as it provides a diagnostic for quality of the measurement.

A transfer function measurement is a useful tool to characterize control systems. A basic

control system design will have some plant, P , and control filter, K, such that the open loop

gain of the system can be defined asH(f) = PK. See Figure 36 for a block diagram depiction

of such as system. A measurement, as described above, involves injecting some signal into

the system, measuring the output, and calculating the resulting frequency response. For

such a system, there are three quantities that may be useful in our understanding,

• The open loop gain, which we can define as H,

• the closed loop gain, which is defined as

H

1−H
,
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• and the loop suppression function
1

1−H
.

All of these quantities provide information about the system, but quick examination

shows that given one quantity, the other two are easily derivable via algebra. Note: the

diagram depicted in Figure 36 shows the output of the control being summed into the

feedback system. A different convention involves subtracting the control output at this

point, in which the resulting signs in the closed loop gain and loop suppression function will

flip: H
1+H

and 1
1+H

.

There are several ways to make a measurement of a transfer function, all with varying

benefits. In the context of alignment control loop measurements, certain methods are more

preferable than others. In particular, alignment control loops are low bandwidth, meaning

that transfer function measurements will require significant time to properly resolve and

average all of the relevant frequencies of the measurement. An additional challenge lies in

that these loops must be measured when closed, i.e. when the interferometer is locked.

However, the loops are often marginal and cannot handle strong excitations without causing

a lockloss. Therefore, these loops must be measured carefully and over long periods of time

to resolve the features.

Figure 36: A block diagram of our general control loop. A plant P experiences some external

fluctuation x. The control filter K is applied to the error signal output from P , which is

then fed back to the input of P to suppress n. To measure the response of such a system,

two measurement points b and a are defined, while u represents the excitation injected into

the system to resolve the measurement.

One method of measurement involves measuring the “unbiased” open loop gain. Each

loop has some external disturbance noise x passing through the loop that the control filter is
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designed to suppress. As described in Appendix A in [45], we measure at two points, before

our excitation and after our excitation u, such that we obtain

a =
u+ x

1−H
(4.110)

b =
Hu+ x

1−H
. (4.111)

The resulting transfer function estimate then becomes

Ĥ(f) =
HSuu(f) + Sxx(f)

Sxx(f) + Sxx(f)
, (4.112)

and Ĥ(f) = H(f) only if |u| ≫ |x| (note that we assume u and x are uncorrelated, so that

Sux(f) = 0). Otherwise, the result is biased towards one.

However, if we instead measure our transfer function at points a and b with our excitation

u, we obtain an unbiased estimation.

Ĥ(f) =
Sub(f)

Suu(f)
=

HSuu(f)

(1−H)Suu(f)

=
H

1−H
(4.113)

and

Ĥ(f) =
Sua(f)

Suu(f)
=

Suu(f)

(1−H)Suu(f)

=
1

1−H
. (4.114)

Notice that these values correspond to the closed loop gain and loop suppression function

respectively. Once these are measured, the ratio H(f) = Ĥ(f)/Ĥ(f) provides the full open

loop gain.

Therefore, the method for measuring the unbiased open loop gain of an alignment control

loop involves these steps:

• Shape a broadband excitation similar to the quiescent noise in the loop,

• Inject this shaped excitation for a long time to resolve features with good coherence,



97

• Measure the closed loop gain and loop suppression function during the injection,

• Calculate the open loop gain via the ratio of the two measurements.

This process still involves long measurement periods to provide good resolution of the

low frequency features. The desired frequency resolution will help set the length of the

measurement. Assuming that the desired resolution is ∆f = 0.01Hz, each average will

take approximately 60 seconds to measure. With a standard 50% overlap for each average,

100 averages requires a measurement period of nearly one hour. These parameters can

vary depending on the measurement target. Overall, this technique involves excitations low

enough to maintain lock stability while resolving features over a broad range of frequencies,

making it useful despite the time requirement.

Finally, the coherence can also provide an error on the measurement. As derived in

Bendat and Piersol [100], the measurement uncertainty σ is related to the coherence in

power γ2 and the number of measurement averages N ,

σ2 =
1− γ2

2Nγ2
. (4.115)

Therefore, good measurements require high coherence and many averages, as long as mea-

surement bias is accurately accounted for.

Once an accurate measurement of the loop is made, there are a few characteristics that

are used to determine the efficacy of the loops. First, a loop has a unity gain frequency

wherever |H(f)| = 1. To ensure that the loop suppression function is not driven to infinity

at this point, the phase must not be zero, arg(H(f)) ̸= 0◦. When the phase is small near

unity gain, the loop suppression becomes greater than one and injects noise in the system.

Therefore it is best practice to keep the phase at unity gain within a few tens of degrees at

least. The resulting phase at unity gain is referred to as the phase margin, and the gain at

zero phase is referred to as the gain margin. Note: in the previously mentioned case where

the sign convention is flipped, when |H(f)| = 1, arg(H(f)) ̸= 180◦. In this case, the phase

must be kept a few tens of degrees less than 180◦.

4.4.2 Alignment Control Actuation

As listed in Section 4.3, the control of each alignment degree of freedom is performed from a

chosen suspended mirror, based on the alignment topology and signal-to-noise of that optic
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in an alignment sensor. Most mirrors used in alignment control are triple- or quadruple-

suspended mirrors within the auxiliary or arm cavities. This means that the control scheme

has an additional complexity to account for the suspension dynamics.

For all multiple-suspensions, actuation is divided between two stages: the top stage for

DC actuation, controlled by an integrator and an intermediate or final stage for the AC

actuation. The choice of an intermediate or final stage depends the suspension actuation

design, the actuator bandwidth, or other noise considerations.

For example, the triple suspension for the beamsplitter has no actuators on the final

stage, due to space considerations from the angle of incidence on the mirror. All length and

alignment actuation is distributed between the intermediate and top stage of the suspension.

For other triple suspensions such at the power- and signal-recycling mirrors, length and

alignment actuation is distributed between the bottom stage and the top stage, as the

bottom stage has the widest bandwidth for actuation at AC.

For the quadruple suspensions (QUADs), no alignment actuation is performed at the

bottom (test mass) stage to avoid actuation noise contamination at the final stage. The

penultimate mass stage (PUM) is therefore the best stage to perform AC actuation for

alignment, with a low frequency offloading to the top mass for DC control. There is no

alignment actuation from the upper intermediate mass.

Independently of the alignment control, all optics have a local control design that damps

all six degrees of freedom at the top stage (length, pitch, yaw, transverse, roll, vertical). This

damping control should suppress the suspension resonances by some amount before global

control (for length and alignment control) is set.

The alignment control actuation is defined via a digital drive matrix, similar to the digital

input matrix listed in previous sections. The pitch and yaw drive matrices for the arm cavity

control are defined as
CHARD

CSOFT

DHARD

DSOFT


P

=


0.74 −0.74 1 1

1 1 0.74 0.74

−0.74 0.74 1 −1

1 −1 0.74 −0.74




ITMX

ITMY

ETMX

ETMY


P

(4.116)
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and 
CHARD

CSOFT

DHARD

DSOFT


Y

=


0.72 −0.72 1 −1

1 −1 −0.72 0.72

0.72 0.72 1 1

1 1 −0.72 −0.72




ITMX

ITMY

ETMX

ETMY


Y

. (4.117)

These matrices drive the four test masses according to the cavity basis, which will be

further discussed in Chapter 6.

The actuation for the MICH alignment is sent directly to the beamsplitter with a matrix

value of one. Similarly so for the PRC2 and INP1 actuation, which are sent to PR2 and IM4

respectively.

The cavity axis alignment of the signal-recycling cavity is controlled from the SRM only,

but the pointing axis is distributed between SRM and SR2. The drive matrix of the SRC is

then [
SRC1

SRC2

]
P

=

[
1 0

−7.6 1

][
SRM

SR2

]
P

(4.118)

and [
SRC1

SRC2

]
Y

=

[
1 0

7.1 1

][
SRM

SR2

]
Y

(4.119)

4.4.3 Open Loop Gain Results

With this background, we are now ready to examine the results of the measured open loop

transfer functions. All measurements were taken at the LIGO Hanford Observatory during

the early part of the fourth observing run.

Arm Cavity

First, four measurements were made of the arm cavity interferometric alignment loops:

DHARD P, DHARD Y, CHARD P and CHARD Y. Figures 37 and 38 show the results

of these open loop gain measurements. More detail will be provided in Chapter 6 regarding

the unique challenges of the arm cavity alignment control, so description in this section will

be brief.

These are the highest bandwidth loops in the alignment control family, with unity gain

frequencies (UGFs) between 3-5 Hz. The design of these loops is often a trade-off between

required loop suppression and a reduction of noise injection above 10 Hz due to the strong
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Figure 37: An open loop gain measurement of CHARD pitch and yaw. The yaw control is

set to a slightly higher unity gain frequency to increase low frequency noise suppression.

coupling of each loop to differential arm length. As such, the phase margins at the highest

unity gain frequencies range between 22-44 degrees due to the low pass filtering applied to

suppress noise. For observing run four, nonlinearities related to the high yaw RMS required

the the yaw loop bandwidths be set higher than the pitch loops to suppress the excess noise.

The multiple unity gain crossings in these measurements result from the complicated

multi-stage suspension control. The crossover between the top and penultimate stage occurs

around a few tenths of a Hz. Other UGFs can be attributed to the plant compensator

design which buys phase through multiple gain crossings to ensure the low pass at 10 Hz

can suppress as much noise as possible while maintaining loop stability. The gain margin on

the high end causes approximately 6 dB gain peaking above the UGF. This is not ideal but

kept to a low value to avoid severely impacting the DARM RMS, which causes nonlinear
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Figure 38: An open loop gain measurement of DHARD pitch and yaw. The difference in

uncertainty can be attributed to the number of averages. Pitch was measured with only 20

averages, while yaw was measured with 60 averages. The yaw control is set to a higher unity

gain frequency to increase low frequency noise suppression.



102

responses in the actuators if too large. There will be more discussion of the arm cavity

alignment control design in Chapter 6.

Corner Cavities
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Figure 39: Open loop gain measurements of the Michelson cavity alignment loops in pitch

and yaw. The differing suspension plants for the beamsplitter pitch and yaw motions drive

the difference in unity gain frequency in this loop.

Next, the Michelson cavity alignment loop is shown in Figure 39. The pitch loop reaches

its highest UGF at 1 Hz with a phase margin of 46 degrees, and the yaw loop 0.55 Hz with

35 degrees. The differing suspension plant of the beamsplitter in pitch and yaw defines the

ability to set the unity gain between the two loops. Due to the cross-coupling with DHARD,

the Michelson loop must be lower bandwidth than the arm control, but high bandwidth

enough to suppress residual alignment motion of the beamsplitter.
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Figure 40: Open loop gain measurements of the power-recycling cavity interferometric align-

ment (PRC2), input axis alignment (INP1) [left] and signal-recycling cavity interferometric

(SRC1) and pointing (SRC2) alignment [right]. The measurements for pitch and yaw are

shown. These loops are designed to have very low bandwidth control to manage slow cavity

axis and spot position drifts with time. The INP1 bandwidth is extremely low, and the loop

performance would likely benefit from a redesign targeting a unity gain frequency similar to

INP1 Y.
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Both the power-recycling cavity and input alignment control loops are shown on the

left in Figure 40. Challenges in sensing diagonalization with CHARD result in some cross-

coupling with these degrees of freedom. The loop bandwidths are set low as they are only

required to control slow DC drift with time. The added benefit of the low bandwidths mean

that the gain hierarchy with CHARD minimizes cross-coupling. PRC2 P has a unity gain

frequency of about 0.12 Hz with a phase margin of 46 degrees while PRC2 Y is near 0.17 Hz

with a phase margin of 53 degrees. INP1 P has a unity gain frequency of about 0.036 Hz and

phase margin of 87 degrees and INP1 Y has a UGF of about 0.25 Hz with phase margin 35

degrees. The INP1 pitch results are strikingly low for the target of this loop, which is closer

to 0.1 Hz. This is likely a loop that needs redesign in order to improve some low frequency

suppression of the input axis pitch noise.

Finally, the signal-recycling cavity interferometric and pointing loops are shown on the

right in Figure 40. Similar to the input alignment loops, these loop bandwidths are low as

they maintain alignment against slow cavity drifts. SRC1 P has a UGF around 0.01 Hz,

with a phase margin of about 90 degrees. SRC1 Y is similar, 0.01 Hz UGF and phase margin

of 100 deg. SRC2 P has a UGF around 0.05 Hz with a phase margin of 42 degrees. SRC2

Y has a UGF around 0.02 Hz and a phase margin of about 46 degrees. The low pointing

bandwidth is likely fine, but the SRC1 design in pitch and yaw may benefit from an increase

in the bandwidth.

Not all alignment loops are shown here. Namely, the three pointing loops governing the

power-recycling cavity pointing, and both arm cavity pointings are unmeasured. These loops

are controlled via the camera servos and are of millihertz bandwidth.

Additionally, there are four loops controlling the AC spot motion in the arm cavities:

CSOFT and DSOFT pitch and yaw. These loops are the most marginal loops, and therefore

the most challenging to measure. All measurement results of these loops are very poor due

to low coherence and not presented here.

4.5 The Benefit of POP Wavefront Sensing

Portions of this section are taken from a aLIGO technical report written by the author,

see [101] with LIGO technical report number LIGO-T2400054.

This section investigates the benefit of placing POP wavefront sensors in vacuum. Pre-

vious aLIGO technical documents have already explored this necessity, such as the technical
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document T1600580 [102]. The benefit of a POP WFS has been mainly considered for the

ability to control the power recycling cavity alignment, especially in the presence of critical

coupling, observed at LHO in O3 and LLO in O4. The in-air sensor POPX has been used

previously to perform this control, but has the drawback that it is sensitive to backscatter

from ISCT1 [103].

There may be an additional benefit to the new POP WFS, which is that with multiple

demodulations (36 and 45 MHz), it could be used for MICH alignment control in addition

to PRC alignment control. This could alleviate the AS port WFS that currently support

three demodulations.

4.5.1 Current Alignment Control Configuration

Currently, all interferometric alignment signals at the Hanford Observatory are distributed

between the in-vacuum WFS at the REFL and AS ports. CHARD (test masses) uses a

combination of REFL 9 and 45 MHz signals from both A and B sensors, INP1 (IM4) a

combination of REFL 45 MHz signals, and PRC2 (PR2) a combination of REFL 9 MHz

signals. PRC2 was previously controlled via the POPX WFS, which currently demodulates

at 36 MHz in-air. Part of the O4 commissioning effort involved moving the PRC2 signal

from the POPX in air to REFL WFS in vacuum to avoid backscatter [104]. No measurement

has been made showing any effect from keeping the POP beam diverter open at LHO, but

it has not been tested extensively in the current LHO low-noise state.

At the AS port, all sensing is performed on AS WFS A. MICH (BS) uses the 36 MHz

sideband, DHARD (test masses) the 45 MHz, and SRC1 (SRM) uses 72 MHz (beat of the

118 and 45 MHz). Tests have shown that no MICH signal appears in the 72 MHz in full

lock [105], although previous work has closed BS control on the 72 MHz WFS in DRMI

lock [106].

Previously, the Livingston Observatory operated with the PRC alignment at the REFL

port to avoid any noise from scatter from ISCT1 from using the POPX sensor. However,

due to loss of alignment signals from the increase in operating power, PRC alignment was

moved back to POPX on ISCT1 [107]. Some mitigation has been put in place to reduce

noise from scattered light from ISCT1 [108].

LHO sensing matrix measurements of the POPX sensor in air are shown in Figure 41.

This measurement shows the response of PRC2 (PR2), CHARD (test masses), and INP1

(IM4) in pitch and yaw, driven at 8.125Hz. The sensor is currently set to demodulate at 36
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MHz. In O3, the POPX sensor at LHO was used to control PRC2, while REFL WFS were

used for CHARD and INP1.

(a) POPX Pitch (b) POPX Yaw

Figure 41: Sensing matrix measurements from LHO of the POPX 36 MHz sensor at 60W for

pitch (left) and yaw (right), measured at 8.125Hz. Units are counts/µrad. This corresponds

to µrad of IM4 motion for INP1 (single suspension), µrad of PR2 M3 motion for PRC2, and

µrad of test mass L3 motion for CHARD.

4.5.2 Finesse Model

These simulations make use of an interferometer simulation software, finesse3 [109], using

the LIGO Hanford model from finesse-ligo. In this model, the arm and auxiliary cavities

of the interferometer are locked in length with an input power of 60W, but no alignment

loops are closed.

The degrees of freedom measured here are as follows:

• CHARD: common hard motion of the arms, diagonalized ideally according to the g-

factors of the mirrors in the interferometer cold state

• PRC2: motion of PR2

• PRC3: motion of PR3
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• MICH: motion of the beamsplitter

• SRC1: motion of the SRM.

Figure 42: Finesse3 simulation of POP sensing matrix in pitch for 36 and 45 MHz demodu-

lations. Units are in W/rad. Values are at DC with no feedback control engaged.

This particular model adds two new wavefront sensors to the LIGO Finesse3 model, on

transmission of PR2 (POP port). Since there is currently no information on the real distances

to the proposed in-vacuum POP wavefront sensors, the detectors are placed immediately

“behind” PR2, and the Gouy phases are set by hand to be 0◦ (POP A WFS) and 90◦

(POP B WFS). There is a 50/50 beamsplitter between these two sensors, and the model

measures the results at three radio frequency demodulations: 9, 36, and 45 MHz. The phase

is optimized for each detector around the PRC2 degree of freedom.

The pitch response of the listed degrees of freedom are represented for the 36 and 45 MHz

demodulations in Figure 42. These results demonstrate that PRC angular motion (PR2 and

PR3) as well as CHARD motion show up strongly in the 36 and 45 MHz signal at similar

phase and magnitude. This result is similar to the PRC2 and CHARD results from the
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POPX measurements taken at LHO. The POP36 wavefront sensor will be a good sensor for

controlling the PRC cavity alignment from either the PR2 or PR3 angle. While CHARD

shows up with similar strength, the CHARD alignment control is performed at a bandwidth

of 3-4Hz [110] while PRC alignment is controlled at 0.1Hz [111]. We can rely on the fact

that the CHARD signal will be driven to zero in the POP detector during lock.

Also, these results indicate the possibility of controlling the MICH alignment from the

POP port. Especially in the 45 MHz signal, the MICH response is phased closer to the Q

quadrature, similar to the MICH length signal which is also controlled at POP. The wavefront

sensors at the AS port currently support three demodulations: 36, 45, and 72 MHz. If the

AS port WFS needed to be reduced to two demodulations (45 MHz to control DHARD and

72 MHz to control SRC1), then the MICH alignment control could be moved to the POP

45 WFS. Furthermore, the SRC1 response at POP is weak, so it is best to maintain SRC

alignment control at the AS port. Measurements at LHO have demonstrated that there is

no MICH alignment signal present in the AS72 signal [105].

Figure 43: Finesse3 simulation of POP sensing matrix in yaw for 36 and 45 MHz demodu-

lations. Units are in W/rad. Values are at DC with no feedback control engaged.
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The yaw response of the listed degrees of freedom are represented for the 36 and 45 MHz

demodulations in Figure 43, with similar results to the pitch results. This result is also

similar to the PRC2 and CHARD results from the POPAIR measurements taken at LHO.

The 9 MHz results for pitch and yaw are shown in Figure 44, and demonstrate that it is

unlikely that decent signals for these alignment degrees of freedom can be derived from a 9

MHz POP sensor. Therefore, POP WFS with 36 and 45 MHz demodulations are likely the

best choice.

Figure 44: Finesse3 simulation of POP sensing matrices in pitch and yaw for a 9 MHz

demodulation. Units are in W/rad. Values are at DC with no feedback control engaged.

Other alignment degrees of freedom such as the input pointing from IM4 appear weakly

in POP (not shown). IM4 alignment is still best controlled from the reflection port.

4.5.3 Benefits of POP Alignment Control

There are multiple benefits to alignment control using a signal from the POP port. One

benefit has been previously summarized in T1600580 [102], which is that when facing crit-

ical coupling, the alignment signals derived from the REFL port WFS degrade. This was

observed in O3 at LHO. A similar issue has been seen at LLO in O4. The CHARD signal
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still shows up strongly at REFL, but the PRC2 and INP1 signals have been completely lost.

IM4 is now controlled on dither, and PRC2 must be controlled using POPX.

The PRG at LHO is currently very high, and at 60W operating power the POPX sensor

is not needed as the PRC2 signal in REFL is stable. However, the O5 upgrade will include

replacement of all four test masses at both sites. Currently, we cannot predict what effects

the new test masses will have on the PRG. The replacement of ITMY at LHO was beneficial

for several reasons. In this particular instance it solved the issue with critical coupling at

LHO. However, the replacement of test masses at LLO had the opposite effect of reducing

the PRG and likely contributing to the loss of alignment signals at REFL. Hopefully, the O5

test mass replacements will be only helpful, but having in-vacuum POP alignment sensors

will allow flexibility to manage any alignment issues related to critical coupling.

There is also evidence from the LHO power up attempts during O4 commissioning that

POP alignment control is much more stable during high power operation. The tests of an

80W lock at LHO showed that regular locklosses occurred about 30 minutes into the lock

due to the PRC alignment signal changing significantly at the REFL port [112]. This issue

was avoided by moving the alignment signal back to POPX [113]. This is something to keep

in mind for any further power increases in O5 commissioning.

Overall, the POP port provides a much more stable signal for PRC alignment than the

REFL port in various interferometer configurations. If a POP alignment signal is required

for high power operation at both interferometers, the best scenario from a noise perspective

is to ensure the sensor is placed in vacuum.

One additional benefit that has not yet been explored is the ability to control other

degrees of freedom at POP. The Finesse3 simulations show that a MICH alignment signal

can be derived at POP. If MICH is moved from the AS port to the POP port, this can improve

other alignment signals. Currently, the signal-to-noise on the AS72 WFS is poor, partially

due to the fact the AS WFS currently support three demodulations on a detector designed

for two. With MICH alignment control on POP, the AS port WFS can be redesigned to

manage only the 45 and 72 MHz signals, which can greatly benefit the interferometric control

of the SRC alignment.

Two POP WFS will probably be the most beneficial to achieve these goals. With two

detectors approximately 90◦ in Gouy phase apart, better diagonalization of the alignment

signals is possible. In particular, the CHARD signal is phased almost 180◦ different between

the two POP45 sensors. If there is any concern about cross coupling between PRC and
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arm alignment, two sensors allow more flexibility to subtract the arm signal from the PRC

alignment signal. Conversely, there is very little difference between the two POP36 signals,

so there is not much benefit to two different Gouy phases of the POP36 WFS. However,

these simulations do indicate the benefit of both the POP36 and POP45 demodulations, so

even with one WFS, the upgrade should prioritize a WFS that is capable of the 36 and 45

MHz demods.

4.6 Conclusions

This chapter has provided an overview of alignment sensing and control in a complex in-

terferometer topology. With some background in beam propagation and cavity stability

requirements, the basics of wavefront sensing are presented. Several inteferometer alignment

degrees of freedom are described, along with the best methods for sensing and controlled

these DOFs. An overview of the current Advanced LIGO sensing and control topology for

alignment is summarized, with descriptions of the sensing, input and drive matrices. A

method for measuring open loop gains of alignment control loops is described. Recent open

loop gain measurements of almost all alignment degrees of freedom are shown, along with an

analysis of their performance. Finally, a proposal for an improved alignment sensing method

is described for future detector upgrades, along with both measurements and models to

motivate the change.

With a full picture of the alignment topology of the Advanced LIGO interferometer, we

can now move into discussion of the noises limiting these controls. Then, we can take a

deeper look at the particular challenges of the Fabry-Pérot arm cavity alignment control,

especially in the context of high operating power.
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Chapter 5

Noise Characterization of Alignment

Sensing and Control

As briefly mentioned in Chapter 2, noise from alignment controls is a significant limiting

noise source in gravitational-wave detectors at low frequency. Reducing noise from alignment

controls is one of the most important avenues for investigation in commissioning advanced

detectors, as this is a region that gravitational wave detectors traditionally fall short of design

goals. In observing run three (O3), the LIGO Hanford Observatory was nearly completely

limited by noise from alignment controls below 30 Hz, see Figure 45.

With the previous chapter’s overview of alignment sensing and control, and a better

understanding of the control topology and challenges, we can begin an investigation into

what alignment controls are the most limiting to gravitational wave strain, what sets the

noise in the alignment control loops, and how we can manage the coupling of alignment

controls to the differential arm length.

This chapters details efforts to characterize the noises that limit the alignment sensors and

controls, and when possible, reduce them. Section 5.1 describes measurements to determine

sensing noises that limit the reflection port wavefront sensors. Sections 5.2 and 5.3 detail

noise limitations in the wavefront sensors to auxiliary mirror motion and optical table motion.

Section 5.4 describes cross-coupling between auxiliary controls and global alignment loops.

Section 5.5 explores alignment coupling to differential arm length, and Section 5.6 provides

a summary of the current noise performance of each alignment loop given the mitigations

discussed in this chapter.
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Figure 45: The noise budget of the LIGO Hanford Observatory during O3. Alignment

control noise almost completely limits the sensitivity below 30 Hz. Figure from [44].
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5.1 Noise Characterization of Alignment Sensors

The alignment sensors, either WFS or QPDs, are a set of four photodiodes that are used

for either RF or audio-band detection. As such, they will experience shot noise due to the

incident power on the detector and dark noise due to the electronics. Dark noise can be

further divided into noise from the electronics, such as Johnson noise, and noise from the

analog-to-digital conversion of the signal, called ADC noise.

5.1.1 Shot Noise

Shot noise on a photodiode results from Poisson fluctuations of photon arrival time at the

detector. A DC power is detected by measuring a finite number of photons that arrive

randomly and independently of each other. This process results in a white noise that depends

only on the incident power on the detector, PDC , and the light quanta arriving on the

detector, characterized by their wavelength, ω. The amplitude spectral density of shot noise

is therefore

√
Sshot(f) =

√
2ℏωPDC

[
W√
Hz

]
. (5.120)

By measuring the incident power on each segment of the alignment sensor, the total shot

noise of the detector can be calculated. At the reflection port, the wavefront sensors have

approximately 6mW of power incident in full lock with 50 W of input power [114]. At the

antisymmetric port, the wavefront sensors have approximately 4mW of the power incident

in full lock with 60 W of input power [115].

However, this formulation of the shot noise assumes that the incident power on the

detector is dominated by carrier power. If the incident power is instead dominated by

RF sideband power, then we must account for cyclo-stationary shot noise, where the power

incident in each quadrature varies due to the demodulation of the signal [116]. As a result, the

shot noise ASD acquires an additional sinusoidal variance that depends on the demodulation

phase. As demonstrated in [116], the resulting shot noise PSD becomes

√
Sshot(f) =

√
2ℏωP

(
1

2
− 1

4
cos 2θ

)
, (5.121)

where P represents the average power incident on the photodiode.
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At the REFL port, the light incident on the WFS is dominated by carrier power, so

Eq. 5.120 holds. However, the power incident at the AS port contains significant 45 MHz

sideband power, so Eq. 5.121 must be considered.

5.1.2 Dark Noise

The electronics in each photodiode segment of the WFS have some inherent noise that does

not depend on the incident power. This noise is often referred to as “dark noise”, as it is

present even with no incident light on the photodiodes. This type of noise mostly arises from

the thermal noise in the electronics, and therefore only depends on the temperature and the

electronics used. This noise also appears as a white noise.

5.1.3 ADC Noise

Most of the Advanced LIGO controls are performed via the digital system, and so all analog

signals must be converted to digital. The conversion of an analog signal to a digital signal

acquires additional noise. This noise is also considered a dark noise, since it is present

independent of the incident power. However, it is distinct from the noise described above,

as it is acquired within the signal chain.

A full diagram of the signal chain is show in Figure 46. First, an incident power, P ,

on the photodiode generates a photocurrent I. This photocurrent is converted to a voltage

via a transimpedance amplifier. Within these steps, the signal acquires a dark noise, ndark,

from the photodiode electronics. This RF signal voltage is then demodulated to create an

audioband voltage. The resulting analog signal is then converted from voltage to digital

counts using the analog-to-digital converter, where it is whitened before passing through

the converter. The digital signal is then dewhitened to undo the whitening process. In this

way, ndark is both whitened and dewhitened, while only nADC experiences dewhitening. This

allows the whitening/dewhitening process to suppress ADC noise while having no effect on

the rest of the signal.

To quantify ADC noise and dark noise, two measurements must be made. First, a

measurement of the noise on the WFS with no incident light, and nominal whitening is

made (A). Then, the electronics whitening is disengaged, and the noise is remeasured (B).

The resulting noises measured in each are as follows
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noiseA =
√

[ndark]2 + [nADC ×DW ]2 (5.122a)

noiseB =
√
[ndark]2 + [nADC ]2 (5.122b)

where DW represents the dewhitening filters, usually multiple stages of low-pass filters.

These two measurements can be subtracted in such a way to calculate the dark noise and

ADC noise present in the dark signal. These equations also demonstrate that these noises

add in quadrature.

Figure 46: A diagram of the RF signal chain. First, the incident power on the photodiode

is converted to photocurrent, with some photodiode responsivity, R. Then, the signal is

converted to a voltage via the transimpendance amplifer with transimpedance, T . The RF

signal is demodulated into an audio signal with demodulation Ω and demodulation gain D.

Finally, the signal is whitened, passed through analog-to-digital conversion via the ADC and

then dewhitened. The resulting digital signal is now measured in counts.

The signal chain depicted in Figure 46 also demonstrates how a measured digital signal is

calibrated into Watts of incident power. The incident power, P , is converted to photocurrent,

I, with some responsivity, R, that depends on

R = η
eλ

hc
, (5.123)

with e representing the electronic charge, λ the laser wavelength, h Planck’s constant, and

c the speed of light. Because the conversion from an incident photon to excited electron

in the photodiode is not perfect, the quantum efficiency, η, captures the conversion effi-

ciency [117]. The aLIGO WFS have a photodiode responsivity of about 0.76 Amperes of
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photocurrent per Watt of incident power [118]. The electronics design includes a tran-

simpedance of 1 kOhm [118]. The electronics chain includes an additional 22±1 dB of

demodulation gain [119]. Finally, the signal chain includes a ±20V, 16-bit ADC [118]. The

AS WFS also have an additional 20 dB whitening gain engaged [120].

The calibrated measurement of these noises in the WFS is shown in Figure 47. The

figures show a calibrated measurement of the noises from two REFL port WFS at the 9 and

45 MHz demodulations. Both of these measurements show that the noise above 10 Hz in

each sensor is mainly dominated by the dark noise of the sensor itself. Both ports make use

of multiple stages of whitening/dewhitening which suppresses the the ADC noise. The shot

noise in these plots is calculated according to Equations 5.120.

The noise budgets for the REFL WFS demonstrate that in order to raise the shot noise

level to match the level of electronics noise, the shot noise would need to increase by at least

a factor of three. This corresponds to approximately a factor of ten increase in power at the

REFL port. However, this would likely saturate the electronics, as the design of the aLIGO

WFS has a maximum incident power tolerance of about 50 mW due to the 16-bit ADC.

5.2 Contribution from Optic Motion

Reinjected local control noise from auxiliary optics couples into the wavefront sensor signals

at the REFL port. These auxiliary optics are not under interferometric control, and only

controlled via local damping loops sensed by local shadow sensors. The optics with the

strongest contribution to noise in the REFLWFS are the mirrors along the input telescope to

the interferometer (IMs 1, 2 and 3), as well as power-recycling mirror 3 (PR3). The wavefront

sensors also detect other optic motion, namely the arm cavity mirrors and other power-

recycling cavity and input mirrors, however those particular mirrors are under interferometric

control, and estimating their contributions to the noise become more difficult. For out-of-

loop optics, the contribution to the noise in each sensor can be directly measured via a

coherence projection.

The coherence in power between two signals, x(t) and y(t), is defined as

γ2xy =
|Sxy(f)|2
Sx(f)Sy(f)

. (5.124)

If x(t) is the target channel and y(t) is some witness channel of noise in x(t), the coherence

between them defines the fraction of noise in x(t) that can be explained by noise witnessed



118

101 102
10-12

10-11

10-10

10-9

10-8 REFL A RF9

ADC Noise
Dark Noise
Shot Noise
Measured Noise

101 102
10-12

10-11

10-10

10-9

10-8 REFL A RF45

ADC Noise
Dark Noise
Shot Noise
Measured Noise

Figure 47: Noise budgets of ADC, dark, and shot noise for the REFL A WFS demodulated

at 9 and 45 MHz. Most of the noise above 10 Hz can be explained by dark noise from the

electronics. The measured noise and shot noise were measured in full lock with 50 W input

power to the interferometer. This data was taken at the LIGO Hanford Observatory on

September 4, 2022.
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by y(t). To avoid the bias of random noise, some minimum threshhold for coherence must be

set. Generally, the inverse of number of averages N of a measurement provides a reasonable

minimum for this estimate.

For γ2xy > 1/N , the amplitude spectral density of the noise in x(t) as witnessed by y(t) is

√
Sw(f) =

√
γ2xySx(f). (5.125)

This projection assumes that the witness channel is an independent witness of this motion.

Since this method usually relies on a passive coherence between the two channels, it can

be unreliable in estimating the total noise contribution from auxiliary channels. To better

estimate the contribution of witness channel sensors, a direct measurement of the noise via

a transfer function is more ideal. When multiple channels witness the same or similar noise

in the target channel, a more complete method, such as Wiener filtering, should be applied.

However, this method provides a good diagnostic tool for quick estimates.

One such projection is shown in Figure 48. Here, the contributions of PR3 motion, IM

motion, and table Z motion are projected into two REFL wavefront sensor channels. These

channels are combined to create the error signals for the common arm alignment loops. The

figures show significant amounts of the noise in the sensors can be explained by coupled noise

from optic motion and table motion. In particular, the reinjected sensor noise from the local

sensors of the optics contributes heavily to the noise in the WFS, and the RMS of the signal.

5.2.1 Improving Noise from Local Controls

Examining the results in Figure 48 shows that above 10 Hz, excess noise in the sensors lies

an order of magnitude or more above the fundamental noise in the sensors, which lies around

1×10−10 W/
√
Hz. Much of this noise can be attributed to sensor noise from the local shadow

sensors, OSEMS, that are used to control the suspensions [122]. The local controls used for

the IMs and PR3 do not sufficiently suppress noise reinjection above 10 Hz.

To mitigate this noise, the local controls were recommissioned for these suspensions.

The local control is designed to damp suspension motion, especially around the suspension

resonances. As such, these are AC-coupled loops of low bandwidth.

The IM suspensions are single suspensions designed to have a combination of passive and

active damping controls for the six degrees of freedom [123]. The active damping controls the

length, pitch, and yaw degrees of freedom. The significant noise contribution demonstrated



120

100 101
10-11

10-10

10-9

10-8

10-7

10-6

10-5 REFL A RF9

Measured
IM motion
PR3 motion
table Z motion

100 101
10-11

10-10

10-9

10-8

10-7

10-6

10-5 REFL A RF45

Measured
IM motion
PR3 motion
table Z motion

Figure 48: Projections of optic motion into the REFL wavefront sensors at the LIGO Hanford

Observatory. The noise contributions are estimated via coherence projections. Data taken

July 6, 2022 [121].
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in Figure 48 results from a projection of the damping of the pitch degree of freedom, but

all three of these DOFs can contribution noise into the alignment sensors in pitch and yaw

(length contribution is a result of length-to-pitch cross coupling).

The active damping loop design in use prioritized suppression of the ∼1 Hz suspension

resonances, but had very little noise suppression above 10 Hz. Figure 49 compares the pitch-

to-pitch transfer function of the IM damping control with the old and new design. Above

10 Hz, the loop gain is suppressed by two orders of magnitude with little impact on the loop

stability or performance around the suspension resonance of 1.1 Hz. A similar adjustment

was made to the length and yaw local controls.
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Figure 49: A model of the IM pitch-to-pitch transfer function comparing the loop design

before and after improvements were made to reduce noise injection above 10 Hz. The loop

maintains suppression around the suspension resonance at 1.1 Hz but reduces the gain by

two orders of magnitude at 10 Hz.

The PR3 suspension is a large triple suspension [124] with active damping for all six

degrees of freedom, using the BOSEMs [122]. To reduce reinjected BOSEM noise in the global

alignment controls, the damping loops for all six degrees of freedom were recommissioned
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to prioritize noise reduction above 10 Hz and reduction of the total RMS present on the

REFL WFS. A comparison of the new and old design for the pitch-to-pitch transfer function

is shown in Figure 50. Gain is reduced by a factor of ten around 10 Hz to improve noise

reinjection. There is also some reduction of the gain around the resonances. This design

allows some reduction of the noise that dominates the low frequency portion of the WFS

signals, as seen in Figure 48, but still maintains desired suppression of the suspension motion.

The coherence of the measurement is shown in the third subplot to be near one across the

measurement band, demonstrating high accuracy of this measurement.

Both of these changes were beneficial to noise in the wavefront sensors, as well as the

noise that couples into the differential arm length through the alignment control. Figure 51

shows a spectrum of wavefront sensors after these upgrades were implemented. No further

coherence with the IM damping loops is observed. PR3 motion still dominates the spectrum,

but there are some improvements in the noise level across the spectrum. Most importantly,

the significant noise resulting from table motion is better resolved compared to Figure 48,

allowing other mitigation techniques for the noise above 10 Hz.

5.2.2 Noise Improvements

The improvements in the IM and PR3 damping control also improved alignment noise cou-

pling to the differential arm length. The CHARD signal is formed from a linear combination

of all four REFL WFS signals, Table 6. Any improvement in the wavefront sensors is an im-

provement in the CHARD control noise. Due to the coupling of CHARD into the differential

arm length, the noise contaminating gravitational-wave strain is also reduced.

Figure 52 compares the amplitude spectral density of the differential arm length at low

frequency around the IM damping change. With the improvement in the IM damping control,

the low frequency noise in DARM also improved between 20 and 30 Hz. To confirm this

improvement is real and repeatable, a “chop” test is performed. The noise level in DARM is

measured while alternating the control configuration from the old to the new configuration.

The chop test demonstrated that this improvement was repeatable with the improved IM

damping design.

Improvements to the PR3 damping control had a slightly different effect. No change in

the noise within the gravitational-wave band was witnessed, but an improvement of the in-

loop error signal RMS was measured. Figure 53 shows the DARM error signal, as measured

by the OMC DCPDs in current amplitude spectral density. The improvement in the PR3
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Figure 50: A measurement of the PR3 pitch-to-pitch transfer function before and after

improvements were made to reduce noise injected into the alignment signals at REFL. The

new design reduces some control around the suspension resonances, but suppressed noise

at 10 Hz. The coherence of the measurement is shown. Data taken at the LIGO Hanford

Observatory July 26, 2022.

local control coupled less BOSEM sensor noise to the alignment and length control loops that

couple directly to DARM. The improvement resulted in a reduction of the RMS measured

on the DCPDs to 0.01 mA. The DARM offset current is 20 mA in observing run four (O4).
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Figure 51: Projected noise from both optic motion (PR3) and table motion to the reflection

port wavefront sensors after the improvements to auxiliary mirror local controls. Data taken

from the LIGO Hanford Observatory on September 4, 2022.
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noise injection into the alignment control loops.
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5.3 Contribution from REFL Port Table Motion

The reduction in damping noise in the REFL WFS revealed significant coupling from the

motion of the optical table where the sensors are mounted, located within HAM1, see Fig-

ure 5. When the reflected interferometer beam arrives to this table, it is steered onto the

wavefront sensors with two tip-tilt mirrors, referred to as RM1 and RM2. The table itself is

mounted on a passive isolation stack. This passive isolation is insufficient to suppress ground

motion above 10 Hz. Any motion that this table experiences couples to the wavefront sensors

via the imprint of the excess RM motion onto the light. Four table-top L4C seismometers

mounted on this table are good witnesses for this motion.

While nominally six degrees of freedom should be accounted for in table motion (three

rotational and three translational), only four sensors are mounted due to space constraints.

The signals from the four sensors are diagonalized to account for rotational motion about

the X and Y axes (RX and RY), as well X and Z translational motion. Due to poor diag-

onalization and placement, these four degrees of freedom are highly coupled. To achieve a

coherent projection of the table motion to each wavefront sensor, the autocorrelation of the

four witness sensors, as well as the cross-correlation of the witness and target sensors must

be accounted for. This is achieved by applying a Wiener filter for each target channel, in

this case the four REFL WFS channels.

There are two possible strategies to mitigate this excess noise. The first strategy involves

implementing signal blending. Both the wavefront sensors at the REFL port and the trans-

mission QPDs at the end stations witness the motion of CHARD, one of the loops most

significantly impacted by this noise. As detailed by H. Yu [125] in Section 7.3.2, interfero-

metric control of the arm cavity axis is essential at DC. The AC motion of the arm cavity

axis is witnessed by the arm transmission QPDs, and is enhanced by the arm cavity gain,

while motion of the recycling cavity is not. Therefore, an AC error signal of the arm cavity

axis could be derived from the transmission QPDs and be distinguished from recycling cavity

motion, as long as the DC portion of the signal is controlled interferometrically. A signal

blend applies a filter that creates a CHARD error signal from wavefront sensors at DC, and

QPDs at AC. The QPDs provide control above a few Hz, where the transmission QPD noise

is flat.

This is a good strategy, and was applied to the LIGO Hanford Observatory control scheme

in O3 [44]. There are two important caveats to this strategy. The first is that this strategy
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can only be applied to CHARD, but all loops sensed at the REFL port see this excess noise.

The second is that the transmission QPDs contain a significant amount of pitch/yaw cross

coupling, demonstrated in Figure 54 [126]. When driving in CHARD pitch at 8.125 Hz,

significant portions of signal appear in the four arm transmission QPD yaw signals. This

cross coupling is not evident in other sensors. Therefore, application of this method would

likely increase CHARD pitch/yaw cross coupling at high frequency, where noise coupling to

DARM is significant. Furthermore, this strategy was applied when the table motion coupling

was significantly weaker, due to the presence of other noise couplings, as shown by comparing

Figure 48 and 51.
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Figure 54: A transfer function of the transmission QPD signals to CHARD pitch motion

while driving in a sine wave CHARD at 8.125 Hz. No signal blending was applied during

this measurement. Notch filters are applied at the same frequency as the drive to avoid loop

effects. Significant pitch/yaw cross coupling is measured in the sensors [126].

Given the improved resolution of this table noise in the sensors, the second method

to reduce table motion coupling involves applying a feedforward cancellation, similar to the

strategy described in 2.2.1. This strategy can be applied to any control loop impacted by this

excess noise, and does not introduce any excess opto-mechanical coupling in its application.

The application of feedforward relies on the accuracy of the measurement of the coupling—

this strategy would not have been as successful before the improvements in the REFL WFS

noise from other sources.
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5.3.1 Applying HAM1 Feedforward

To apply feedforward of the HAM1 table motion, data was collected from all witness seis-

mometer channels, and the desired control channels (CHARD, PRC2, and INP1). The

coupling of these witness channels to the control channels were measured, and a feedforward

filter was fit for each channel. The NonSENS (Non-Stationary Estimation of Noise Subtrac-

tion) algorithm was applied to fit these channels [127, 128, 129]. NonSENS is an optimal

package to use for this noise coupling, as it accounts for noise modulation.

The specific application of this training involves using offline data to train for online noise

subtraction. There are specific challenges related to this application [130]:

• The channels are often saved with a different sampling rate than the online channels in

LIGO Digital System, e.g. the ASC model is a 2048 Hz model, while all ASC channels

are saved offline at 256 Hz.

• The channels used for subtraction are in different models, so IPC delays occur, e.g.

the seismometer witness channels are in a 4096 Hz seismic model, versus the 2048 Hz

ASC model for the target channels.

• There may be additional filters in the frontend models that are not measured or ac-

counted for in the offline data.

• The target channel is part of an in-loop signal.

A diagram that better elucidates these effects is Figure 55. This figure and work-through

is all presented in LIGO technical report T2300064 [130]. Some channel x has a coupling to

h defined by A. We would like to design a filter S that will counteract this coupling. Delays

between models, or other real-time effects, are accounted for in F . The offline channels xDQ

and hDQ are not necessarily the same as the live channels, because the data is often saved

at a lower rate than the live channel due to the application of some anti-aliasing filter, Q.

When using these offline data sets to train the online subtraction, T is generated, which is

not the same as S, the desired coefficient.

We can write the coupling as

h = Ax (5.126)

where our goal is to tune S to cancel out A

0 = (A+ SF )x. (5.127)
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LIGO-T2300064-v1

Here S is either a NonSENS block, or a filter module populated with an equivalent filter, as pro-
duced by NonSENS. We have included and additional filter F that represents additional effects
due to the real time system: delays for IPC between models, or additional filters. In most cases
F is simply the delay between models: this should simply be one sample at the rate of the sender
model.

When training with data saved to frames (DQ channels) there is an additional complication when
the DQ channels have different sampling rate than the test points. An anti-alias filter is applied
when downsampling the channels [5]. The additional complexity is shown in red below.

x

xDQ

h

hDQ

A

S

Qx

F

T

Qh

When training NonSENS using the DQ channels xDQ and hDQ, the optimal transfer function T for
offline time-domain subtraction is found. This is different from what needs to be implemented in
the frontend (the S filter above).

The goal is to trick NonSENS to lean S instead of T . The physical noise coupling is

h = Ax

and therefore the optimal subtraction is obtained when the subtraction path cancel out the physical
coupling:

0 = (A+FS)x

page 2

Figure 55: A diagram demonstrating the additional factors considered in offline subtraction

using NonSENS. The offline subtraction is designed to implement some subtraction S that

counteracts A. Model delay and real-time data effects must be taken into account with F .

Q represents anti-aliasing filters used for both the data and strain channels when the data

is saved is DQ. Therefore, a proper offline training must account for T , which contains all

these extra elements, in order to properly train S. Presented in [130].

The data for offline training is obtained without any subtraction in place, so

h = −FSx (5.128)

hDQ
Qh

= −FSxDQ
Qx

(5.129)

meaning that without accounting for these effects, we would train

T = −Qh

Qx

F (5.130)

instead of the desired S.

We can refer to Qh

Qx
F as our “pre-shaping” filter, that we first apply to our offline data

xDQ, such that our training actually determines S, instead of T . This pre-shaping filter is

applied to the signals before optimization by the NonSENS algorithm. These pre-shaping
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filters can either be measured in the online system, or modeled based on the knowledge of

the system.

If this subtraction is being applied to an in-loop signal, the effect of the loop also acts as a

pre-shaping filter. By measuring the closed-loop effect, this can also be applied. In the case

of HAM1 feedforward, the desired subtraction occurs above 10 Hz, while the loop bandwidths

are 3 Hz or lower. Figure 56 shows a model of the CHARD pitch closed loop response. This

closed-loop effect, above 10 Hz where our subtraction occurs, is negligible. Other control

loops that require HAM1 feedforward have even lower bandwidth, and therefore are even

less likely to have such an effect.
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Figure 56: A model of the magnitude of the CHARD pitch closed loop response.

5.3.2 Noise Improvements

Application of HAM1 feedforward reduced the excess noise in the controls above 10 Hz by

a factor of 2 or more. The improvements in the in-loop error signal of each control loop

is shown in Figure 57. The target was improvement about 10 Hz, but the implementation

reduced some noise below 10 Hz as well. Two of the three control loops, INP1 and CHARD,

still show some excess noise that follows the shape of the HAM1 noise. It is possible that the

feedforward is not fully optimized. However, PRC2 shows the full expected subtraction of

the noise. PRC2 P is sensed only on the RF9 sideband (see Table 6), which INP1 is on the

45 MHz sideband, and CHARD on 9 and 45 MHz signals. It is possible that the coherence of
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HAM1 motion is easier to measure on the 9 MHz signals, limiting the achievable subtraction

on the 45 MHz signals.
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Figure 57: In-loop error signals for three controls loops sensed at the REFL port comparing

the implementation of feedforward. HAM1 feedforward subtracts noise due to excess table

motion as witnessed by on-table seismometers.

Due to the coupling of the alignment controls to the differential arm length, this benefit

extended beyond improvements to the alignment loops. Figure 58 shows a reduction in the

differential arm length noise between 10 and 30 Hz with the application of this feedforward.

To test and confirm the improvement, the HAM1 feedforward was chopped, while monitoring

the differential arm length. This chop test proved that this improvement can be attributed

to the reduction of the alignment sensor noise injected into DARM through the alignment

controls.

Furthermore, it is imperative that the application of this feedforward be applied to all
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REFL port controls, and not just the CHARD loop. While CHARD has the most contri-

bution to the differential arm length noise due to both bandwidth and coupling strength,

the lower bandwidth REFL loops have coupling to both DARM and to CHARD. The first

implementation of HAM1 feedforward at the LIGO Hanford Observatory only targeted the

CHARD loop, and was less effective. By applying this subtraction to all loops, any cross-

coupling from INP1 and PRC2 that also contribute to CHARD or DARM noise is accounted

for, and the benefit is evident.
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Figure 58: The improvement in low frequency noise due to the implementation of HAM1

feedforward for all alignment signals at the REFL port.
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5.4 Contribution from Centering Loops

Wavefront sensors require a centered beam to properly detect the first-order misalignment

signal when a cavity is not well-aligned with the input axis. To ensure the proper centering

of the beam throughout the lock, both the REFL and AS (anti-symmetric) port wavefront

sensors have “DC centering” loops—low bandwidth loops that utilize the DC beam position

between the four quadrants as an error signal and feed back to steering mirrors to center the

beam. For the REFL WFS, DC1 and DC2 center on REFL WFS A and B respectively, and

feed back to RM1 and RM2, see Figure 5. For the AS WFS, DC3 and DC4 center on AS

WFS A and B, and feed back to OM1 and OM2, see Figure 5. These loop bandwidths do

not need to be very high; they are designed to track slow beam spot drifts over the course

of a lock.

In the course of investigating the noise coupling from HAM1, the REFL port optical

table, it was found that there is high coherence between the CHARD pitch and yaw control

loops, and DC1, DC2 and both RM steering mirrors. Each of these components have their

own coherence to the HAM1 motion. Passive coherence alone is insufficient to determine if

these small suspensions and centering loops couple noise into CHARD, or if all the controls

witness the same table motion.

Therefore, the best method is to measure the coupling directly, through a noise injection.

By injecting into the DC1 control loop, for example, the resulting transfer function from

DC1 to CHARD can be determined. That transfer function can then be used to make a

projection of the coupling to understand if noise from these auxiliary loops couple directly

to the target (CHARD).

Figure 59 shows the results of such a measurement. A shaped broadband injection into

the DC centering loop control (of DC1 and DC2) was driven approximately a factor of ten

above ambient at 5 Hz and above. The coherence with the CHARD pitch and CHARD yaw

control was measured. The resulting transfer function was used to calculate the coupling to

CHARD, following Eq. 2.45.

This result indicates a significant amount of the noise in the CHARD control above

5 Hz was limited by reinjected sensing noise from these centering loops. Notably in this

investigation was a lack of coherence with the DC3 and DC4 loops with the DHARD control

that uses the AS WFS for its error signal. A significant difference here is the bandwidth

of the DC control loop—DC1 and DC2 bandwidths were near 3 Hz, which DC3 and DC4
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Figure 59: The measured DC centering loop coupling to CHARD pitch and yaw, calculated

via a linear projection based on the measured CHARD/DC coupling. All DC loop points

shown have a coherence with CHARD of at least 0.1 for a measurement of 30 averages.

bandwidths were below 1 Hz. Both loops feed back to similar tip-tilt suspensions, so there

is no need for this level of control at the REFL port.

The DC1 and DC2 bandwidths were reduced to below 1 Hz, matching the AS loop design.

This change had no impact on the locking procedure, which relies on the centering loops

to stabilize the WFS signals. Similar to other improvements, this upgrade corresponded to

improvement in the differential arm length noise spectrum. Again, this change was chopped

multiple times to confirm the the repeatability and origin of the improvement. Figure 60

shows this improvement from 10-20 Hz, matching what we expect based on the transfer

function coupling.

5.5 Alignment Coupling from Spot Positions

So far this chapter has focused heavily on the noise present in the loops and reducing it to

achieve lower noise overall in the gravitational-wave strain. However, this is not the only

method to reduce alignment controls noise. Investigating what actually drives the alignment

coupling to differential arm length, regardless of the sensor noise, can also lead to a reduction

in the overall noise.

Returning to Equation 2.54, the coupling of angle to length is directly related to the

spot position on the mirror. In order to achieve the lowest angle-to-length coupling, the

beam must be centered with respect to the actuation center of the mirror. This effect is
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Figure 60: The differential arm length noise improvement from a reduction in DC centering

control bandwidth.
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Figure 61: A diagram of spot-miscentering leading to angle-to-length coupling.

demonstrated in the cartoon in Figure 61. Specifically, the relationship between the terms

in this figure can be written as

∆L ≃ ∆y∆θ. (5.131)

The larger the offset from center, the stronger the coupling of angular motion is to the

length signal. Reduction of angular noise coupling can therefore be performed through a

reduction of the residual angular motion, ∆θ, as described so far, as well as a reduction in

the beam mis-centering, ∆y. Note that this representation of the coupling assumes a singular

frequency dependence of the coupling, which is likely inaccurate, as discussed in Barsotti et

al [48].

While nominally this requires aligning the beam with the geometrical center of the mirror,

there are a few points to consider about the best location for the beam on the mirror surface.

First, the attachment point of the fibers on the mirror is above the center point of the mirror

by just over one and a half millimeters. Aligning the beam to the geometrical center would

then induce inherent pitch-to-length cross coupling. Furthermore, the actuation points on

the mirror can be adjusted to set the mechanical center, or actuation node, away from

geometric center. This can be used to, for example, compensate the pitch alignment for the

slight offset in attachment point. However, the final point of consideration is mirror point

defects, which are more important to avoid.

Mirror point defects, often referred to as “point absorbers”, are small defects on or in

the optical coating that absorb more than the expected amount of power [131]. These point

absorbers may be defects from the coating process, or other contaminants. The excess

absorption of these points causes significant wavefront distortions in the cavity given the
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large intracavity power in the arms [131, 44]. If point absorbers are present on a Fabry-

Pérot cavity mirror, it is best to steer the beam away from the absorber and reduce optical

losses from absorption, scatter, and mode matching loss.

To find the best beam position on the mirror, the beams are slowly rastered over the

mirror surface by changing the angle-to-length actuation gains. This slowly changes the

mechanical actuation point of the mirror, and therefore the mechanical center. Dithering

servos run during this process to move the beam to the new center by minimizing angle-to-

length coupling, following the coupling in Equation 5.131. During this process, cavity power

buildup and sensitivity are monitored to find the favorable operating position, as cavity

losses decrease when the beam is moved away from point defects. At the LIGO Hanford

Observatory in O4, the beams were moved off-center in pitch and yaw on both ETMs by

approximately 16 millimeters to avoid point absorbers. The beam was also mis-centered by

a few millimeters on ITMX due to a point absorber. ITMY was replaced shortly before the

O4 commissioning period began, and no significant point absorbers have been detected.

Three beam centering servos control the beam position on the test masses: two control

the arm cavity beam position for X and Y, and a third controls the beam position on ITMX

via actuating on the power-recycling mirror. Therefore, the beam position on ITMY is

uncontrolled. If the actuation node of the mirror does not align with the uncontrolled beam

position on ITMY, the alignment coupling to DARM increases.

To reduce this coupling, an excitation is driven into an alignment degree of freedom, such

as the pitch or yaw of DHARD, CHARD, or ITMY itself. Then, the ITMY actuation gains

are adjusted to reduce the measured DOF coupling to DARM by aligning the actuation

node with the beam position on the mirror. The inherent assumption in this process is that

this coupling is independent of frequency: the actuation gain provides a flat change in the

mechanical coupling, and the injection is performed as a sine wave at a single frequency.

By injecting a sine wave into the CHARD DOF at 8.125 Hz and adjusting the actuation

gains, the pitch coupling was reduced by a factor of four, and the yaw coupling by a factor

of 30 [132].

Even with this improvement, significant coupling of the DHARD yaw DOF persisted at

LHO. First, a sine wave injections at 30 Hz determined the minimized coupling occurred at

an yaw-to-length actuation gain of -1.65, while a sine wave injection at 15.1 Hz determined

that an actuation gain of -2.4 best minimized the coupling [133]. To test the origin of this

frequency dependence, a broadband excitation of DHARD yaw was injected between 10 and
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60 Hz [134].
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Figure 62: Broadband injections into the DHARD yaw degree of freedom measure a bilinear

coupling to differential arm length. Adjusting the spot position on the mirror away from the

nominal position changes the coupling.

Figure 62 shows the results of this test. Gains smaller than -1.65 (closer to mirror

center), best minimize the coupling above 30 Hz, while worsening the coupling below 30 Hz.

The exact opposite occurs for gains greater than -1.65. A minimum is found between the

actuation gains of -1.55 and -1.4, where the phase of the transfer function flips sign. Due

to the large DHARD yaw noise contribution to DARM below 30 Hz, this test determined

that a gain of -1.65 was best to minimize this noise, while not worsening the noise above

30 Hz significantly. Finally, this test validates the presence of bilinear alignment coupling

described in Barsotti et al [48].
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5.6 Residual Noise in REFL Control Loops

This chapter has summarized in detail effort to understand noise in the REFL wavefront

sensors and reduce that noise where possible. Considering the noise budget shown in Fig-

ure 47 and the noise projections to the WFS in Figure 51, a few conclusions about the state

of the REFL alignment sensing, and the status of the control loops can be made.

First, the wavefront sensors are not shot-noise limited. The measured dark noise present

is much higher than that of the shot noise, and it is not possible to increase the incident

power to achieve a shot noise limit without saturating the electronics. This dark noise is

dominated by inherent dark noise of the PDs or electronics, as measurements show the ADC

noise is sufficiently suppressed.

Second, much of the noise, in particular the RMS, is dominated by motion from PR3. It

is possible this is mostly reinjected sensor noise from the PR3 BOSEMs. An improvement in

the local control of PR3 would likely improve the overall RMS of the REFL port alignment

controls. Finally, the noise between 10-30 Hz is still dominated by the REFL table motion.

While feedforward can subtract some of this noise, it cannot subtract all of it. Until the

table motion is mitigated in some other way, differential arm length will still experience a

noise limitation from the excess motion of that table.

With the projections of these noise sources to each wavefront sensor, and the input matrix

values for each REFL port loop, summarized in Table 6, the in-loop error signal for CHARD,

PRC2 and INP1 can be derived. Figure 33 shows sensing matrix results for each of these

wavefront sensors in WFS counts/microradian of mirror motion.

Figure 63 shows this calibrated signal for CHARD pitch and yaw. CHARD is a linear

combination of all four WFS signals at the REFL port. The total in-loop RMS of CHARD

pitch is approximately 8 nanoradians, and yaw 20 nanoradians. This RMS is dominated by

PR3 motion. The sensing noise limit is 7×10−14 rad/
√
Hz, and coupled REFL port table

motion above 10 Hz reaches 2×10−12 radians/
√
Hz. The yaw signals are not contaminated

with this table motion, but only reach a sensing noise value of 3×10−13 rad/
√
Hz.

The projections for alignment controls noise in Barsotti et al [48] require 1 nanoradian

RMS for the Fabry-Pérot arm cavity optics. This measurement indicates that the in-loop

Advanced LIGO arm cavity motion due to common cavity axis motion is about factor of ten

too high. Furthermore, it predicts that the CHARD sensing noise will reach approximately

2.3×10−14 radians/
√
Hz above 10 Hz. Above 30 Hz, the measured sensing noise is a factor
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Figure 63: A calibrated measurement of the CHARD pitch and yaw in-loop error signal

noise.

of 3 higher in pitch and a factor of 10 in yaw than this prediction, and up to 50 times higher

than this prediction between 10 and 30 Hz in pitch.

Figure 64 shows the projected results of INP1, also using calibrations from Table 6

and Figure 33. INP1 pitch achieves 500 nanoradian RMS, and yaw 300 nanoradian, which

is about an order of magnitude higher than the predicted 40 nanoradian RMS from [48].

The sensing noise level above 30 Hz is around 8×10−12 radians/
√
Hz in pitch and 5×10−12

radians/
√
Hz in yaw, about 20 times higher than required in [48]. The excess HAM1 noise

increases this value in pitch to up to 2×10−10 radians/
√
Hz between 10 and 30 Hz.

Figure 65 shows the projected results of PRC2. In [48], the assumption was made that

PR3 would be used for the control of the power-recycling cavity alignment. However, the

results for PR2 line up well with this prediction. PRC2 achieves 8 nanoradian RMS in pitch

and 1 nanoradian RMS in yaw, well within the requirement for auxiliary ASC [48], and a

sensing noise level of 1×10−14 radians/
√
Hz in pitch and 7×10−15 radians/

√
Hz in yaw. PR3

motion also dominates the RMS, and the noise above 10 Hz is contaminated by REFL table

motion up to 2×10−13 radians/
√
Hz.

These calibrated signals indicate areas for improvement in the low frequency suppression
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Figure 64: A calibrated measurement of the INP1 pitch and yaw in-loop error signal noise.

of alignment noise, especially for INP1. However, much of this low frequency noise is a

result of BOSEM noise. An improvement in the local sensing noise for suspension control

may help relax many of the controls requirements. Also, despite some improvement due to

HAM1 feedforward, there is still considerable noise from HAM1 motion coupling into the

controls above 10 Hz.

5.7 Conclusions

This chapter covers a variety of noise sources and noise couplings that effect the low frequency

noise that limits gravitational wave strain. Due to this study, considerable improvement in

the alignment controls was made ahead of the fourth observing run.

In O3, alignment controls noise limited LIGO Hanford Observatory at levels between

5 to 10×10−19 m/
√
Hz at 20 Hz, as shown in Figure 45. During first half of the fourth

observing run, this alignment controls noise was measured at 1×10−19 m/
√
Hz at 20 Hz, and

did not directly limit the gravitational wave sensitivity as it did in O3, see Figure 8. Many

of the upgrades and studies listed in this section have enabled that reduction. A comparison

between the low frequency displacement sensitivity along with the measured alignment noise
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Figure 65: A calibrated measurement of the PRC2 pitch and yaw in-loop error signal noise.

projection for O3 and O4 is shown in Figure 66, showing that the work reported in this

chapter led to an alignment noise reduction by a factor of ten below 30 Hz at the LIGO

Hanford Observatory.

However, this analysis has pointed out several areas for improvement. First, the alignment

controls are non shot noise limited, as desired. A deeper investigation into what drives this

high level of electronics noise, and how to increase the incident power would be of great

benefit to the alignment controls. This would lead to an improvement in signal-to-noise for

the controls, and perhaps a reduction overall in the noise above 10 Hz.

Developing better local controls for suspensions, especially in the reduction of sensing

noise, is another important part of improving the global alignment controls. Much of the

RMS of these controls is driven not by real displacement, but reinjected sensing noise from

local shadow sensors. A reduction in RMS would allow the control bandwidths to be reduced,

and relax noise suppression requirements.

Despite the success of HAM1 feedforward in O4, much of the noise injected from reflection

port loops results from this excess ground motion. An improvement in table isolation, or

other mitigation strategies would not just benefit the alignment controls, but the overall

noise level in the gravitational-wave strain.
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Figure 66: A comparison of the O3 and O4 LIGO Hanford displacement sensitivities, along

with the measured alignment controls noise contributions. Between 20 and 30 Hz, the align-

ment noise contribution has been reduced by a factor of ten. O3 alignment noise reported

in [44]. O4 alignment noise measured in [42, 43]
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Finally, more in-depth study is required into the behavior of alignment coupling in angle-

to-length. A full comparison of the frequency dependence of each degree of freedom may

provide more information about the bilinear nature of the coupling, and strategies for miti-

gation.

While Figure 66 shows exciting results for the improvement in the alignment noise con-

tribution, this level of technical noise is still high, and could again become a limiting noise

source as other low frequency noise sources are mitigated. Therefore, ongoing work to study

and mitigate alignment controls noise is of the utmost importance to continue to improve

detector sensitivity at low frequency.
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Chapter 6

Alignment Controls at High Power

In the last two chapters, the alignment control of the arms has been described, and a sig-

nificant analysis of the noise contributions to the sensors that help control those degrees of

freedom has been performed. Now, we will move into a more in-depth look at how the arm

alignment control must be designed, and many of the challenges therein, especially in the

context of high-power operation.

First, the arm cavity degrees of freedom have been consistently referred to as “HARD”

and “SOFT” modes. As promised, the reasoning for this nomenclature will now be described.

Also, it has been alluded to that the most significant sources of noise from alignment controls

arises from the control of the arms—the reason for this will become apparent in this chapter.

To further highlight the importance of understanding arm cavity alignment, not only is the

noise from these controls a limiting factor in the noise performance of a gravitational-wave

detector, but the actual control performance of the loops limits the operational stability of

the interferometer. Both the sensitivity and the duty cycle are important figures of merit for

an interferometer that hopes to make astrophysical detections. As this chapter will describe,

the arm cavity alignment controls are often a key part of that stability factor.

This chapter will include discussions on the opto-mechanical dynamics of a Fabry-Pérot

cavity with high intracavity power. There will be a presentation of modeled controls with

multiple modeling techniques, and a discussion of high power compensation methods. Then,

in addition to outlining the alignment considerations for high power operation, there will be

a description of alignment control challenges in the context of thermal effects which often go

hand-in-hand with high operating power.
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6.1 Radiation Pressure in Fabry-Pérot Cavities

In Chapter 4, the Fabry-Pérot cavity stability conditions were defined in terms of the g-

factors, or geometric factors related to mirror curvature and cavity length, g = 1 − L
R
. For

mirrors with curvature R1 and R2, it was stated that for light to stably resonate in the

Fabry-Pérot cavity,

0 < g1g2 < 1. (6.132)

This lends to the result that sign(g1) = sign(g2), such that their product is positive. Here,

we follow the convention that a positive radius of curvature denotes a concave mirror.

The Advanced LIGO mirrors are suspended, and the high finesse of the Fabry-Pérot

cavities, F = 440, enables significant amounts of laser power to resonate within the two arm

cavities. As a reference, the operating power goal for O4 was 400 kW intracavity power.

Previously, the detectors operated around 200 kW intracavity power in O3. The presence

of such a beam in the cavity means that the radiation pressure effect, literally the force of

light on the suspended mirrors, cannot be ignored. The laser beam itself acts as an opto-

mechanical coupling between the two mirrors in the cavity. When light resonates within

a Fabry-Pérot cavity, the mirrors are no longer independent pendula—they operate as one

coupled system.

This phenomenon was first outlined in the work by Sidles and Sigg [135], and further

studied by Barsotti et al [48] in preparation for Advanced LIGO. The radiation pressure

torque on the suspended mirrors as a result of a static misalignment of the input and end

test masses (θITM,ETM) in a Fabry-Pérot cavity of length L and intracavity power P can be

written as

τ = K̂opt(gITM , gETM , L, P )

(
θETM

θITM

)
(6.133)

where gETM and gITM are the g-factors of the end and input test mass respectively.

As demonstrated in [135] (and in our notation above), the torsional stiffness matrix,

K̂opt, only depends on the cavity geometry and intracavity power. This is not so for the

radiation pressure force in length, which has a dependence on cavity detuning and other

dynamics. One incredible result from this work by Sidles and Sigg is the dependence of

radiation pressure torque—it is inherent to the system regardless of cavity design choice,

cavity detuning, or other properties. Once a gravitational-wave detector cavity design is

chosen, the only other dependency is power. With an ever-continuous desire to operation
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gravitational-wave interferometers at high powers, understanding the dynamics of radiation

pressure torque is essential.

Specifically, this torsional stiffness matrix has the form [48] (c representing the speed of

light)

K̂opt =
2PL

c(1− gITMgETM)

(
−gITM 1

1 −gETM

)
. (6.134)

The relationship shown in this equation and 6.133 is for the case of the single cavity. The

diagonalization of this matrix results in one positive and one negative eigenvalue, independent

of the choice of cavity geometry or intracavity power. Emphasizing the significance of this

result from [135], there will always be one statically stable eigenmode (positive eigenvalue)

of the Fabry-Pérot cavity, and one statically unstable mode (negative eigenvalue).

However, this analysis leads to the understanding that there is one element here that can

be chosen. The sign of the cavity g-factors will determine which cavity eigenmode is statically

stable, and which is statically unstable. For positive g-factors, the major axis eigenmode is

statically unstable, and the minor axis eigenmode is statically stable. This was the operating

configuration for Initial LIGO, where intracavity power reached 15 kW [135]. However, the

Advanced LIGO design was chosen such that the cavity g-factors are negative, which lends

itself to a more favorable control design. The eigenvalues of the Advanced LIGO cavities

therefore correspond the positive eigenvalue to increasing stability with increasing intracavity

power, and the negative eigenvalue to decreasing stability with increasing intracavity power.

This leads to the naming of the two cavity eigenmodes as the “hard” and “soft” modes of

the cavity; that is, the hard mode becomes more stiff with increasing power and the soft mode

less stiff. A diagram of the two eigenmodes in a Fabry-Pérot are shown in Figure 67. The

resulting hard mode corresponds to a tilt of the cavity axis, while the soft mode corresponds

to a shift of the cavity axis. This diagram shows the relationship of mirror angle, θITM,ETM ,

with the resulting change in the cavity axis.

When no power resonates in the cavity, the suspension plant of each mirror is free, and

has some mechanical frequency f0. With the addition of the torque from a resonating beam,

the coupled ITM/ETM plant changes; the free pendulum frequency, f0, will be shifted from

rest via the factor

∆f 2
H,S = γH,S

PL

cI(1− gITMgETM)
(6.135)
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Figure 67: A diagram of the hard and soft modes of a single cavity. Diagram taken from

Barsotti et al [48].

where I represents the mirror moment of inertia and

γH,S = (gETM + gITM)∓
√
(gETM − gITM)2 + 4. (6.136)

The hard eigenmode is always positive and the resulting frequency shift only increases

this frequency with power. However, the soft eigenmode is negative and can be unstable if

the frequency shift, ∆fS, exceeds the fundamental frequency of the pendulum, f0.

This is actually an oversimplified view of the system, given that Advanced LIGO test

masses use a quadruple pendulum system that has four eigenmodes [37]. In fact, the fre-

quency shift of the eigenmodes of the system becomes more complex.

The Advanced LIGO design includes a maximum operating power of 750 kW. Figure 68

demonstrates the effect of radiation pressure torque on the Advanced LIGO QUAD suspen-

sion over the range of operating powers. At zero power, each suspension is free and therefore

has four yaw eigenfrequencies corresponding to the four suspension mechanical modes in yaw.

Thought of slightly differently, the hard and soft modes of the radiation pressure coupling

are degenerate with no cavity power.

With increasing intracavity power, the cavity mirrors become coupled opto-mechanically,

breaking the hard/soft mode degeneracy, resulting in eight total mechanical modes. As the

intracavity power is increased, the four hard mode frequencies increase with power and

the four soft mode frequencies decrease in power. Since the opto-mechanical coupling occurs
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Figure 68: Advanced LIGO quadruple suspension (QUAD) yaw eigenfrequencies as shifted

with intracavity power according to the Sidles-Sigg effect. At zero power, the Fabry-Pérot

cavity mirrors behave as free pendula with four eigenmodes corresponding to the four sus-

pension mechanical modes. With increasing cavity power, the mirrors become one opto-

mechanically coupled system with a splitting of the eigenmodes into eight total “hard” and

“soft” modes. The hard modes, shown with solid lines, increase in frequency, while the soft

modes, shown with dashed lines, decrease in frequency. For the full Advanced LIGO design

power, the soft mode becomes completely unstable as the eigenfrequency becomes negative.
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through the coupling of the final mirror stage of each cavity mirror, all mirror modes involving

the final suspension stage must split [136].

Represented in Figure 68, the four mechanical modes of the Advanced LIGO QUAD are

shown, each represented by a different color. With the presence of resonating cavity power,

the degeneracy between the hard and soft modes is broken. The dashed lines represent the

soft modes, each decreasing in frequency with increasing power, and the solid lines the hard

modes, each increasing in frequency with increasing power.

At the full aLIGO operating power, the soft mode will become completely unstable, as the

resulting frequency shift, ∆fS, is greater than the lowest frequency mechanical mode of the

system. As shown in Figure 68, the lowest frequency soft mode crosses zero at approximately

700 kW of power. This corresponds to the soft mode becoming completely imaginary and

unstable.

Also of note in Figure 68 is the behavior of the intermediate eigenfrequencies. While the

highest frequency hard mode and lowest frequency soft mode continue to increase/decrease

indefinitely, the intermediate frequencies do not cross, as expected in a stiffness matrix [136].

At some power, each intermediary eigenmode will appear to asymptote to a final value.

Therefore, when considering the suspension stiffness behavior with power, it becomes im-

portant to understand how the eigenmodes of the stiffness matrix interact. For controls and

noise considerations with multi-stage pendula, the most important eigenmodes of the system

will be the lowest frequency mode and the highest frequency mode. An unstable soft mode

will require a bandwidth of approximately three times the soft mode frequency to control,

so the behavior of the lowest frequency mode can inform suspension design to avoid this

instability. The highest frequency mode will determine the bandwidth of the hard mode

control, as that mode will require damping if it is driven by an external disturbance.

Note: only the yaw behavior of the Advanced LIGO QUAD is shown, but the same

effect exists for pitch. However, this becomes more complicated to demonstrate, as there is

significant pitch cross-coupling with other degrees of freedom such as length, whereas yaw

does not experience any cross-coupling in the design. Future suspension designs, such as the

A# BSC Heavy Quadruple Suspension, reduce this coupling and enable a better visualization

of the pitch modes. See LIGO Technical Document LIGO-T2300150 [136] for more details.
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6.1.1 Beam Size and Radiation Pressure

For a gaussian beam of width w and laser wavelength λ resonant in the Fabry-Pérot cavities,

the radiation pressure eigenvalues can be shown, to first order, to depend on the beam spot

size in the cavity [135],

kH = ∓ LP

c

w4

w4
0

(6.137a)

kS = ± LP

c
(6.137b)

and w0 =
√
λL/π. The Advanced LIGO choice of negative g-factor results in a positive

kH and a negative kS. The dependency on beam size here further motivates this choice.

Advanced LIGO beam size was chosen to be as large as possible while still maintaining the

required Fabry-Pérot stability requirements. This choice is to reduce the effect of coating

thermal noise, which inversely scales with spot size. The resulting cavity g-factors are set to

be

gETM = 1− 3995 m/2245 m = −0.78 (6.138a)

gITM = 1− 3995 m/1934 m = −1.06. (6.138b)

These values set the spot sizes to be about 5 cm on the input test masses and 6 cm on the

end test masses. The statically stable mode depends strongly on beam size, meaning the

stiffer degree of freedom will be more significant with power than the soft degree of freedom.

However, future gravitational wave detectors will exploit new technologies, such as lower

thermal noise optical coatings, and longer Fabry-Pérot arms. In these cases, the beam size

can be minimized out of preference or necessity. As will be detailed in further sections,

reduction of beam spot size will have favorable effects on angular control loop bandwidths,

corresponding to less technical noise.

For a 40 km detector, such as the type proposed for Cosmic Explorer [6, 31], beam diffrac-

tion must be limited over the distance of the arms. This sets a cavity g-factor requirement of

about -0.33, or a 30 km radius of curvature for each test mass. The resulting beam spot size

would be approximately 12 cm, twice the size of Advanced LIGO. Therefore, the Cosmic

Explorer design will minimize coating thermal noise, which is spot-size dependent, while

reducing the effect due to radiation pressure which is cavity-geometry dependent.

In the more near-term upgrade to the Advanced LIGO detectors, A#, there will be no

change in the cavity geometry. However, the power requirements will increase, with a goal
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of reaching 1.5 MW intracavity power [67]. To maintain cavity stability in these conditions,

the test masses will be heavier(100 kg), more than twice the current Advanced LIGO mass

(40 kg). This effectively increases the moment of inertia, which is inverse to the effect of

radiation pressure torque (Eq. 6.135).

6.2 High Power in Advanced LIGO

In O3, the LIGO Hanford Observatory achieved about 200 kW arm power and LIGO Liv-

ingston achieved about 240 kW of arm power in full operation [44]. Arm cavity power is

not easy to constrain in Advanced LIGO, as there is no sensor that is a direct witness of

the arm power. However, one simple way to determine the arm cavity power is to use the

knowledge of input power (Pin), power-recycling cavity gain (GPR), and arm cavity gain

(Garm) to directly calculate, following

Parm =
1

2
PinGPRGarm. (6.139)

This, of course, requires a well-calibrated understanding of the factors GPR and Garm, which

we will soon find challenging.

At LIGO Hanford, the arm cavity gain was measured to be 262 and 276 for the X and Y

arm respectively, mismatched due to asymmetries in the input test reflectivities and absorp-

tions [44]. The power-recycling cavity gain, called “PRG” for short, was 44±3 W/W [44].

Maximum input power was between 32 and 36 W [44]. In post-O3 commissioning and up-

grades, the Y-arm input test mass was removed due to the presence of a point absorber that

limited the operating power, and replaced with a test mass that more closely matches ITMX

and had no point absorbers. After this replacement, the PRG was measured to be 55 W/W

at 2W of input power [137].

During the pre-O4 commissioning period, LHO operated for significant time at three

different input powers: 50W, 60W and 75W from the pre-stabilized laser system (PSL).

Assuming an arm cavity gain of 260, this corresponds to operation between 300 and 430 kW

of arm power. The input power, power incident to the power-recycling mirror, PRG, and

arm power are reported in Table 9. While not used in full detector operation mode, the

values for 2 and 10 W input power are also included for reference later.

During the locking procedure, it is necessary to stabilize interferometric controls for

several different operating powers. All locking sequence steps, from locking the arm cavities
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PSL Input Power (W) PPRM (W) GPR (W/W) Estimated Parm (kW)

2 1.8 55 13

10 9.5 54 65

50 48 52 320

60 57 50 370

75 71 46 430

Table 9: Input powers, power-recycling gain, and arm cavity power to LHO during O4

commissioning.

with the ALS system through the CARM offset reduction must be performed at 2 W. This

is mainly driven by the difficulty in holding a cavity locked when purposefully detuned,

as the arms must be before bringing them to resonance on the main laser. The radiation

pressure force in length, similar to what is described in described in Section 6.1, has a strong

dependence on longitudinal cavity offsets and power, unlike the angular effects.

Once all cavities are locked and alignment controls are engaged at 2 W power, the locking

procedure begins the process of increasing the input power of the interferometer. This is done

in slow 5 W steps until the final operating power is reached to allow the slower alignment

controls to converge with the changing power. Therefore, the radiation pressure torque

dynamics described in Section 6.1 add an additional challenge to interferometer locking: the

arm cavity alignment controls must be stable at the initial locking power, the final operating

power, and all intermediate powers in between.

6.3 Controls Perspective of Radiation Pressure Torque

The radiation pressure torque effect can be thought of as a feedback loop: some initial torque

on the test masses by the incident laser beam causes a small angular misalignment in the

mirror. This misalignment changes the cavity axis and spot position, and the change in spot

position creates optical torque on the test masses. The radiation pressure torque term, R,

depends on the circulating power in the cavity, Parm, and the angle-to-spot-position matrix

eigenvalue, dy
dθ

R =
2Parm
c

dy

dθ
, (6.140)
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where dy
dθ

depends on the cavity geometry. The angle-to-spot-position eigenvalues for the

hard and soft modes in Advanced LIGO are

dy

dθ

∣∣∣
h

= 4.5× 104
m

rad
(6.141a)

dy

dθ

∣∣∣
s

= −2.1× 103
m

rad
. (6.141b)

This is essentially the same information given in Section 6.1, but we now view the system

as a feedback loop, which will make our understanding of the controls effects more evident.

To visualize this, we can draw a simple block diagram describing this situation, Figure 69.

Our control system is two coupled quadruple pendula, which have some free pendulum

torque-to-angle transfer function S0. The radiation pressure term, R, becomes an additional

feedback block in our system.

Figure 69: A diagram of radiation pressure torque as a feedback loop. S0 represents the

pendulum without the presence of any radiation pressure torque. R represents the radiation

pressure torque term which depends on cavity geometry and power.

The resulting torque-to-angle suspension transfer function becomes

Θ =
S0

1−RS0

τ (6.142)

Θ = SR τ.

This estimation works well for a single suspension, or a multi-stage suspension where the

angular actuation is performed at the final stage. For the Advanced LIGO QUAD, alignment

actuation is performed from the penultimate mass stage (PUM), and at DC from the top
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mass. Since the majority of the alignment control is performed from the penultimate stage,

we can rewrite this model slightly to account for that.

Θ3 =
S2

1−RS3

τ2 (6.143)

Here, we have denoted the transfer function of the test mass torque to test mass angle as

S3 and PUM torque to test mass as S2. This distinction is important: the radiation pressure

term in the feedback loop only applies to the mirror stage, as the laser only directly interacts

with that stage.

To see how this manifests in the transfer function behavior, we can use aLIGO QUAD

model transfer functions and apply radiation pressure as above in Equation 6.143. Figure 70

shows the plotted HARD and SOFT pitch-to-pitch transfer functions for a series of cavity

powers where alignment actuation would be performed from the PUM. Only the pitch-to-

pitch model is shown, but this effect is present in both pitch and yaw.

For the HARD transfer function, the poles of the suspension plant shift up in frequency,

while for the SOFT they shift down in frequency. The behavior of the intermediate eigen-

frequencies shown in Figure 68 are evident in this representation as well—for the HARD

mode the low frequency poles appear to stop shifting up in frequency above a certain power,

while the SOFT mode higher frequency poles appear to stop shifting down in frequency.

The behavior of the low frequency pole of the SOFT mode is also apparent. Above 600

kW of power, it becomes unstable. For the HARD plant, it is stable with increasing power,

but the highest frequency pole shifts up in frequency, and therefore any control bandwidth

must shift with it. An interferometer that locks at a low power, such as 2 W, and increases

the power steadily to the final operating point must account for each of these intermediary

suspension plants in the controls design.

6.4 Compensating for Radiation Pressure

Gravitational-wave detectors must compensate for radiation pressure as a part of achieving

high power stability. There are two main methods for radiation pressure compensation that

have been applied in Advanced LIGO operation. Both methods involve accounting for the

changing suspension plant with the digital controls during the power up sequence, although

in slightly different ways.

The first method is relatively simple in concept, but more complex in implementation.

Multiple plant compensator filters can be designed for different operating powers, such as
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Figure 70: Modeled pitch-to-pitch suspension transfer functions for the HARD and SOFT

modes at different cavity powers using the Advanced LIGO QUAD model. Modeled following

Equation 6.143.



158

Figure 71: A control diagram with radiation pressure and control block K.

2 W input power, some intermediary input power, and the final operating power. Each of

these compensators must be stable enough to work over different input power ranges, such

as from 2 W to 25 W, 25 W to 50 W, etc. Therefore, the shifting suspension poles are

accounted for, and every step in the power-up process is stabilized. These plants do not

need to be optimized for observation mode until the final power is reached, so they may be

fairly noisy in terms of reinjection above 10 Hz. Simply put, this control method involves

one digital control path, denoted by the K block in Figure 71. The K block is designed to

compensate for whatever power is present in R that may change the opto-mechanical plant

in addition to meeting alignment controls requirements. It may be adjusted as necessary

when the power changes. Therefore, the alignment control transfer function simply becomes

Θ3 = K
S2

1−RS3

τ2. (6.144)

Shifting between multiple suspension plant compensators is tricky. The loop must remain

closed above 2 W and the transition between two different compensation filters must be

continuous. The LIGO digital control system becomes beneficial in implementation. Two

different loop inputs (A and B), can be designed, each with their own set of compensation

filters and matching error signals. The output of A will be set on while B is off. The

transition occurs when the output of A is slowly ramped to a digital gain of zero while B

is slowly ramped to a digital gain of one. The digital system can applying this gain ramp

smoothly and continuously without destabilizing the system.

A second method involves Radiation Pressure Compensation (RPC), as described in
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Figure 72: A control diagram using Radiation Pressure Compensation block F , in addition

to the control K.

dissertation work by H. Yu [125]. In this method, only one K filter design is required.

Additionally, another parallel digital control path, denoted by F in Figure 72 is added to the

digital control system. Ideally, F = −R, that is, F completely compensates for the effect of

radiation pressure, and only one K filter needs to be designed that targets only the controls

requirements and is designed for one particular opto-mechanical plant.

For example, K can be designed specifically for the 10 W input power radiation plant,

for when

R10W =
2× 65kW

c

dy

dθ
(6.145)

Then, as power is increased beyond 10 W input, F is adjusted to compensate for the intra-

cavity power above 65 kW. For example, at 60 W input power,

F 10→60W = R60W −R10W , (6.146)

with full loop transfer function

Θ60W
3 = K10W S2

1−R60WS3 − F 10→60WS3

τ2. (6.147)

Note that this requires that the block element F is directly applied to the test mass stage

to counteract the radiation pressure which also directly acts at the test mass stage. This
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means that F need only be some constant gain factor depending on the difference in power.

Furthermore, this has the benefit of needing only one suspension plant compensator design

for K, no matter the input power.

However, all alignment actuation must be performed from the PUM stage due to band-

width and noise considerations, so Equation 6.147 will need to be adjusted, as the control

F will be applied to the PUM. F will need to include a factor that accounts for the transfer

function from the PUM to the test mass,

F = −R× S3

S2

(6.148)

or in other words, a plant inversion of the S2/S3 transfer function.

Furthermore, the alignment controls requirements include stringent noise suppression

above 10 Hz once the detector reaches observation mode. This usually involves applying

some low pass filter to the control block K. However, the low pass filter compromises the

response of the plant inversion and therefore the effectiveness of the RPC if not carefully

designed.

F = −R× S3

S2

× LP (6.149)

The full form of the transfer function becomes

Θ60W
3 = K10W S2

1−R60WS3 − F 10→60W × S3

S2
× S2 × LP

τ2. (6.150)

This form assumes that K also contains some appropriate low pass filter for observation

mode.

Comparing the nominal 10 W controller for a hard loop (K), with the required radiation

pressure compensation for control at 60 W (F ), as in Figure 73, two concerning aspects are

apparent. First, above 10 Hz, the low pass for the radiation pressure control is not well-

matched to the low pas required for low noise performance in K. However, the low pass in K

comes with significant loss of phase around a few Hz, which will compromise the stability of

F if applied on both digital control paths. The more troubling issue is the consideration of

what each of these parallel control paths do. The main compensator path, or K, is designed

to produce a closed-loop response of a few Hz bandwidth to appropriately control the HARD

loop. However, the RPC control path, F , applies essentially a digital soft mode that acts

against the stiffening of the suspension dynamics at high power. These two effects occur

with a similar response but act oppositely in phase, creating right-half plane poles.
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Figure 73: A comparison of the digital controllers for the main loop compensation path K,

and the radiation pressure compensation path F , matching the block diagram in Figure 72.

This is more clearly evident in the modeled open loop gain response for the HARD loop,

Figure 74. The goal of radiation pressure compensation is match some lower-power plant

with a well designed controller. However, measuring the total loop gain, the destabilized

zeros around a few Hz are evident, as well as a loss of DC gain.

Adjustments can be made to account for this, such as relaxing the loop compensation in

the main path, given that the RPC path requires a strict inversion of the opto-mechanical

plant. Or, the compensation can be designed for a higher intermediary power, such at 25

W, where the RPC required to match the 60 W plant to the 25 W plant is not as significant.

There is little to be done about the noise impacts, as a needs of RPC are in direct conflict

with the effect of a low pass—the phase evolution at a few Hz where radiation pressure has

impacted the suspension poles the most must be well matched by the RPC.

LIGO Hanford successfully operated with this radiation pressure compensation method

in O3, where the final operating power of 35 W required much less RPC to return the HARD

loop control to the 10 W plant. During O4 commissioning, when the input power was doubled

to 60 W, the challenges of RPC implementation became evident. To ensure full stability of

the alignment controls at the operating power, and to meet noise goals once in observation
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Figure 74: A comparison of the modeled open loop gain for a HARD loop at 10 W, where only

the loop compensation path K is applied, and 60 W, where both the loop compensation K

is applied, as well as F , the compensation for radiation pressure. The 10 W trace is modeled

with the control topology shown in Figure 71, and the 60 W trace is modeled with the loop

control shown in the block diagram in Figure 72.
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mode, LHO instead uses a broadly stable plant compensator during the power up sequence,

and then transitions to a tuned controller for the final power, where loop shaping can be

better designed to meet the noise goals above 10 Hz.

This method of radiation pressure compensation has so far only been applied to the

HARD control. It may be a better strategy to compensate the effect of radiation pressure

on the SOFT mode, as the operating power approaches the point of instability for the

SOFT modes. Namely, unlike the HARD mode control challenges, RPC for the SOFT mode

would require applying a digital HARD mode to stiffen the opto-mechanical spring against

the softening effect of the power. That fact, coupled with the relatively low bandwidth of

the SOFT loop design would overcome many of the issues with the application of RPC to

the HARD loops. At the current powers, the SOFT mode is stable, but this method of

compensation can be reconsidered as the detector operating power approaches 700 kW.

6.5 Thermal Effects in Advanced LIGO

One unfortunate consequence of increasing the operating power is the thermal impact the

additional operating power has on the mode-matching state of the interferometer. As pre-

viously discussed, the cavity geometry and beam parameters are carefully chosen so that

the carrier has some Gaussian beam profile that propagates in the cavity, while higher order

modes are suppressed. However, the optical coatings and test masses have approximately

0.5 ppm of absorption, meaning that some resonating power will be absorbed by the mirrors.

The absorption of the power within the high reflective surface causes a thermo-elastic effect

which changes the radius of curvature of the mirror. There is an additional thermo-refractive

effect within the bulk of the test mass that the beam experiences as it transits the input

test masses of each arm. Overall, this has the effect of changing the overall cavity geometry

and causing wavefront distortions as the optimal cavity mode becomes mismatched from the

nominal state.

Methods of compensating these thermal effects involve applying other thermal actua-

tion to counteract the test mass heating. The Thermal Compensation System, or TCS,

involves actuators like ring heaters around the test masses, and CO2 lasers that heat the

ITM compensation plate. The heating of the test mass causes an increase in the radius of

curvature, while ring heaters, for example, provide a negative radius of curvature effect to

counterbalance.
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Despite the simplicity in description, implementation of these mode-matching corrections

often add to the complexity of the system. Thermal actuators are slow, and mode matching

must be performed to match the interferometer in its “hot state” when power is resonating

within the Fabry-Pérot arm cavities. However, the mode must still be accurate in the “cold

state” before power resonates and heats the mirrors. This often means finding a setting

that provides decent mode control for the hot state, but does not strongly impact the cold

state and hinder the locking procedure. As such, LIGO Hanford operates with imperfect

compensation of the thermal effects, which will have an effect on all the controls.

6.6 Modeling Alignment Controls with High Power

Measured arm cavity open loop gains were previously presented in Chapter 4, but now will

be studied more in-depth. All measurements presented in this section were taken using

unbiased measurement method, which has been outlined in Section 4.4.

Some alignment controls modeling has already been presented in this chapter, as a part

of understanding the effects of radiation pressure compensation. More broadly, the benefits

of modeling the alignment controls of the arms are increased understanding of the stability

of the controls, and how different commissioning changes might effect them. Specifically, the

LHO input power was increased from 50 W to 60 W and then to 75 W during the commis-

sioning period. These power increases are challenging due to the effects already outlined in

this chapter. Accurate models of the alignment controls enable a better understanding of

how to adapt the controls during these changes.

The ultimate goal is to create a reliable model of the arm controls so that appropriate

compensation can be developed ahead of time, and instabilities can be understood in the

context of the known alignment control status. For example, when increasing the inter-

ferometer power from 50 to 60 W, growing 0.5 Hz instabilities were seen in all alignment

controls. Several control loops have the possibility of instability at this frequency. However,

they cannot all be measured when the interferometer is at risk of lock loss. Modeling helps

narrow the source of stability issues.

6.6.1 Modeling the HARD Loops

Equation 6.143 provides a starting point for creating an open loop gain model. We have

already established the radiation pressure torque action on the test mass and the digital
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control which applied via the PUM stage. Next, the model must account for the split

actuation between the PUM and top mass stages, as well as the digital control filters that

create that crossover. Finally, a calibration of the suspension response and loop optical gain

is required.

The full open loop gain response is described by

Gol = Gopt ×K ×
(
D2

S2

1−RS3

+ D0
S0

1−RS3

)
(6.151)

where the subscripts represent the suspension stage: 0 representing top mass, 2 representing

PUM, and 3 representing test mass. K represents the control loop filter, similar to what

is shown in Figure 71, and Dn represents the digital locking filters that set the suspen-

sion actuation crossover. Finally, Gopt represents the calibration factors, which are derived

from a combination of the measured optical gain, such as from measurements described in

Section 4.3, and the known suspension calibration factors, which are catalogued in [138].
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Figure 75: DHARD P model varying the ITM radius of curvature within 1% and the ETM

radius of curvature 0.5% for a given power of 360 kW. The nominal, or cold state value, is

demonstrated with the black dotted line. Modeled using Finesse3.

The free suspension transfer functions are well-modeled, and the models can be further

confirmed with offline suspension measurements. The main free parameter in the modeling

process is the radiation pressure term, R, which has a dependency on power and cavity

geometry. In principle, all that should vary is the power, except that at high power thermal

effects impact the cavity geometry.
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Figure 76: Model and Measurement of the CHARD P open loop gain. CHARD P mea-

surement taken using the unbiased open loop gain method detailed in Section 4.4. Modeled

analytically using the methods described in this section.

At LHO, estimations of the test mass radius of curvature change can be made using

the Hartmann Wavefront Sensors, which capture the thermal state of the test mass. A

finite element analysis model using the Hartmann images during LHO power ups showed

that the ITM radii of curvature can increase by almost 1% due to the thermalization of the

interferometer. For the ETMs, this value is just under 0.5%. Figure 75 demonstrates the

effect of small radius of curvature changes on the test masses on the DHARD P transfer

function. For a given operating power, the radii of curvature are varied within 1% for

the ITMs and 0.5% for the ETMs. The largest effect is on the high frequency pole near

2.6 Hz. For a longer radius of curvature, the pole will shift down in frequency, and the

phase response around the pole will change. This transfer function was modeled using

interferometer simulation software, Finesse3 [109].

If this effect is not accurately accounted for and free modeling parameter is only the

circulating power, the model will misattribute a lower intracavity power to a given open

loop measurement. Taking this factor into account, Figure 76 and 77 model the DHARD

and CHARD P open loop gain with 410 kW of circulating power, estimated from the 76 W

input power. A comparison with an unbiased open loop gain measurement and calculated

measurement error at that operating power is shown. The radius of curvature change due

to the uncompensated thermal lens is also included in the model, shifting the ITM RoC to
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Figure 77: Model and Measurement of the DHARD P open loop gain. DHARD P mea-

surement taken using the unbiased open loop gain method detailed in Section 4.4. Modeled

analytically using the methods described in this section.

1957 m and the ETM RoC to 2255 m. The full open loop gain is calculated according to

Equation 6.151. It accounts for many features of the measured open loop gain, with some

discrepancies in the phase near the 2.7 Hz pole This suggests that the full thermal effect has

not been sufficiently modeled to capture the phase evolution.

Additionally, these thermal effects may have some effect on the cavity matrix diagonal-

ization. The cavity basis of the HARD and SOFT diagonalization is determined according

to the expected cavity geometry, and further adjusted to account for suspension actuation

strengths. If the thermal effect is significant enough at high power, this could degrade the

effectiveness of the cavity alignment drive matrix, so that the HARD and SOFT modes be-

come increasingly more coupled in the hot state. Figure 78 models the effect of a 10% drive

mismatch on the DHARD Y suspension plant for a given cavity power. The largest effect

occurs between 0.4 and 0.5 Hz.

Measurements of the CHARD Y and DHARD Y open loop gain indicate some mismatch

occuring between 0.4 and 0.5 Hz. Figures 79 and 80, taken at 60 W input power, show

a model of the open loop gain using an estimated 360 kW intracavity power. The drive

mismatch is not included in the models on the plot. However, the discrepancy near 0.5 Hz

could possibly be explained by some drive variation. This is also a potential source of the 0.5

Hz instabilities that were experienced during the power up process. CHARD Y in particular
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Figure 78: The effect of drive mismatch on the HARD yaw suspension plant, modeled using

Finesse3. This model shows that alignment drive mismatch could explain some of the

anomalous features in the DHARD and CHARD Y OLG measurements.
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Figure 79: Model and Measurement of the CHARD Y open loop gain. CHARD Y mea-

surement taken using the unbiased open loop gain method detailed in Section 4.4. Modeled

analytically using the methods described in this section.
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Figure 80: Model and Measurement of the DHARD Y open loop gain. DHARD Y mea-

surement taken using the unbiased open loop gain method detailed in Section 4.4. Modeled

analytically using the methods described in this section.

shows this rapid gain evolution right around unity gain. Note that these models do also

account for the test mass radius of curvature change due to the higher operating power.

All models shown in this section use an analytical method, calculating the expected open

loop gain using suspension models, known radiation pressure dynamics, and some adjust-

ments in the parameters to match the phenomenological criteria. Overall, this modeling

work has been fairly successful at predicting HARD loop dynamics.

6.6.2 Modeling the SOFT Loops

Unfortunately, the same success in HARD loop modeling is not found in the SOFT loops.

The SOFT loops are the most marginal loops controlling the arm cavities. The SOFT loop

sensors experience significant cross-coupling, as discussed in Chapter 5. This makes these

loops difficult to reliably measure, and therefore also difficult to model.

Figure 81 compares one such SOFT loop model with a measurement. First, notably, is the

significant measurement uncertainty around a few tenths of a Hz. This is also exactly where

the model of the CSOFT pitch loop diverges significantly with the expected mode. CSOFT

pitch is set to be a low bandwidth AC coupled loop that provides additional suppression of

the low frequency suspension resonances near 0.5 Hz. Similarly, the control is offloaded to

the top mass, although the AC coupling of the loop means that the majority of the control
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lies within the PUM itself.
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Figure 81: Model and Measurement of the CSOFT P open loop gain. CSOFT Pmeasurement

taken using the unbiased open loop gain method detailed in Section 4.4. Modeled analytically

using the methods described in this section. This model misses several important details,

such as the low Q resonances and right-half-plane pole.

The measurement further indicates the presence of a right-half-plane pole around 0.5

Hz, which cannot be recreated in a model using drive mismatch. Figure 82 shows a model

similarly varying the arm cavity drive matrix within 10%. No effect is observed at 0.5 Hz,

where the model discrepancy lies. A similar variance of test mass radius of curvature also

shows little effect on the transfer function.

Similar unstable dynamics are present in all SOFT loop transfer functions. These effects

so far cannot be attributed to radiation pressure or thermal effects. Due to the inherent

instability of the loops, it is unlikely measurements of the open loop gain will provide more

answers, as any significant drive around 0.5 Hz to resolve the loop features is destabilizing

to the control.

6.7 Conclusions

Increasing interferometer operating power is a key design feature for current and future

gravitational-wave interferometers. This section presents a work-through of the alignment

controls challenges at high power, and some methods for combating them. Effective mod-

eling of alignment controls is a valuable tool during high power commissioning as a way to
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Figure 82: Modeled drive mismatch on the CSOFT pitch suspension plant. Modeled using

Finesse3. This modeling attempt shows that drive mismatch cannot explain the odd fea-

tures seen in the CSOFT P open loop gain measurement.

understand the strange controls behavior that often arises at these operating powers. This

chapter describes the efforts to model the alignment controls at LIGO Hanford during the

high power commissioning to 400 kW. Modeling the HARD loops proved mostly successful,

which has enabled controls upgrades to promote better detector stability and improve the

overall noise. However, much work still needs to be done to understand the dynamics of the

SOFT loops, which still may be impacting the stability of the interferometer.
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Chapter 7

The Performance of the Laser

Interferometer Gravitational-Wave

Observatory During the Fourth

Observing Run

This chapter contains excerpts from a paper in preparation by Capote, Jia, Aritomi, Nakano,

and Xu.

7.1 Introduction

On May 24, 2023, the LIGO Hanford and LIGO Livingston Observatories began the fourth

gravitational-wave observing run. The first half of this run, dubbed O4a, ran until January

16th, 2024. Both detectors underwent significant upgrades in the intervening period between

observing run three and observing run four to achieve unprecedented sensitivity.

7.2 O4 Overview

The Advanced LIGO detectors achieved unprecedented sensitivity in the fourth observing

run, O4. This section details the performance and operation of the detectors in O4, including

astrophysical range, detection rates, duty cycle, and lock acquisition.
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7.2.1 Astrophysical Range

During O4a, 81 non-retracted, high-significance public alerts were released [139]. Figure 83

shows the cumulative event rate in O4a compared with the event rate in previous observing

runs [139, 140]. The increase in sensitivity of both detectors corresponds with an increased

event detection rate relative to previous observing runs.
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Figure 83: Cumulative events up to January 16, 2024, including the entirety of O4a. Can-

didates in O3 and O4a are the set of preliminary candidates identified in online real-time

triggers [139]. The events represented in O1 and O2 are all the identified candidates from

that observing period announced in GWTC-1 [140]. The increase in event detections in O4a

results from the increase in sensitivity of the detector network from O3.

Figure 84 shows the binary neutron star (BNS) range of two LIGO detectors during O4a.

The BNS range provides a standard metric of sensitivity for gravitational-wave detectors,

using the distance to which a 1.4 M⊙-1.4 M⊙ BNS merger can be observed with a signal-

to-noise ratio of 8. This range estimate accounts for the antennae pattern of the two LIGO

detectors, as described in [52].
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In O4a, the detectors achieve a BNS range of 130-160 Mpc for LHO and 145-164 Mpc

for LLO. Detector commissioning work continued during the O4 run, increasing the detector

sensitivity at both sites. Figure 84 shows that the O4a median range for the Livingston

detector is well-distributed around 156 Mpc, while the Hanford detector range has a bimodal

distribution around a median range of 148 Mpc. The lower peak of the range is around 140

Mpc while the upper peak is around 155 Mpc, similar to LLO. The significant increases in

LHO detector sensitivity come from the reduction of input power shortly into the run that

enabled low frequency noise improvements (Sec. 7.5.2), and the reduction of squeezer crystal

losses that enabled higher squeezing levels.

7.2.2 Duty cycle

The duty cycle of the detectors in O4a is 67.5% for LHO and 69.0% for LLO. The duty cycle

of coincident observing of two detectors is 53.4%. The duty cycle in O4a is lower than that

in O3 by 7-8% for both detectors [44]. Several factors impacted the decreased duty cycle

relative to O3. The LIGO Hanford duty cycle was impacted by lock stability from operating

at higher power at the start of the run. Further details on this effect will be discussed in

Section 7.5.2. Both detectors have a longer locking process relative to O3 due to higher

power operation and more complex subsystems. Other factors that impacted duty cycle

during O4 include microseismic activity, storms, wind, earthquakes, and even logging near

the LIGO Livingston detector.

7.2.3 Lock Acquisition

In order to detect gravitational wave signals, the interferometers must be in the “locked”

state: all mirror lengths and alignments are controlled within a stable linear regime. The

procedure to bring the inteferometer from an uncontrolled state to this stable state is a

lengthy process called “lock acquisition”. This lock acquisition process is described in detail

in Buikema et al. [44].

One significant difference in the lock acquisition process relative to previous observing

runs is the addition of the filter cavity for the injection of frequency dependent squeezing.

Once the main interferometer locking procedures have been carried out, the filter cavity is

locked and frequency dependent squeezing is injected. Once squeezing is injected and all

other locking procedures are complete, the interferometer enters observation mode.
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Figure 84: Range trends for the LIGO Hanford (red) and LIGO Livingston (blue) obser-

vatories during the first half of the fourth observing run, O4a. The left plot shows the

median hourly binary neutron star (BNS) range of the LIGO Hanford and LIGO Livingston

detectors over O4a. The BNS range from Observing runs 1-3 are shown for comparison. In

O4, both detectors increased sensitivity over the course of the run, especially the Hanford

detector. At Hanford, significant range improvements result from lowering the input laser

power (mid-June 2023), and the reduction of squeezer crystal losses (mid-October 2023).

The right plot shows a range histogram for O4a. Both detectors achieved maximum BNS

ranges of over 160 Mpc, with the Livingston detector achieving close to 170 Mpc.
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The squeezer locking is performed simultaneously with the interferometer locking, and

is been described in detail in [21]. Squeezer locking stabilizes the relative phase between

the squeezed vacuum and interferometer beams at the readout photodetectors. This relative

phase is often called the “squeeze angle,” and it determines the optical field quadrature

(e.g. phase, amplitude) in which squeezing reduces quantum noise. The squeezer laser is

independent of the interferometer laser, and so the two lasers must be phase-locked. For this,

an RF sideband of the squeezer laser called the Coherent Locking Field (CLF) is generated

and injected into the squeezer along with the pump light [141]. The CLF copropagates

with the squeezed vacuum beam to the readout photodetectors. The photodetector signal is

demodulated at the CLF frequency to sense the relative phase between the squeezed beam

and interferometer beam. This error signal is used to by actuate on the frequency of the

squeeze laser, and thus stabilizes the relative phase (squeeze angle) between the squeezer

and interferometer lasers at the output photodetectors.

In addition to locking the squeeze angle, the filter cavity length and detuning must be

stabilized. To lock the filter cavity, another RF sideband called the Resonant Locking Field

(RLF) is injected alongside the CLF. The RLF sideband is designed to resonate in the filter

cavity, unlike the CLF sideband. Comparing the resonant RLF to the off-resonant CLF,

the beat signal between the CLF and RLF is demodulated at their difference frequency to

obtain an error signal for filter cavity length and alignment controls. The RLF sideband

frequency is nearly an integer multiple of the filter cavity’s free spectral range (FSR), such

that when the RLF resonates, the squeezed vacuum beam is nearly simultaneously resonant

in the filter cavity. By changing the RLF frequency, the filter cavity resonance is detuned

with respect to the squeezed vacuum frequency. Thus, changing the RLF frequency changes

the filter cavity detuning, and allows for optimization of the frequency-dependent squeeze

angle rotation [142].

The full locking process is automated, and managed by a state machine called Guardian

[143]. Locking time can vary depending on the initial state of the mirrors and the environ-

mental conditions. In good alignment and low environmental disturbance, locking can take

30 - 45 minutes. This process can extend beyond one hour if the environmental conditions

are poor. The lock acquisition steps that take the most time are related to the convergence

time of slow alignment loops, the careful hand-off of different sensors and actuators, and

thermalization effects as the optics absorb incident power.

If a disturbance causes a controlled degree of freedom to move outside the linear regime, a
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“lock loss” occurs. The locking process must then begin again. Lock losses can be caused by

a variety of phenomena, such as earthquakes, storms, high winds, control instabilities, and

instrumental glitches. Still, to-date the majority of locklosses occur for unknown reasons.

7.3 Instrument Noise

The LIGO Hanford and Livingston detectors are limited by various noise sources stemming

from both fundamental limits to gravitational wave detectors and technical noises due to

the operation of the detectors. The best understanding of the limiting noise sources in these

detectors is shown in Figure 85. The plots demonstrate noises quantified in two distinct

ways. Generally, fundamental noise sources can be derived from first principles, and are

calculated from knowledge of the detector’s optical and mechanical properties. Technical

noises in the interferometer are directly estimated via projections from auxiliary channels

that serve as a witness.

The traces shown in dashed lines in Figure 85 represent estimated fundamental noise

sources that provide an upper limit to the sensitivity of a gravitational wave detector. The

quantum noise is estimated through both measured and modeled parameters related to the

operating power of the detectors and operation of the squeezing subsystem. Thermal noise

is estimated through external laboratory measurements of the mirror coatings, substrates

and suspensions. Residual gas noise is estimated through the understanding of the achieved

high vacuum levels at each detector.

The traces shown in dotted lines in Figure 85 represent directly measured technical or

fundamental noise sources. These estimations are made via a measurement of a witness

channel, w, and its contribution to the differential arm length channel, d. The amount of

noise contributed from a witness channel to the strain readout is estimated via [44]

Sw→d(f) = G(f)Sw,0(f), (7.152)

where G(f) is a coupling factor that is calculated from a direct injection. The excess noise

in the witness channel and strain channel during the excitation is compared to the ambient

noise in both channels [44]

G(f) =
Sd,exc(f)− Sd,0(f)

Sw,exc(f)− Sw,0(f)
. (7.153)
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This method allows the calculation of both linear and nonlinear couplings to be measured,

and can be used to measure channels with very low coherence to the main channel.

Finally, the sum of the known noises is calculated and compared to the measured noise

at each detector. Discrepancies between these two traces in Figure 85 indicate regions where

unknown or nonstationary noise limits the gravitational-wave strain sensitivity.

At low frequencies below 50 Hz, the detector noise differences are most visible, largely

due to the differences in scattered light control, controls noise, seismic noise, and input beam

jitter. At intermediate frequencies between around 50 - 500 Hz, detector sensitivity is pri-

marily limited by thermal noise, and secondarily by quantum noise. At kilohertz frequencies,

the two detectors achieve comparable shot-noise-limited strain sensitivities, with slight dif-

ferences in the circulating laser power and squeezing efficiency. Both detectors have some

amount of unknown noise, especially below 50 Hz, where the total measured detector noise

exceeds the sum of known noises.

Of the noises shown in Fig. 85, the estimated residual gas and seismic noises are the

same as in O3 [44]. Here, we describe the limiting noise sources of the LIGO detectors in

the fourth observing run, O4.

7.3.1 Quantum noise

Quantum noise of interferometer originates from vacuum fluctuations at the antisymmetric

port [144] and limits detector sensitivity across most of the astrophysical band. Quantum

noise manifests as both shot noise and quantum radiation pressure noise. Shot noise can be

understood as fluctuations of the phase quadrature of the vacuum field entering the anti-

symmetric port, and it is the dominant noise source at high kilohertz frequencies. Quantum

radiation pressure noise results from fluctuations in the amplitude quadrature and dominates

at low frequencies. At the crossover frequency around 40 Hz, the two forms of quantum noise

contribute equally.

Non-classical states of light known as “squeezed vacuum” can be injected at the anti-

symmetric port to reduce interferometer quantum noise. Quantum correlations between

photon pairs reduce the noise variance in one optical quadrature of the squeezed state at the

expense of increased noise in the conjugate quadrature, e.g. reducing fluctuations in phase

at the cost of increasing fluctuations in amplitude. This associated increase in amplitude

noise is a form of quantum back-action. The previous observing run, O3, marked the first
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(a) LIGO Hanford Observatory (LHO) noise budget, Dec.

2023.
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Figure 85: Noise budgets for the LIGO Hanford detector (LHO, upper) and LIGO Liv-

ingston detector (LLO, lower) in strain noise amplitude spectral density units. Solid lines

show calculated noise contributions. Dots show measured and projected noise contributions.

(Black) lines show the total expected detector noise (sum of budgeted noises), while the blue

lines show the measured detector noise. Most discrepancies between expected and measured

noise are at low frequencies, where scattered light noise is prominent. Individual noise terms

are discussed in Section 7.3. Both sites face similar limiting noises: noise from angular and

length controls and scattered light below 50 Hz, a mix of quantum noise and coating thermal

noise between 50-500 Hz, and photon shot noise above 500 Hz.
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astrophysical run of the LIGO detectors that used squeezed light injection to enhance detec-

tor sensitivity [145]. In O3, squeezing improved kilohertz sensitivity by 2.0 dB (LHO) and

2.7 dB (LLO), at the cost of increased amplitude noise that could degrade low-frequency

performance.

In O4, broadband quantum noise reduction is achieved by injecting frequency-dependent

squeezing [21] to reduce the limiting form of quantum noise at all frequencies. Using a new

300-m optical “filter cavity” installed at each detector, frequency-dependent squeezing injects

amplitude-squeezed light at low frequencies where the mirrors are susceptible to quantum

radiation pressure noise, and phase-squeezed light in the shot-noise-limited region above

500 Hz. By mitigating back-action noise, frequency-dependent squeezing further allows for

higher injected squeezing levels. Section 7.4.3 summarizes the upgrades made to squeezer

system for O4. Altogether, in O4, the LIGO detectors observed squeezing levels of up to 5.4

dB (LHO) and 5.8 dB (LLO) around 2 kHz.

The purple traces in Figure 85 show the calculated quantum noise models, given the

best estimates of interferometer and squeezer parameters. The observed squeezing is lim-

ited by optical losses, fluctuations of the optical field quadrature being squeezed (phase

noise), and mode mismatch amongst the various cavities in LIGO. The Gravitational Wave

Interferometer Noise Calculator (GWINC) is used to calculate the full detector quantum

noise models. Below 40 Hz, quantum noise is limited by quantum radiation pressure, and is

thus sensitive to the circulating laser powers and filter cavity parameters. At intermediate

frequencies between 100 - 450 Hz, where squeezed light begins to resonate in the signal re-

cycling cavity, quantum noise is sensitive to many detector parameters such as the detuning

of the signal recycling cavity, homodyne readout angle, circulating arm power, and squeezer

mode-matching. Above the coupled-cavity pole at ∼450 Hz, the shot-noise-limited strain

sensitivity is determined by the circulating laser power and the squeezing efficiency, both of

which are limited by losses and mode mismatch.

7.3.2 Thermal noise

Thermal motion in the mirror suspensions, mirror substrates, and optical coatings con-

tributes noise in gravitational wave detectors. The most significant noise source of these

three in Advanced LIGO is coating thermal noise (CTN), arising from Brownian motion in

the optical mirror coatings, limiting the detector sensitivity around 100 Hz. The Advanced

LIGO test masses are mirrors using Bragg reflectors to create high reflectivity surfaces. The
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Bragg reflector consists of alternating layers of low- and high-index of refraction materials. In

the Advanced LIGO case, the low index material is silica, SiO2, and the high index material

is tantala doped with titania, TiO2:Ta5O2. Thermal noise arising from an incident Gaussian

beam can be shown, via the fluctuation dissipation theorem, to depend on the loss angle of

the material [29, 25]. Of those two materials, titania-doped tantala has a higher loss angle,

and it is the loss from this material that sets the current CTN limit in aLIGO.

To quantify the CTN in the Advanced LIGO interferometers, smaller witness samples

are produced during the test mass coating process. The loss angle and thermal noise of these

samples are measured, and the expected thermal noise in the detector is calculated. In O3,

the estimated CTN was 1.3× 10−20 m/
√
Hz at 100 Hz, resulting from a direct measurement

of the CTN [146]. This estimate has been updated to be 1.1× 10−20 m/
√
Hz at 100 Hz [66]

using the same measurement method. Based on these measurements, the form of coating

thermal noise from the Advanced LIGO coatings follows√
SCTN = 1.1× 10−20

(
100 Hz

f

)0.45
m√
Hz
. (7.154)

The coating thermal noise trace in Figure 85 plots this measured trend.

New end test masses were installed in the Livingston Observatory ahead of O4 to remove

point defects that limited the operation of the detector [131, 147]. Since the replacement of

these test masses, LLO has observed a higher-than-expected level of noise around 100 Hz that

appears similar to coating thermal noise. For further information about this test mass install,

see Section 7.4.2. While witness samples produced during the coating of these new optics

demonstrate thermal noise at the expected aLIGO level, the total detector noise observed at

LLO between 100 - 200 Hz fits to a CTN amplitude of 1.79× 10−20 m/
√
Hz at 100 Hz, with

a slope of 1/f 0.5. This noise source appears unaffected by changes in interferometer power

or the injected squeezing. While this excess noise source appears similar to coating thermal

noise, it is important to note that laboratory measurements suggest the expected frequency

dependence of CTN from the aLIGO mirror coatings is 1/f 0.45, as in Equation 7.154 [66].

Currently, there is no other explanation for the source of this excess noise. Correlated

noise measurements at both observatories see this excess noise around 100 Hz, with higher

CTN amplitudes than expected from witness sample measurements, and a slightly different

frequency dependence (1/f 0.5) than expected (1/f 0.45).

A fit of this excess noise has been performed in the Livingston detector strain data. The

result of this fit is shown in thermal noise sub-budget in Figure 86. Due to the similarity in
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behavior to coating brownian noise, it is referred to as a “coating brownian curve fit”. With

this fitted noise, the excess noise from 60 Hz to 200 Hz witnessed in the LLO noise budget

in Figure 85 is fully explained. There is currently no other method to confirm the identity

of this noise source, but work is underway to remeasure the CTN of the witness samples.

Better understanding of the quantum squeezing parameters also enables better fits of this

excess noise witnessed at both detectors.

The test mass substrates are made of high quality fused silica, and therefore the mechan-

ical loss of the substrates is very low. The resulting mechanical resonances of the substrates

have a very high quality factor (Q), which can impact the operation of the detectors. There-

fore, Advanced LIGO also makes use of acoustic mode dampers to slightly reduce the Q of

the test mass resonances. Acoustic mode dampers (AMDs) are piezoelectric dampers tuned

to reduce the Q of the test mass mechanical resonances over specific frequency ranges [148].

Based on external measurements, the noise degradation due to thermal noise from AMDs is

estimated to be less than 1%. Figure 86 demonstrates the thermal noise contributions from

each of these sources mentioned here in the Livingston detector strain.
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Figure 86: Thermal noise sub-budget for the LIGO Livingston detector. Both the fitted Coat-

ing Brownian noise and the witness-sample measured Coating Brownian is shown. Coating

Brownian noise is potentially a limiting noise source in the current detectors.
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7.3.3 Laser noise

Intensity noise, frequency noise, and spatial fluctuations of the laser (beam jitter) also couple

with gravitational wave signals. Generally, intensity noise and frequency noise are described

as sidebands on the main laser carrier frequency. Beam jitter can similarly be represented

as sidebands of the Hermite-Gaussian first order mode. These noise sidebands enter the

interferometer from its input ports, but ideally, in a perfectly symmetric interferometer, these

sidebands are reflected back to the input ports and do not appear at the anti-symmetric port

where gravitational wave signals are detected. This is known as common-mode rejection.

However, in real interferometers, asymmetries exist due to macroscopic length difference

in arms, differences in mirror reflectivity, etc., leading to a decrease in the efficiency of

common-mode rejection, allowing noise sidebands to couple with gravitational wave signals.

Therefore, it is necessary to stabilize the input laser frequency and intensity noise, and to

mitigate the input beam jitter.

Laser frequency noise

The laser frequency is stabilized using three optical cavities as the frequency references.

The first reference is a 10-cm linear reference cavity made of ultra low expansion glass,

located on the in-air optical table. Another optical cavity employed as a frequency reference

is the input mode cleaner (IMC), a 25-m triangular cavity comprised of three suspended

mirrors. The ultimate frequency reference is the 4-km arm cavity length. While the motion

of the differential arm length is utilized for gravitational wave detection, the motion of the

common arm length (CARM) is employed as the frequency reference. Errors from resonant

frequencies of these references are fed back to the laser frequency through the nested feedback

loop. The CARM, IMC, and the reference cavity stabilize the laser frequency in different

frequency bands: below 10 kHz, between 10 kHz and 50 kHz, and above 50 kHz to 300

kHz, respectively. Fig. 88 shows the frequency noise and its DARM projection at each site.

The frequency noise is calibrated by the error signal of the stabilization loop by CARM,

resulting in similar noise levels at both sites. However, the noise coupling differs between

the two sites due to higher order mode coupling caused by differences in the thermal state

of the interferometer. When the curvature of the test mass is changed by using the thermal

compensation system, the frequency noise coupling also changes significantly. This not only

affects the coupling level but also alters the response itself, resulting in variations in the
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Figure 87: The laser noise subbudget for both detectors, show the contributions of frequency

noise, intensity noise and beam jitter noise.

frequency and width of dips in the coupling function appearing in the LHO curve of Fig. 88.

Adjustments are made to the thermal compensation system to ensure that the frequency

noise does not limit the sensitivity.

Laser intensity noise

Laser intensity noise is stabilized by two feedback loops. The first loop involves a photode-

tector installed on an in-air optical table, which is fed back to an acousto-optic modulator

also installed on the same in-air optical table. This loop operates within a bandwidth of

80 kHz. The second loop stabilizes the output power of the IMC. Here, eight PD arrays

installed in vacuum are used to stabilize the power with larger power than the first loop,
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Figure 88: Laser frequency noise for both detectors. The top plot shows the projected

frequency noise compared to the total detector noise at LHO. The middle plot shows the

calibrated laser frequency noise. The frequency noise is measured with the in-loop error

signal of the CARM loop. LHO has an out-of-loop sensor for the CARM loop to obtain both

the in-loop and out-of-loop frequency noise, while LLO has only the in-loop sensor. The

bottom plot shows the coupling function from laser frequency noise to total detector strain

noise.



186

effectively reducing shot noise, which limits the stability of noise. This loop has a bandwidth

of 30 kHz. These loops stabilize the relative intensity noise down to a level of 4×10−9 1/
√
Hz

within the bandwidth of 30-1 kHz.

Beam jitter noise

Input beam jitter noise is one of the most significant sources of noise masking the gravitational-

wave signal in O4. Currently, LIGO does not have an active stabilization system for beam

jitter noise similar to other laser noises, but a passive reduction of jitter is achieved through

the IMC. As mentioned above, beam jitter can be described as the Hermite-Gaussian first

order mode, and in a cavity resonating at the fundamental mode, higher-order modes are

filtered out, leading to a reduction in the input beam jitter in the output beam of the cavity.

However, the input beam jitter is significant, limiting sensitivity in multiple bands be-

tween 100-1000 Hz at the LHO and around 500 Hz at the LLO. Jitter noise coupling, like

frequency noise, is influenced by the thermal state of the interferometer. At LHO the input

jitter coupling functions increased by a factor of about 10 as the power was raised from 46

W to 75 W and decreased by a factor of about 2 when the power was lowered to 60 W.

One hypothesis is that the higher power produces greater thermal distortions of test mass

surfaces around coating defects, making the arms less symmetrical and reducing common

mode rejection of input noise. Scattering noise from the cryobaffles also increased with power

for both sites, possibly also due to greater surface distortions, prompting warnings about

increased vibration coupling with power for both input jitter and scattering noise.

In the frequency band above 100 Hz, it can be seen from the bottom plot of Fig. 89

that the coupling at LLO and LHO, excluding pitch coupling at LHO, are at similar levels.

However, in the DARM projection, input beam jitter noise at LHO is about an order of

magnitude larger than at LLO around 100-300 Hz. This is because the environmental noise

in the laser room is larger in LHO compared to LLO, which causes the larger jitter as

shown in the middle plot of Fig. 89. This jitter is known to be introduced by a periscope

installed to correct the height difference between the optical system in the laser room and

the interferometer plane. In LHO, the vibration of the periscope caused by environmental

noise is larger than that in LLO.
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Figure 89: DARM projection of the input beam jitter noise (top), input beam jitter noise

(middle), and input beam jitter coupling function (bottom). The input beam jitter noise

was estimated by quadrant photodiodes that witness beam motion in reflection of the input

mode cleaner cavity.

7.3.4 Controls noise

The length and alignment control topology of the interferometer is divided into the control

of the arms and control of the auxiliary lengths that make up the dual-recycled Michelson

portion of the optical layout. Length control of the arms is divided into the common arm

and differential arm length control, with common motion read out from the symmetric port,
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or on reflection of the interferometer, and differential motion from the anti-symmetric port,

or transmission of the interferometer. Auxiliary lengths include the Michelson cavity length

(MICH), formed between the beamsplitter and the two input test masses, power-recycling

cavity length (PRCL), formed between the power-recycling mirror (PRM) and the average

distance of the input test masses, and signal-recycling cavity length (SRCL), formed between

the signal-recycling mirror (SRM) and the average distance of the two input test masses.

These auxiliary length degrees of freedom are read out via a pick-off port of the power-

recycling cavity, on transmission of power-recycling mirror 2 (PR2), where an RF photodiode

reads out both the 9 MHz and 45 MHz demodulations. Their actuators are the beamsplitter,

PRM and SRM, respectively.

Auxiliary alignment of the arms is divided into the common and differential cavity axis

alignment, similarly sensed at the symmetric and anti-symmetric port, respectively, using an

RF QPD known as a wavefront sensor (WFS), which is four RF photodiodes in a quadrant

array. A pitch misalignment is sensed by subtracting the signal of the upper and lower

quadrants, and a yaw misalignment is detected from the subtraction of the left and right

quadrants. A misalignment of the arm cavity axis beats a first-order carrier beam mode

with a zeroth order RF sideband mode to provide the alignment signal for control. The

translation of the cavity axis is sensed via DC QPDs on transmission of the arms. The

pitch and yaw signal is extracted in a similar way, except this is a purely DC signal with no

sideband component. Finally, dither schemes and camera servos provide slow control of the

spot positions when an absolute beam position reference is required. Camera servos were

commissioned for the first time in for observing run four; more details on this upgrade can

be found in Section 7.4.4. Dither schemes are used in lock acquisition, but then transitioned

to camera servos to reduce noise from alignment controls in the gravitational wave strain

channel.

The other alignment control involves the alignment of the input axis of the interferometer,

controlled from a mirror on the input telescope and the power-recycling cavity alignment,

controlled from PR2, both sensed at the symmetric port. Additionally, the signal-recycling

cavity alignment, controlled from the SRM and the signal-recycling cavity pointing, con-

trolled from SRM and SR2 are sensed at the anti-symmetric port. All cavity axis mis-

alignments are controlled from wavefront sensors distributed at these two ports, while the

signal-recycling cavity pointing degree of freedom is controlled from a DC QPD at the output

of the signal-recycling cavity.
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Auxiliary length control noise

While control of the auxiliary lengths is required to keep the interferometer operating in

the sensitive linear regime, this control comes at a cost. The gravitational-wave readout

is sensitive to motion of the Michelson interferometer, power-recycling cavity, and signal-

recycling cavity, and therefore noise due to these controls couples into the gravitational-wave

strain.

These control loops are designed to provide enough suppression of the large low frequency

ground motion to hold the interferometer in the linear operating range, while reducing the

re-injection of sensing noise in the gravitational-wave band. Despite careful controls design

to minimize noise re-injection, these auxiliary length controls still imprint excess sensing

noise in-band. To reduce the noise contribution of these loops to the gravitational-wave

signal, a feedforward cancellation is applied.
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Figure 90: A comparison of the differential arm length (DARM) and Michelson length

(MICH) coupling at LHO. With no feedforward applied, coupled Michelson noise domi-

nates the differential arm length at low frequency. With an initial feedforward tuning, this

coupled noise is suppressed to no longer limit total detector noise. Iterative tuning of the

feedforward provides improved signal-to-noise in the injection to suppress it further.

Feedforward cancellation is a method of real-time noise cancellation by mechanically

driving the expected sensing noise to the test masses. It is made possible by the fact that
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the residual noise of the auxiliary lengths is witnessed by independent sensors from the

gravitational-wave readout. The transfer function from the auxiliary loop to gravitational

wave signal are each measured, as well as the transfer function of the feedforward actuation

path. The transfer functions are fit using fitting algorithms such as vectfit or IIRrational

[149, 150]. The opposite sign of the control signal of this auxiliary loop is injected into the

differential arm length using the measured transfer function to cancel out the noise that

would appear. This feedforward scheme can reduce the contribution of auxiliary length

noise in the differential arm length by a factor of 100 or more in the gravitational wave

band. Figure 90 shows how the noise contribution of the Michelson length motion changes

with feedforward control applied. The coupling of this noise source to differential arm length

can be demonstrated by
|Swd(f)|2
Sw(f)

= γ2wd(f)Sd(f) (7.155)

where Sw(f) and Sd(f) are the power spectral densities of the auxiliary witness channel and

the differential arm length, respectively, γ2wd(f) is the coherence (in power) between these

channels and Swd(f) is the cross spectral density between the two channels.

The error on feedforward control depends on the coherence of the measurement [100]

σ =

√
1− γ2wd(f)

2Nγ2wd(f)
(7.156)

where N is the number of averages taken during the measurement. Therefore, the ability

to subtract noise via feedforward depends strongly on the precision of the measurement. To

overcome this challenge, an iterative method of feedforward tuning was applied [151]. After

initial injection, an appropriate feedforward filter is tuned to subtract the excess noise. Next,

the same injection is applied, with the new feedforward engaged. This allows residual linear

coupling to be measured and suppressed further with an improved filter. Figure 90 compares

Michelson noise coupling to differential arm length in each of these scenarios.

Feedforward cancellation was applied to suppress the noise from the Michelson and signal-

recycling cavity loops in O4. While the power-recycling cavity does couple as well, this

coupling is usually indirect, and through improper sensor diagonalization or other opto-

mechanical coupling to the other lengths. Therefore, it can be reduced through the main

feedforward application of MICH and SRCL. With the iterative tuning method, a factor of

one hundred or more suppression of Michelson length noise is possible, and a factor of thirty

suppression of signal recycling cavity length noise is possible.
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Alignment control noise

Alignment control is performed to suppress motion from the environment, improve optical

gain, reduce angle-to-length coupling, and stabilize mirrors against radiation pressure effects.

Again, this comes at the cost of noise injected into the gravitational-wave readout. In prin-

ciple, alignment control of all arm cavity and auxiliary mirrors couples into the differential

arm length, but the arm cavity control dominates the noise from alignment control. Any

change in arm cavity mirror alignment is a direct change in arm length.

The most significant coupling results from the control of the arm cavity alignment control.

Eight control loops govern the common and differential cavity axis alignment and cavity

pointing in pitch and yaw. The cavity axis alignment is controlled with bandwidths of up

to 5Hz, and the cavity pointing alignment with lower bandwidths that are no more than

1Hz. Figure 91 shows the four most limiting alignment control loops and their contribution

to differential arm length.

During lock acquisition, the alignment control loops are kept in a high bandwidth, or high

noise, state to better suppress disturbances in the alignment that result from procedures such

as increasing the intra-cavity power. Once the final power is achieved, the control loops are

transitioned into a low noise state that reduces the bandwidth of the loops and implements

aggressive low pass filters that suppress the injection of alignment sensing noise above 10Hz.

While most wavefront sensors and QPDs are sensing-noise-limited above 10Hz, the WFS

at the symmetric port are mounted on an in-vacuum table with poor isolation from the

ground. As such, there is excess noise imprinted on the signal from 10-30Hz. Feedforward

subtraction using table accelerometers as witnesses is implemented to reduce the presence

of this noise. Further details can be found in Section 7.4.4.

Both LIGO detectors were limited by noise from alignment controls during O3. Signif-

icant equipment and controls upgrades were implemented ahead of O4 to mitigate some of

this noise and prepare for high power operation. These upgrades will be further detailed in

Section 7.4.4.

Local suspension controls noise

Each suspension is controlled locally to suppress excess motion, namely around the suspen-

sion resonances. The local sensors used for these damping loops are optical shadow sensors,

known as A and B OSEMs [122]. The local control of each suspension is an AC-coupled
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Figure 91: A sub-budget showing the limiting alignment control loops measured at the

LIGO Hanford Observatory. These four loops control the arm cavity alignments, and have

bandwidths between 3 and 5 Hz.

control design at the top mirror stage only with frequency cutoffs below 10 Hz to avoid sen-

sor noise contamination in the gravitational-wave band. However, even with these cutoffs,

OSEM sensor noise still contaminates the gravitational-wave strain.

The contribution of these local damping controls is shown in the Figure 85 noise budget

traces labeled “Suspension damping”. The LLO noise budget shows contributions from the

quadruple suspensions (QUADs) that control the test masses, and the large and small triple

suspensions that control auxiliary mirrors (triples). The LHO budget shows contributions

from only the QUADs. Both detectors experience noise contamination from the QUADs

and triples, but the direct contribution of the triples to the total gravitational wave strain

noise has only been measured at the Livingston detector. A sub-budget of the contributions

from the quadruple suspensions and triple suspensions at the Livingston detector is shown

in Figure 92.

Efforts were made during commissioning to reduce the bandwidth of the local controls

to avoid sensor noise contamination. However, even with the reduced bandwidth, the low

frequency RMS of auxiliary length and alignment controls is still dominated by OSEM sensor
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Figure 92: Local damping noise contributions to gravitational wave strain noise measured

at the LIGO Livingston Observatory. After local control upgrades, contribution from aux-

iliary optic triple suspensions is comparable to the contribution from test mass quadruple

suspensions.

noise, in addition to the limits in the strain sensitivity.

Actuator noise

The digital-to-analog converters (DAC) used for the test mass control signals also contribute

noise to the gravitational-wave strain. This digitization noise results from nonlinear behavior

in the conversion of a discrete digital signal to a continuous analog signal.

Digitization noise can be reduced through a technique called dithering, which involves

injecting high-frequency sinusoidal signals through the DACs. A large, high-frequency signal

dominates the RMS of the DAC, such that the digitization noise at low frequency, where

the key portion of the control signal is generated, is reduced. At LLO, a single dither line at

7 kHz was injected and improved digitization noise by a factor of 3, suppressing DAC noise

sufficiently far below the total detector noise.

While a similar digitization noise is observed at LHO, the dithering method did not

change the total noise level. Therefore, LHO operates without DAC dithering. At this time,
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DAC noise is not a limiting noise source for LHO.

7.3.5 Photodetector dark noise

For O4, the output photodetector electronics improvements summarized in Section 7.4.8

reduced dark noise by almost 3-fold over the previous electronics. Dark noise is now measured

to be approximately a factor of 10 in amplitude below the total strain noise.

7.3.6 Scattered light noise

Scattered light produces noise when light scattered from the main interferometer beam re-

flects off a vibrating source and re-interferes with main interferometer light. The peak

frequency of this noise is proportional to the velocity of the vibrating source, meaning that

even if the frequency of the vibrating source is low, scatter can still produce noise within

the observation band of gravitational waves depending on the vibration amplitude and the

optical power in the stray beams.

With the increased laser powers for O4, scattered light couplings appear to have increased

across both detectors. From the noise budgets in Fig. 85, excess low-frequency noise is visible

below 50 Hz, where both sites face a discrepancy between the total measured noise (red, LHO;

blue, LLO) and the sum of known noises (black). Some of the unknown noise is likely from

scattered light. Section 7.4.6 describes efforts to mitigate known sources of scattered light

for O4, such as the removal of an in-vacuum window at the output port through which

the main laser beam transmitted (significantly reducing acoustic coupling at the output),

and the damping of various in-vacuum baffles. Still, vibration measurements suggest other

sources of scattered light remain to be identified and mitigated.

The squeezer system presents a potential path for back-scattered light. Interferometer

light that is rejected by the output faraday isolator is directed into the squeezer system, via

the exact optical path by which squeezing is injected into the interferometer. New for O4,

the filter cavity was a potential new source of back-scattered light from the squeezer: leakage

light from the interferometer can be modulated by the filter cavity length control signal, and

reflected back into the interferometer. This filter cavity backscatter can be estimated by

exciting the filter cavity length control signal, and measuring the corresponding excess noise

in the detectors. The filter cavity length control signal includes both the filter cavity length

motion and photodetector dark noise. Therefore, the filter cavity backscatter projections
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in Fig. 85 can be considered an upper limit. Due to the complexity and number of sources

of scattered light in the interferometer, it is difficult to project all forms of scattered light

noise. Therefore, only filter cavity backscatter noise is shown in Fig. 85.

7.4 Instrument improvements

Major detector upgrades were implemented between O3 and O4 to reduce quantum noise,

controls noise, electronics noise, and noise from scattered light. Other upgrades include ef-

forts to improve lock stability through the mitigation of parametric instabilities and improved

controls. In this section, the instrument improvements between O3 and O4 are presented.

For the main interferometer, in O4, additional laser amplifiers were installed to increase

the available input laser power, and the test mass mirrors were replaced to reduce the point

defects that limited circulating powers previously [131]. Both LIGO detectors operated with

input laser powers of 60-75 W in O4, up from the 30-40 W previously used in O3 [44].

With cleaner test mass mirrors, the higher input powers translated into higher circulating

arm powers of 260 kW - 410 kW in O4, compared to the 200 kW - 240 kW used in O3.

Upgrades to the alignment controls enabled stable operation at these higher arm powers,

along with reduced noise at low frequency from controls. Together, these upgrades increased

the unsqueezed shot-noise-limited strain sensitivity by around 40% in LHO, and 16% at

LLO.

At the output port of the interferometer, the O4 squeezer system was upgraded to en-

able higher levels of frequency-dependent squeezing, achieving broadband quantum noise

reduction with the highest squeezing levels observed to-date in the LIGO detectors [21].

By modifying the squeezed light source to generate higher squeezing levels, implementing

high-efficiency Faraday isolators to reduce losses, adding new active optics to optimize mode-

matching, and installing a high-finesse optical filter cavity for frequency-dependent squeezing,

the LIGO interferometers achieved broadband quantum noise reduction of up to 5 dB (LHO)

and 6 dB (LLO) in O4.

7.4.1 Pre-Stabilized Laser upgrade

The Pre-Stabilized Laser (PSL) was upgraded at both observatories to supply high power

to vacuum. The PSL begins with a 2 W NPRO 1064 nm seed laser. The seed beam is

passed through 2 neoVAN-4S-HP amplifiers, the first amplifying the beam to 70 W and
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the second amplifying to 140 W of power. The amplified laser beam passes through an

optical cavity called the pre-mode cleaner for spatial mode cleaning and filtering of intensity

noise in the radio frequency (RF) band. The laser frequency is actively stabilized by using

a rigid optical cavity as the frequency reference. The intensity is also actively stabilized

using the photodetector and an acousto-optic modulator. The phase modulation for the

main interferometer control scheme is applied to the PSL by using electro-optic modulator.

The PSL beam path includes a rotation stage waveplate to control the laser power injected

into vacuum. The maximum power that can be supplied to vacuum 110W. In O4, both

observatories use up to 60-75 W of PSL input power during observing.

7.4.2 Test mass replacements

Test mass mirrors were replaced at both observatories due to the presence of point defects

in the mirrors, which contributed to control instabilities and excess noise from scattered

light and beam jitter [131]. Control issues related to excess loss from point defects limit the

achievable operating power of the detector, while excess scatter and jitter noise can degrade

the detector sensitivity proportional to the input power.

At the Hanford Observatory, the input test mass mirror to the Y-arm (ITMY) was re-

placed for O4. The presence of a point defect on ITMY was noted during the commissioning

for O3, and nonuniform absorption from this point defect compromised the operation of the

detector, especially when increasing the operating power from 25 W to 40 W [44]. After re-

placing ITMY, the Hanford Observatory achieved 57W of input power with a corresponding

power-recycling gain of 50W/W, compared to the 34W input power and power-recycling

gain of 44W/W in O3. No point absorbers have been observed on the ITMY mirror since its

installation. However, point absorbers remain on the input test mass mirror to the X-arm

(ITMX) and both end test masses.

At the Livingston Observatory, the two end test mass mirrors (ITMY and ITMX) were

replaced due to the observation of point absorbers on both end mirrors. After replacement, no

point absorbers have been observed on either end mirrors according to Hartmann Wavefront

Sensor images of the mirror surfaces during high-power operation. However, the power-

recycling gain in the Livingston detector decreased with the installation of these new mirrors,

dropping from 47 W/W with an input power of 38W in O3, to 38W/W with an input power

of 63W in O4.
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7.4.3 Squeezer upgrades

Previously in O3, the measured squeezing levels of up to 2.7 dB in LLO and 2.0 dB in LHO

were limited by loss, phase noise, and mode-mismatch [145, 152]. Use of higher squeezing

levels was further limited by excess back-action noise in the form of quantum radiation

pressure [153], which could degrade low frequency detector sensitivity.

These limitations were addressed for O4: the squeezed light source was modified to

generate higher squeezing levels (from 7-9 dB to 17 dB); losses were reduced with three

new high-efficiency Faraday isolators (from single-pass losses of 3-4% in O3, down to 0.5-1%

in O4); and a 300-m optical “filter cavity” at each detector to prepare frequency-dependent

squeezing that mitigates back-action noise to enable broadband quantum noise reduction [21,

154].

With these upgrades, the LIGO detectors achieved broadband quantum enhancement

with up to 4.5(5) dB (LHO) and 5.5(5) dB (LLO) of quantum noise reduction visible in O4.

More generated squeezing. The “squeezer” is a sub-threshold optical parametric oscillator

(OPO) that consists of a dually-resonant bowtie cavity surrounding a nonlinear PPKTP

crystal. For O4, the squeezer cavity mirrors were changed to increase the finesse from 37

(17.6) to 85 (110) for 1064 nm squeezed (532 nm pump) light, allowing lower 532 nm pump

powers to generate higher levels of squeezed light at 1064 nm. Issues with crystal degradation

persisted in O4. In October 2023, both sites translated their squeezer crystal to recover green

losses mid-run, with additional motivations at LHO to find a crystal position with reduced

1064 nm squeezing losses. Compared to the generated squeezing levels of 7 − 9 dB in O3,

both detectors generated around 17 dB of squeezing in O4.

Lower losses. High-efficiency, in-vacuum Faraday isolators are necessary to meet LIGO’s

strict requirements on stray light isolation. In O3, the squeezed beam passed 3 times through

2 Faraday isolators, each with 3 - 4% single-pass loss [145]. In O4, the squeezed beam passes 5

times through 3 new high-efficiency Faraday isolators, each with single-pass losses of around

0.5− 1%, reducing total loss and improving stray light isolation.

Improved mode-matching. Squeezer light is sensitive to the mode-matching, or the spatial

overlap, between the squeezed laser beam and the resonant modes of the various optical cavi-

ties. To actively change the mode-matching, four new deformable mirrors with a controllable

radius of curvature, known as Suspended Active Matching Stages (SAMS), were installed

as suspended relay optics to optimize mode-matching and throughput along the squeezing
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injection and GW readout paths.

Along the squeezing injection path, three SAMS actuated by piezoelectric actuators (“P-

SAMS” [155]) were installed: one PSAMS to optimize mode-matching from the squeezer

cavity into the filter cavity, and two PSAMS to optimize squeezer mode-matching into the

interferometer and output mode cleaner cavities. Along the interferometer readout path, a

thermally-actuated SAMS (“T-SAMS” [156, 157]) was installed to control mode-matching

from the outgoing interferometer beam through the output mode cleaner cavity.

Frequency-dependent squeezing. At each detector, a 300-m filter cavity was installed

to enable frequency-dependent squeezing [21]. Frequency-independent phase-squeezed light

is generated by the OPO, reflected from this detuned filter cavity to become frequency-

dependent squeezing, and then injected into the interferometer. Reflection from the filter

cavity imparts a frequency-dependent phase shift for frequencies within resonance, rotating

phase squeezing at high frequencies into amplitude squeezing at low frequencies. Ideally, this

frequency-dependent squeezing rotation will fully compensate the opto-mechanical squeez-

ing rotation within the interferometer arm cavities. This optimum is achieved when the

filter cavity half-width-half-maximum linewidth γFC and detuning δFC are both equal to

the crossover frequency ΩSQL/
√
2 (γFC = δFC = ΩSQL/

√
2), where quantum radiation pres-

sure noise and quantum shot noise are equal [142]. This frequency ΩSQL depends on the

circulating laser power in the arm cavities.

The O4 filter cavities are designed to meet ΩSQL = 2π × 42 Hz (by choosing an input

mirror power transmissivity of Tin ∼ 900-1000 ppm with assumed losses of 60 ppm) to

compensate a circulating laser power of 500 kW [142, 158]. However, in O4 the detectors

operate with arm powers of 300-400 kW, which is less than the 500 kW that the filter cavity

is designed to compensate. Higher circulating powers require more broadband filter cavities

to fully compensate back-action noise, as higher powers couple in quantum radiation pressure

noise over a broader bandwidth. Without increasing the arm power, an optimal filter cavity

would have a narrower linewidth, for example achieved by choosing a less transmissive input

coupler. As the arm powers increase to 500 kW, the low-frequency squeezing rotation is

expected to reach the designed performance.
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7.4.4 Auxiliary controls upgrades

Beam spot control with camera servo

In O3, an alignment dither system was used to control the beam spot positions on the

mirrors in the arm cavities. A sine wave was injected into the angular motions of the mirrors

in the arm cavities, and then a feedback signal was derived by demodulating the differential

arm length signal at the dither frequency. This dither system was used to control the spot

positions on the end test masses and one input test mass by feeding back to the angular

motions of test masses and power recycling mirror. However, these dither lines were injected

around 20 Hz, causing excess noise in the gravitational wave band.

To avoid the use of dither lines in the gravitational-wave band, in O4 the spot position

control was moved to a camera servo system. Cameras monitor the beam spots on the

mirror, and the centroid of each image is calculated to monitor the position of the beam

over time. At both observatories, the beam spot positions on the end test masses and the

beamsplitter are monitored by cameras and fed back to control the angular motions of the

test masses and the power-recycling mirror. The alignment dither system is still used for

lock acquisition at the Hanford observatory, but the control is transitioned to camera servos

before entering science mode.

At the Hanford Observatory, it is necessary to mis-center the beam spots on several

arm cavity optics to avoid the remaining point absorbers on both end test masses (ETMX,

ETMY) and on the input test mass to the X-arm (ITMX). The point absorbers are significant

enough that the beams are miscentered by several millimeters. The Livingston Observatory

no longer has significant point defects, so the beams are kept near the center of the mirrors.

Local damping upgrades

The gravitational wave strain was found to be contaminated by re-injected sensor noise from

the local controls of the triple suspensions that control auxiliary mirrors, such as the mir-

rors of the power- and signal- recycling cavities. Noise from the suspension sensors coupled

into the strain sensitivity through the auxiliary length and alignment control loops. The re-

injected sensor noise from the triple suspensions was found to be even more significant than

from the quadruple suspensions controlling the test masses. Other singly-suspended mirrors,

such as mirrors in the input telescope, also contributed damping noise to the auxiliary con-

trols. For O4, local damping control of auxiliary mirrors and test masses was recommissioned
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to suppress re-injected sensor noise within the gravitational wave band.

At the Hanford Observatory, the local damping noise for the mirrors on the input tele-

scopes coupled into the sensors used to control the common alignment degrees of freedom.

Due to the alignment control coupling to gravitational wave strain, this impacted the strain

noise from 20-30 Hz. To improve this noise coupling, the local controls for the input mirror

length, pitch and yaw degrees of freedom were reduced to bandwidths 1 Hz. This corre-

sponded to a reduction in noise re-injection of an order of magnitude or more above 10 Hz

in the alignment controls, and a direct reduction of the gravitational strain noise by a factor

of 2 between 20 and 30 Hz.

Local damping noise from the large triple suspensions that control the power-recycling

and signal-recycling mirror 3 (PR3 and SR3) also contaminated the gravitational wave strain.

Adjustments to the controls maintained the same suppression of the suspension resonances

while achieving an order of magnitude reduction in the noise injection above a few Hz for all

degrees of freedom. These improvements reduced noise in the alignment sensors, and also

contributed to a reduction in the differential arm length control RMS.

The small triple suspensions controlling the power- and signal- recycling mirrors and

power- and signal- recycling mirror 2 (PRM, SRM, PR2, SR2) were also recommissioned at

LHO. These damping controls had the least effect on the gravitational wave strain noise, but

contributed significantly to the noise in the auxiliary length control of the power-recycling,

signal-recycling, and Michelson cavities. By reducing the damping control above a few Hz,

both the RMS of the control loops and reinjected noise above 10 Hz were reduced.

The Livingston Observatory performed a similar recommissioning of the local controls for

the large and small triple suspensions, beamsplitter suspension, and quadruple suspensions.

Noise from these controls limited the gravitational wave strain noise from 10-20 Hz. By

reducing loop gains, improving cutoffs, and reshaping the loops to suppress noise above 10

Hz, noise from the local controls is five times below the gravitational wave strain noise above

15 Hz. However, below 15 Hz, there is still significant noise contribution from these controls.

A sub-budget of the local control noise contributions at LLO is shown in Figure 92.

The Hanford Observatory does not observe significant contribution from the quadruple

suspensions or beamsplitter suspension to the gravitational wave strain noise. Even though

both observatories are not directly limited by local damping noise within the gravitational

wave band, there is significant contribution to the low frequency noise and RMS of the

differential arm length control, as well as auxiliary alignment and length controls from local
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damping noise.

Symmetric port feedforward

Wavefront sensors mounted on an in-vacuum table at the symmetric port of both LLO and

LHO witness excess noise from 10 - 30Hz due to ground motion coupling. Feedforward

subtraction is applied to reduce this noise coupling using accelerometers mounted on the

table that witness the excess motion. The feedforward is applied to subtract noise from

all control loops sensed at the symmetric port, including the control of the common hard

mode of the arm cavities, power-recycling cavity alignment, and the input pointing. The

feedforward can suppress the excess noise in alignment controls by up to a factor of ten from

10 - 30 Hz.

7.4.5 Online noise subtraction

In O4, up to three calibrated strain channels from each detector are available: calibrated

strain, calibrated strain with line subtraction, and calibrated strain with line subtraction

and online cleaning1. Figure 84 shows the online cleaned range for both detectors.

Both detectors provide the calibrated strain with low-latency line subtraction, where the

sinusoidal calibration lines and the 60 Hz power lines are removed from the online data [159].

The line subtraction provided over two Mpcs of additional BNS range for both detectors.

The LIGO Hanford Observatory, in addition to low-latency line subtraction, implemented

online cleaning of the strain data to subtract residual noise couplings during O4. This

data cleaning is performed using the NonStationary Estimation and Noise Subtraction code

(NonSENS) [127, 128, 129]. NonSENS has previously been demonstrated to successfully

subtract both linear stationary couplings and nonlinear modulated couplings in the offline

data from O3 [160]. For O4, front-end infrastructure was developed to perform cleaning of

the strain noise data in low latency using measured noise couplings.

The greatest benefit of this online cleaning is in subtracting laser noises such as beam

jitter, described in Section 7.3.3, and frequency noise, described in Section 7.3.3. The noise

reduction with online cleaning could yield up to 3 Mpc of additional BNS range for LHO

when running, due to its mitigation of nonstationary laser noise couplings. The LIGO

1These channels are named GDS-CALIB STRAIN, GDS-CALIB STRAIN NOLINES, and

GDS-CALIB STRAIN CLEAN, respectively
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Livingston Observatory did not implement online cleaning for O4, and so the cleaned and

line-subtracted strain data are equivalent.

7.4.6 Scattered light mitigation

In the commissioning period before O4, vacuum incursions were made to mitigate known

sources of scattered light at both observatories. As scatter sources are removed, or the

motion of scattering surfaces is damped, in each case the acoustic and vibrational couplings

in each area are measured to decrease, sometimes dramatically.

Septum window removal

At both interferometers, a septum window between two vacuum chambers at the output port

was removed. This window separated the volumes housing signal-recycling mirrors and the

output mode cleaner, and the outgoing interferometer light transmits through this window

to reach the output mode cleaner.

Scattered light from this window coupled excess acoustic noise into the DARM spectrum.

Removal of the septum window at both observatories significantly reduced vibration noise

coupling at the interferometer output, in some frequency bands by up to two orders of

magnitude. The reduced vibration noise coupling decreased the total detector noise from 30

- 100 Hz at LHO and 15 - 25 Hz at LLO. This window removal increased the astrophysical

range at both detectors by a few Mpc.

Baffle damping

At both sites in O3, increased vibration levels, such as from wind and anthropogenic noise,

produced harmonic series of noise peaks in DARM that are characteristic of scattered light

noise. The scattering noise sources were identified using targeted vibration injections and

movies of scattered light modulation in the test mass chambers. The sources were baffles, the

cryopump manifold baffles and arm cavity baffles, that were designed to meet scattered light

requirements at low motion amplitudes, but whose motion was amplified by high quality-

factor resonances. This excess motion produced harmonic series of the resonance frequencies

that reached into the sensitive frequency band of DARM.

For O4, most of these baffles were damped or their suspensions improved in order to

reduce the velocity of reflecting surfaces, though not the amplitude of the reflected light.
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7.4.7 Parametric instability mitigation

Parametric instabilities (PI) are caused by the optomechanical interaction between the cir-

culating laser powers and the bulk mechanical resonance of test mass mirrors [161]. In

particular, the radiation pressure of higher-order transverse optical modes in arm cavities

can excite the mechanical modes of test masses, which can further excite the higher-order

optical modes in the arm cavities. This interaction can become a positive feedback loop

and cause an instability in high-power interferometer operation. Such PI modes have been

observed at both LIGO interferometers [162].

In the previous runs, both active and passive damping have been used to mitigate such

instabilities. For active damping, the test mass electrostatic drive has been used [163]. For

passive damping, acoustic mode dampers (AMDs) were installed on the test masses before

O3 [148]. The target frequencies of the AMDs is 15-80 kHz. However, during the arm power

increase in the commissioning for O4, a PI mode at 10.4 kHz was observed at LHO, and a

PI at 80 kHz was observed at both LHO and LLO. Both of these PI modes are outside of

the AMDs target frequencies.

At LHO, the 10.4 kHz PI mode is driven by circulating laser power scattered into the

second higher-order transverse mode due to misalignment, and is observed at twice the arm

cavity transverse mode spacing (∼ 5.2 kHz [44]), i.e. 2× 5.2 kHz = 10.4 kHz. At LHO, this

PI appeared on ETMY and is caused by the intentional beam miscentering on ETMY. To

mitigate this instability, active damping using the electrostatic drive to ETMY was used at

LHO during O4.

At both detectors, the 80 kHz PI is likely driven by the circulating laser power in a first

higher-order transverse mode that 2 arm cavity free spectral ranges (FSR ∼ 37.5 kHz) away

from the main carrier frequency, i.e. 2 × 37.5 kHz + 5.2 kHz ∼ 80 kHz. Thanks to the

fast 512 kHz analog-to-digital converters installed for O4, the fast arm power modulations

produced by the 80 kHz PI can be digitally sensed in transmission of the output mode

cleaner. A control signal was generated and sent to coil drivers for the problematic test

mass, to attempt elecrostatic damping of the 80 kHz PI. In LHO, the 80.3 kHz PI appeared

on ETMX at 57 W input laser power, and despite attempts at electrostatic damping, was

ultimately mitigated by tuning the ETMX ring heater to offset the optical mode from the

mechanical mode. In LLO, the 80.4 kHz PI appeared on ITMY at 50 W input laser power,

and was correspondingly mitigated by tuning the ITMY and ETMY ring heaters.
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7.4.8 Output photodetector electronics upgrades

Since transimpedance amplifiers are limited in range, the maximum signal to noise ratio of

the photodetectors used to sense the gravitational wave signal is set by the voltage across

the sensing resistor. The addition of an inductor to the transimpedance network creates

a frequency dependent conversion from photocurrent to voltage, allowing for better signal

to noise ratio at audio band frequencies and higher dynamic range, as was demonstrated

at GEO600 [164]. The transimpedance network was redesigned for O4 to include a 2.5 H

inductor with mu metal shielding and two capacitors to tune the frequency response, such

that the main sensing resistor only sees 1% of the photocurrent. The speed of the ADC was

also increased, and now reads out at 512 kHz.

7.4.9 Grounding improvements

During the commissioning period, spectra of the variation in current flowing from building

electronics ground to neutral earth were observed to be correlated with noise in DARM.

A newly developed electronics ground injection system showed that large spectral features

in DARM could be produced by injecting 100 milliamp-scale currents onto the building

electronics ground. The coupling is thought to be produced by fluctuations in the potential

of the electronics ground system due to the variations in current flows across the finite

resistance between electronics ground and the neutral earth around the building (measured

to be about 2 ohms at LHO). Forces on the charged test mass may fluctuate with the

potentials of nearby electronic systems that are referenced to the fluctuating electronics

ground, such as the electrostatic drive and ring heaters.

The noise from electronics ground potential fluctuations was reduced in two ways. First,

the resistance between certain electronics chassis and the building electronics ground were

reduced in order to reduce the total resistance to neutral earth for those electronics. Second,

the biases of the electrostatic drives were swept and set to values that minimized the coupling

to DARM of current injections onto the electronics ground. It is hypothesized that, at the

coupling minimum, the force on the test mass due to its charge is partially cancelled by the

force due to the bias-induced polarization. These mitigations resulted in range improvements

of a few Mpc. Further mitigation could likely be obtained by shielding electronics inside the

chamber from the test mass with shields connected to the chamber.
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7.5 Summary of High Power Operation

7.5.1 Arm power characterization

20 50 100 200 500 1000 2000 5000
Frequency [Hz]

10−23

10−22
St

ra
in

[1
/√

H
z]

O3, LLO, Unsqueezed
O4, LLO, Unsqueezed
O4, LLO, Squeezed

O3, LHO, Unsqueezed
O4, LHO, Unsqueezed
O4, LHO, Squeezed

Figure 93: Comparison of the total detector noise in O3 and O4 without squeezing. The

unsqueezed shot-noise-limited sensitivities are primarily a product of the circulating laser

power and the detector’s readout losses. At LHO, around 900 Hz, the unsqueezed strain

sensitivity increased by about 40% in O4. At LLO, around 900 Hz, the unsqueezed strain

sensitivity increased by about 16%.

Quantifying the circulating power in the Fabry-Pérot arm cavities is important to under-

stand the interferometer response to gravitational waves. As described in [44], this quantity

is not trivial to constrain due to large uncertainties in estimates of the incident power on the

beamsplitter and arm cavity gain. This section describes several methods that have been

used to quantify arm power, and the associated challenges with each method.

One of the simplest ways estimate arm power uses the input power and power recycling

cavity finesse. Specifically, this considers the input power incident on the power-recycling

cavity (Pin), the power gain from the finesse of the power-recycling cavity (i.e. power-

recycling gain, or PRG, GPR), and the arm cavity gain (Garm) given input and end cavity

mirror transmissivities along with round-trip optical losses. The circulating arm powers can
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be then calculated as

Parm =
1

2
PinGPRGarm. (7.157)

This method was previously applied to estimate the arm cavity power in the third observing

run [44]. The main source of uncertainty in this estimate stems from calibration of the

photodetectors used to estimate the input power, power in the PRC, and arm cavity gain.

This estimate is made more accurate by further estimating how much of the input power,

Pin is carrier power. For both LHO and LLO, a few percent of the input power is measured

to be higher order mode and RF sideband power. This value is constrained by changing the

modulation depth of the RF sidebands and measuring the changing in power at the output

port.

Table 10: Summary of the operating power parameters of the LIGO interferometers during

O4. Circulating powers estimated using Eq. 7.157.

Parameter Symbol LHO LHO start LLO Units

Input laser power - 57.5 71.8 64.5 W

Input carrier power Pin 55.9 68.6 61.9 W

Arm cavity power Parm 364 407 327 kW

Power-recycling gain GPR 50.1 45.6 39.85 W/W

LHO Circulating arm power

Previously in O3, the arm power at LHO was estimated to be around 195±14 kW, as

reported in Table II of Ref. [44]. The replacement of the Y-arm input test mass at LHO

(see Section 7.4.2) corresponded with a significant improvement in the arm losses, and a

corresponding increase in the recycling gain at high power. The resulting power-recycling

gain at input power 57.5 W is measured at 50.1 W/W. At this operating power, 97.2 % of

the input laser is power is carrier power, and the rest is higher order mode and RF sideband

power. Applying the measured arm cavity gain of 260, the resulting arm power estimate is

364 kW ± 18 kW following Equation 7.157.

With an increase to 71.8 W input power, optical losses increased slightly due to increased

thermal distortion contributing to higher mode mismatch within the interferometer. This

mode mismatch reduces the estimated power-recycling gain to 45.6 W/W. An estimated

4.4% of the input power is higher order mode and RF sideband due to this excess mode
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mismatch. Using the same arm cavity gain, the resulting estimated power is 407 kW ± 20

kW.

LLO Circulating arm power

Previously in O3, the arm power at LLO was estimated to be around 240±18 kW, as reported

in Table II of Ref. [44]. The replacement of the end test masses at LLO (see Section 7.4.2)

corresponded to a small decrease in the power-recycling gain due to an increase in the arm

cavity losses from higher scatter and absorption. The resulting power-recycling gain at input

power 64.5 W is calibrated to be 39.85 W/W. Within the input power, 4% is estimated to

be higher order mode and RF sideband power. Applying the measured arm cavity gain of

265, the resulting arm power estimate is 327 kW ± 6.5 kW following Equation 7.157.

7.5.2 High power challenges

Both the Hanford and Livingston detectors underwent an increase in operating power ahead

of the fourth observing run, as a part of improving the shot-noise limited in sensitivity.

However, the power increase at both observatories was met with several challenges related to

optical loss, excess low frequency noise, and controls challenges. In particular, the Hanford

Observatory began the fourth observing run operating at a higher power that was later

reduced to improve both the duty cycle and sensitivity. Table 10 summarizes the relevant

operating power parameters for both observatories. Both the current LHO parameters (LHO)

and the LHO parameters for the first month of the run are presented (LHO start).

This increase in operating power was enabled by pre-stabilized laser upgrades detailed

in Section 7.4.1. The test mass replacements at both sites, detailed in Section 7.4.2, also

enabled power increase, as operating power was limited in O3 by the presence of point

absorbers [44].

During the power-up procedure at LHO, saturations of the power recycling cavity pick-off

detector (POP) prevented increasing the operating power above 55 W. This photodetector

is the main sensor for the auxiliary length degrees of freedom: PRCL, MICH and SRCL.

A vacuum incursion was performed to attenuate the beam along this pick-off path to avoid

saturation of the photodetector. This procedure was performed at both observatories to

allow power up efforts to proceed. This attenuated light along both the POP path and

well as the reflection port path used to control the common arm length and the common
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alignment controls.

Thermal compensation for high power

The thermal compensation system (TCS) is designed to sense and correct the thermal lenses

and aberrations on the core optics that occur due to absorption [165]. At both detectors,

the estimated uniform test mass absorption is around 0.5 ppm, dominated by the optical

absorption of the mirror coatings. For the O4 operating powers, the mirrors absorb hundreds

of milliWatts of power, resulting in an induced thermal lens that distorts the finely tuned

cavity dynamics. This estimated uniform absorption is further impacted by any point defects

that absorb further power. The effect of these point absorbers was discussed at length in

Buikema et al. [44].

Two main actuators provide thermal compensation control to core optics: ring heaters

placed around the barrel of each optic and CO2 lasers incident on a compensation plate

behind each input test mass. The ring heaters are designed to create a negative thermal lens

on the test masses that correct aberrations on the high-reflective surface of the mirror. The

CO2 lasers can induce a positive or negative thermal lens on the compensation plate. Both

LLO and LHO make use of the ring heaters on the input and end test masses. Only LHO

makes use of the CO2 lasers at this time.

Hanford Detector TCS Tuning After LHO achieved 57W input power, end test mass ring

heaters were adjusted in both common and differential steps to provide better arm mode

matching and reduce contrast defect light measured at the output port. This had the further

benefit of reducing frequency noise coupling present at LHO. By increasing the end test mass

ring heater power in a common step, the frequency noise coupling was reduced by a factor

of three and the contrast defect light by a factor of five. Due to this change, a parametric

instability around 10.4 kHz is driven during the lock. Due to the success of this tuning,

active damping of this PI was implemented. This is further detailed in Section 7.4.7.

Meanwhile, slight differential tuning of each end test mass ring heater improved contrast

defect further, but drove a different parametric instability near 80.3 kHz. At the time, no

active damping solution was found, so the ring heater setting was left in a common mode

for the end test masses. Ring heater changes were attempted on the input test masses to

further improve arm mode matching and improve detuning in the signal recycling cavity.

However, neither common nor differential changes of the ITM ring heaters were successful.

Some changes completely prevented locking of the interferometer.
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After the input power increase to 71W at LHO, similar tests were performed to adjust

the end test mass ring heaters in both common and differential steps. However, all tests of

the ITM ring heaters were unsuccessful at improving mode matching and severely affected

the ability to perform locking procedures. The contrast defect increased slightly as well as

the frequency noise coupling due to arm mismatch. When the power was reduced mid-run

to 57W, the ETM ring heaters were reverted to the previous settings that produce low

frequency noise coupling.

The CO2 heaters were also adjusted to reduce frequency noise and jitter noise present

in the interferometer. An annular beam mask was used to closely mimic the effect of the

ring heaters. Differential tuning was found to worsen noise coupling, while common heating

further improved the noise coupling.

Livingston Detector TCS Tuning At LLO, both the ITM and ETM ring heaters are used

to improve the thermal lens from the increase in operating power. Differential ITM ring

heater actuation is used to reduce laser noise coupling. ETM differential changes are used

to adjust the higher order mode spacing to avoid parametric instabilities.

Increasing the input power at the Livingston Observatory did not result in a proportional

increase in sensitivity due to loss of mode matching from the increased power. Increasing

the ring heater power of both the input and end test mass ring heaters recovered some of the

optical gain lost with each power increase, but not all. Furthermore, increasing ITM ring

heater power also impacted locking procedures. These challenges limited the power increase

at LLO further beyond 63 W input.

Thermalization

Both detectors experienced challenges related to thermalization: transients in the operating

point of the detector due to the evolution of the induced thermal lens from the heating

of the interferometer beam. Previous demonstrations of dynamic thermal compensation

demonstrate that this thermal evolution can last for several hours at the beginning of each

lock as the test masses absorb hundreds of mW of power [166]. The thermal compensation

system is designed to counteract induced thermal lensing, but is less effective at dynamically

counteracting the changing thermal lens that occurs at the beginning of each lock sequence.

During the thermalization process, optical losses of the main beam and RF sidebands

change dramatically, higher order mode frequencies shift, and noise couplings change as the

mirrors absorb power. The effects of thermalization can limit the operating power of both
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detectors; it is challenging to compensate the thermal lens generally, and more challenging

to compensate the early thermal evolution each lock.

Operating the Hanford Observatory with 71.8 W input power during the early part of

O4a came with significant controls challenges due to thermalization. In particular, while the

carrier beam power increased during the thermalization period, the sideband gain decreased

dramatically. The 9 MHz sideband used to control the power-recycling cavity length lost

up to 75% of its optical gain during the first few hours of every lock. This dramatic effect

on the sideband but not the carrier is exacerbated by the induced ITM lens. This effect is

doubled in the sidebands due to anti-resonance in the arm cavities. A servo to maintain a

stable unity gain frequency was commissioned to manage this loss, but the gain evolution

was unpredictable in each lock, as the overall thermal state of the interferometer varies

significantly from lock to lock depending on how quickly the interferometer can relock after

lockloss and maintain the high power thermal state. This corresponded with regular fast

locklosses within the first few hours of observing that impacted the duty cycle.

Furthermore, the significant evolution of the sidebands impacted the ability control noise

couplings consistently during each lock. With significant evolution in the sideband gain used

to control the auxiliary length degrees of freedom, tuning length feedforward, as described

in Section 7.3.4, became a challenge. A feedforward scheme measured at the start of a

lock would lose efficacy during the thermalization process, increasing noise at low frequency

during observing periods. LHO also witnessed a significant increase in vibrational noise

at higher power. The effect of high power operation on the low frequency sensitivity is

demonstrated in Figure 94. The increase in operating power corresponds to an increase in

the broadband noise from 20-50 Hz. Some of this noise can be explained by excess noise

in the length control loops that is not well-mitigated by length feedforward. However, even

with a subtraction of the noise associated with the length controls, there is an approximate

doubling of the broadband noise at low frequency. Most of this noise can be attributed to

vibrational noise causing excess scattered light and beam jitter.

While the most significant impacts to the sensitivity of LHO at 71 W result from an

increase in broadband low frequency noise, thermalization also impacted squeezing losses.

An increase in the detuning of the signal-recycling cavity, combined with a reduction in mode

matching of the interferometer to the output port The signal-recycling cavity would become

increasingly detuned during the lock period, impacting the optical spring in the differential

arm length and compromising squeezing.
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After the first month of observing, the input power of LHO was decreased from 71 W

to 57 W. This corresponded to an improvement in both duty cycle and detector sensitivity.

While operation at the lower power still includes a thermal transient within the first few

hours of the lock, the effects are significantly reduced, enabling improvement of the low

frequency noise and reducing losses that impacted the injected squeezing. The decrease in

power also corresponded to an increase in the stability of the auxiliary controls, enabling a

significant improvement in the duty cycle. The relatively low duty cycle of LHO during O4a

can mostly be attributed to the impacts of high power operation early in the run. Also, the

steady increase in the LHO sensitivity, as shown in Figure 84, is a result of this change in

power.

7.6 Future work

Between O4a and O4b, a 3-month commissioning break from January 16, 2024 to April 10,

2024 allowed the observatories to install several upgrades. At LLO, both X- and Y- end test

mass mirrors (ETMX, ETMY) were cleaned with First Contact in-situ while suspended.

At LHO, the output mode cleaner cavity was replaced to reduce optical losses; baffles near

the input mode cleaner were further damped to reduce scattered light; and the squeezer’s

piezo-deformable optics (PSAMS) were adjusted to allow further optimization of squeezer

mode-matching throughout the interferometer. At both detectors, a squeezer pre-mode

cleaner cavity was installed to reduce high frequency (≳ MHz) squeezer laser intensity noise.

After O4, a more extensive two year-long commissioning break will precede the fifth

observing run (O5). Major planned detector upgrades for O5 include the test mass mirrors

with reduced coating thermal noise and an upgraded thermal compensation system to achieve

high power.
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Figure 94: A trend of the differential arm length noise level from 20-50 Hz, normalized to

data taken on March 30, 2023. The noise in this band increased with the increase in power.

Even with coherent subtraction of limiting controls noise, the overall noise increased. This

excess noise is attributed to an increase in coupled vibrational noise from scattered light and

beam jitter.
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Chapter 8

Technical Noise and Data Quality

Considerations for Future Detectors

8.1 Introduction

This chapter covers work from a paper submitted to Classical and Quantum Gravity by

Capote, Dartez, and Davis [167].

Advances in gravitational-wave detector technology have pushed the limits of possibil-

ity for the detection of new and exciting gravitational wave events [2, 168, 140, 169, 170,

171]. Despite many advances, ground-based gravitational-wave detectors such as Advanced

LIGO [9], Advanced Virgo [14], and KAGRA [15] continue to be limited in sensitivity and

operation due to both fundamental limits of gravitational-wave detectors and technical chal-

lenges in their operation [44, 172, 173, 174].

Several next-generation (XG) gravitational-wave detectors have been proposed, such as

Cosmic Explorer [6], planned to be located in the United States, and the Einstein Tele-

scope [30], planned to be located in Europe. Designs for these new detectors are based on

current understanding of the best technologies for gravitational-wave detector performance.

To enhance these new detectors, several key upgrades are proposed that push the limits of

current technology to further improve detector sensitivity.

Noise sources that limit these types of gravitational-wave detectors are usually divided

into a few main categories. Fundamental noise sources are derived from first principles and

set an upper limit to any detector sensitivity. Baseline designs for XG detectors tackle many

of these fundamental sources first by lengthening the Fabry-Pérot cavity arms and increasing
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the mass and size of the test masses. Additionally, these designs include enhanced seismic

isolation requirements through longer and larger suspensions, improved thermal noise via

lower loss optical coatings, and reduction in quantum noise through high optical power

and high levels of quantum squeezing [6, 30, 59]. Meanwhile, technical noises result from

the operation of a detector and can usually be reduced if studied and understood. While

baseline design choices focus on fundamental noise reduction, some design factors also tackle

technical noise challenges. Some work has already been done to consider the design of

the Cosmic Explorer detector with knowledge of fundamental, technical, and environmental

limiting noises at low frequency, as in Ref. [31].

Technical noises are typically considered to be stationary but can also be non-stationary

over long time periods or even create short bursts of transient noise called “glitches” [175,

176, 177, 172, 174]. Technical noise effects that are non-stationary or transient are often

considered separately and are referred to as “data quality issues.” While the origin of these

time-varying technical noises is similar to other sources of technical noise, they can create

additional challenges for data analysis pipelines compared to stationary noise [178, 179, 180,

177, 181, 182, 183, 184, 185, 186, 187]. For this reason, understanding and mitigating data

quality issues is an active area of research and vitally important to improving the robustness

of astrophysical analyses with gravitational waves [176, 188, 179].

Addressing these challenges will require active research that builds upon current work

being done to design XG detectors. In this work, we focus on Cosmic Explorer as an example

of an XG gravitational-wave detector to explore the impacts of technical noise, data quality,

and calibration on XG gravitational-wave science. We also compare and contrast how these

issues may affect the Einstein Telescope when appropriate. Cosmic Explorer is planned to

be a dual-recycled Michelson interferometer with 40 km or 20 km Fabry-Pérot arms [6]. The

test masses serving as the arm cavity mirrors are planned to be 320 kg [6], eight times the

mass of the current Advanced LIGO test masses [9]. These and other design choices, such as

improved seismic isolation, will allow Cosmic Explorer to achieve unprecedented sensitivity

to gravitational waves. Due to the focus on Cosmic Explorer, the projections included in

this work use previous results from the Advanced LIGO (aLIGO) detectors, as these are the

current-generation detectors most similar to the proposed Cosmic Explorer design [6].

First, we consider technical noises that create broadband, stationary noise in the detector,

and possible mitigation strategies (Section 8.2). We then discuss the challenges of narrow-

band technical noises (Section 8.3). Finally, we comment on the outlook of addressing these
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challenges to best realize XG science goals (Section 8.4).

8.2 Broadband Technical Noises

To begin the discussion of technical noises and their impacts, we focus on technical noises

that impact the detector over a broad range of frequencies. In current generation detectors,

one of the most significant sources of technical noise, especially at low frequency, comes

from auxiliary controls such as length and alignment controls [189, 44, 172, 190]. Control

servos are a necessary part of sensitive interferometer operation to achieve stable resonance

conditions in optical cavities, ensure good optical gain, and maintain operation in the linear

control regime. However, controls can also inject excess noise into the gravitational wave

band through various means. Part of the operation of a gravitational-wave interferometer

involves finding a delicate balance between an optimal control point and minimal noise as

these are two situations that can be at odds [44]. In this discussion we will enumerate

controls requirements as they are in current generation detectors, and what considerations

are required for next generation science goals.

8.2.1 Auxiliary Length Control Noise

Auxiliary cavity length control is an essential part of stable interferometer operation. Assum-

ing Cosmic Explorer continues to follow a similar topology as current advanced gravitational-

wave detectors, these auxiliary lengths are the power recycling cavity (PRC) length, the

Michelson cavity (MICH) length, and signal extraction cavity (SEC) length [31]. Auxiliary

lengths couple marginally to the differential arm length (DARM) and, therefore, noise related

to controlling these cavities couples into the DARM spectrum from which the gravitational-

wave readout is derived [44]. The significant noise sources in aLIGO are from the MICH

length and the SEC1 length length [44]. Advanced LIGO does not experience any signifi-

cant noise contribution from the PRC length, and this is so far expected to be the same for

Cosmic Explorer. In principle, no noise will couple from the SEC in Cosmic Explorer due to

the balanced homodyne readout [31], however, in practice effects like contrast between each

arm cavity mode could result in SEC noise coupling. For the purpose of this discussion, we

assume that the main auxiliary noise coupling results from MICH.

1In many aLIGO papers this is referred to as the “signal recycling cavity”, or “SRC”.
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Michelson cavity motion creates differential phase sidebands that become amplitude side-

bands at the output of the interferometer. However, this noise is suppressed in the inter-

ferometer via the arm cavity finesse, as the DARM signal is amplified by the Fabry-Pérot

arm gain relative to the MICH length signal. Current design considerations of Cosmic Ex-

plorer assume the same finesse as aLIGO [6]. Therefore, the Michelson coupling will have

approximately the same factor, π/2F = 1/280. However, studies are underway to consider

the benefits of changing the Cosmic Explorer finesse; see Ref. [191] for a more in-depth

discussion.

To understand the effects of noise coupled from Michelson length control, it is beneficial

to understand what noises limit the Michelson loop itself. In Advanced LIGO, the Michelson

loop was shown to be limited by sensing noise roughly above 10Hz, at about 10−16 m/
√
Hz.

This sensing noise is shown in Fig. 9a of Ref. [189] to result from the quantum (shot) noise

on the photodetector used to detect the MICH length signal. Below 10Hz, MICH is limited

by suspension damping noise from the local control of the beamsplitter, the mirror used

to control Michelson length [189]. Besides suspension damping noise, there is also seismic

noise, roughly following a 1/f 6 slope and reaches a level of 1×10−17 m/
√
Hz at 10Hz. The

slope of this noise results from the triple suspension used to suspend the beamsplitter. All

of these noises couple to DARM and limit the gravitational-wave channel, though for the

aLIGO band which extends only to 10Hz, the most significant noise is MICH sensing noise.

To estimate of the level of MICH noise in a gravitational-wave detector, we can take

the current level of MICH sensing noise above 10Hz, 10−16 m/
√
Hz, and multiply it with

the assumed coupling factor, 1/280. The resulting displacement noise is approximately

3×10−19 m/
√
Hz. This noise level is significant, and completely limits Advanced LIGO if

left unmitigated. However, a feedforward control is applied that suppresses this noise out

of band. Feedforward is a form of real-time noise cancellation based on a known transfer

function of MICH to DARM coupling [9, 192]. Currently, it is possible to achieve at least a

factor of one hundred suppression of this sensing noise in the gravitational-wave band. Such

a suppression factor is dependent on the measurement—a measurement precision of 1% is

required.

One drawback of feedforward is that it can be tuned to suppress sensing noise or dis-

placement noise, but not both. Given the high level of MICH sensing noise that can couple

to the gravitational-wave band, feedforward subtraction must be tuned to reduce sensing

noise, but will also, by the nature of feedforward, amplify any displacement noise present. In
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Advanced LIGO, the bandwidth of the MICH loop is set to around 10Hz. There are several

considerations for the setpoint of the MICH bandwidth, but the one most important for this

discussion is the suppression of displacement noise. In order to maintain the linear control

regime required for detector operation, the residual displacement of MICH length must be

around a few picometers [189, 44]. This bandwidth is high enough to achieve the required

displacement noise residual for aLIGO and any amplified displacement noise that occurs is

below the observation band for gravitational waves.

However, the Cosmic Explorer band will extend down to 5Hz, so the effect of MICH

displacement noise must also be considered. Part of the design for Cosmic Explorer involves

better local control for suspensions, namely, making use of local sensors with much lower

noise [31, 6]. The proposed Homodyne Quadrature Interferometer (HoQI), is one such sensor

that has the required performance for a detector like Cosmic Explorer [193]. The benefit of

using the HoQI would be much less suspension damping noise, such that the low frequency

displacement noise that limits MICH would likely be limited by seismic noise. To further

improve upon displacement noise, Cosmic Explorer design also considers improved seismic

isolation via improved suspension design, such that Cosmic Explorer could achieve a factor

of ten reduction in seismic noise at 1Hz [31]. These improvements allow for the ability to

relax the controls design for MICH. Feedforward will still be required for Cosmic Explorer:

in a 40 km detector, a MICH loop with sensing noise of 10−16 m/
√
Hz and an arm finesse

of 450 will result in a strain noise of about 6×10−24 1/
√
Hz [31]. If a one hundred times

suppression of the MICH sensing noise is achieved, this noise would be at least five times

below the level of the Cosmic Explorer fundamental noise curve, which reaches 3×10−25

1/
√
Hz at 20Hz [31, 44]. However, any residual displacement noise below 10Hz will be

amplified by this feedforward, which could completely contaminate the detection band from

5-10Hz.

By suppressing MICH displacement noise with better local controls and seismic isolation,

the Cosmic Explorer MICH bandwidth could be set below 5Hz. With less MICH loop gain

above 5Hz, less sensing noise will be coupled in the band, and less displacement noise will be

amplified by the feedforward. This has two beneficial impacts: more sensitivity in the region

from 5-10Hz, and less stringent requirements on the feedforward suppression. To completely

avoid any risk of displacement noise contaminating the gravitational-wave strain at 5Hz,

a MICH bandwidth that is closer to 3Hz would be the most beneficial. Loop bandwidth

cannot be lowered indefinitely, both for displacement noise considerations, and for control
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of any suspension resonances. It will be key to keep the beamsplitter suspension length

resonances low enough that such a loop design is possible for Cosmic Explorer.

Assuming no change in the sensing noise level, that means the seismic noise needs to be

less than 10−16m/
√
Hz below 5Hz. Seismic noise reaches approximately 5×10−15m/

√
Hz at

5Hz [189] in aLIGO. Switching to an improved suspension design (see [31]), and changing the

beamsplitter suspension from triple in aLIGO to a quadruple suspension to gain an additional

additional 1/f 2 suppression, can reduce the seismic noise at 5Hz below the sensing noise as

required. This is one path forward to keep seismic noise low enough that any amplification

of displacement noise from the feedforward would be kept out of the Cosmic Explorer band.

Overall, even with little change in the MICH sensing noise, design strategies related to

reducing displacement noise via improved local damping and improved seismic isolation will

have a significant effect on suppressing any length controls noise that can contaminate above

5Hz.

These projections are designed to be only a first look at potential auxiliary length coupling

in XG detectors. As the designs for Cosmic Explorer and other XG detectors develop,

simulation can further investigate how this noise may appear in an XG detector. Elements

such as seismic isolation, suspension design, and optical layout could affect the appearance

of Michelson noise or even other auxiliary lengths. Notably missing here is a full corner

optical layout for the Cosmic Explorer interferometer, showing the planned lengths of the

auxiliary cavities, and the mirrors and telescopes required. Development of such a layout is

still underway as a part of the Cosmic Explorer preliminary design work, and better modeling

of auxiliary length noise can be undertaken once this layout is proposed. Furthermore, any

changes to the Fabry-Pérot cavity finesse will adjust the MICH coupling; increasing the

finesse will be beneficial in reducing MICH noise while lowering the finesse benefits SEC

losses that limit high-frequency sensitivity [191]. Even in current detectors, there is still

much to be studied about auxiliary length coupling. For example, the projections here

only consider a linear coupling of MICH to DARM, but some evidence from O3 indicates

that auxiliary length coupling could have a nonlinear component [44]. Nonetheless, this

initial work highlights the importance of studying this type of technical noise as a part of

maximizing XG detector sensitivity.
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8.2.2 Alignment Sensing and Control Noise

Alignment sensing and control, or ASC, is arguably one of the most topologically complex

controls system in ground-based interferometers and is often a limiting noise at low fre-

quency [44]. The alignment of the Fabry-Pérot arm cavities and the auxiliary cavities must

be controlled together: one nanoradian residual angular motion is required for the arms,

while tens of nanoradians of residual motion is acceptable for auxiliary cavities [48]. These

requirements are set to stabilize resonant conditions, suppress higher order spatial modes

that can cause optical loss, and reduce cross coupling between degrees of freedom.

In aLIGO, alignment degrees of freedom are sensed via quadrant photodiodes (QPDs)

and wavefront sensors (WFS) [48]. QPDs provide pointing control for while WFS are in-

terferometric sensors using radio frequency quadrant photodetectors to sense the relative

position of the carrier and sidebands within the cavities [44]. A third type of alignment

control, called dither control, will be briefly discussed in Section 8.3. Beams are picked off at

different ports of the interferometer to provide signals for these sensors. It is likely similar

alignment sensing schemes and sensor layouts will be applied in Cosmic Explorer. Given

the residual angular motion requirements, the alignment controls that provide the most sig-

nificant noise impacts are the arm controls— achieving one nanoradian RMS requires loop

bandwidths around a few Hz. Control of auxiliary cavity alignments, such as the PRC,

MICH, and SEC alignments, are important, but the bandwidth required for these loops in

Advanced LIGO is less than 1Hz to achieve the RMS requirement. Therefore, this paper

will focus mainly on the control of the arms when considering the technical noise.

The Fabry-Pérot arm control is performed in the cavity basis, known as “hard” and

“soft” modes (the reason for these names will be explained shortly). A hard mode results

from a shift in the cavity axis alignment, while the soft mode results in a translation of

the beam position within the cavity. The hard mode is typically detected on a wavefront

sensor (WFS), which detects the first-order misalignment mode from a cavity axis shift,

while the soft mode is sensed at a quadrant photodiode (QPD) after the beam reduction

telescope. In Advanced LIGO, the highest bandwidth control in alignment sensing is from

the hard loops. Above 10Hz, the limiting noise source for both WFS and QPDs is the sensing

noise of the detector, about 10−14 rad/
√
Hz [48]. However, in aLIGO, some of these sensors

are contaminated with excess noise from 10-30Hz, due to spurious vertical and rotational

coupling of the motion of the in-vacuum table where the sensors are mounted [44]. This
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particular excess noise contamination is the result of poor seismic isolation of the table itself

and can elevate the sensor noise level in the WFS, magnifying the injected noise from ASC

into the DARM spectrum. While there have been some successful mitigation strategies using

feedforward subtraction or signal blending in aLIGO [44], next-generation detector design

should consider table isolation of similar importance to mirror isolation when it comes to

reducing technical noise from alignment controls.

The coupling of angular mirror motion to cavity length is best understood via a geometric

argument as

∆L = dspot × θmirror, (8.158)

where dspot represents the beam spot motion on the mirror, and θmirror represents the mirror’s

residual angular motion [48]. This is a bilinear process, as both beam spot motion and mirror

angular motion can have a separate frequency dependence. By achieving the nanoradian

RMS requirement in the arm cavities, for example, the effect of the beam spot motion that

is convolved with the residual angular motion is suppressed and has minimal noise coupling.

In this case, the remaining noise coupling is linear, and results from residual angular motion

coupling to a static beam offset [48]. The coupling of the arm cavity mirrors to the differential

arm length, DARM, is the strongest, as any change in the angle of an arm cavity mirror is a

direct change in DARM. The auxiliary cavity mirrors also experience a coupling to DARM,

usually with a coupling strength of two or more orders of magnitude below the coupling

strength of the arm cavity mirrors [48]. This is further motivation to consider only the noise

coupling of the arm degrees of freedom as the dominant noise source from ASC.

Assuming a similar ASC sensing noise level as aLIGO, 10−14 rad/
√
Hz, and a similar

residual beam spot motion of 0.1mm [48], the estimated strain noise from ASC at 20Hz

in Cosmic Explorer would be about 2.5×10−23 1/
√
Hz. In order to suppress this noise in

the gravitational-wave band, low pass filtering can be applied to the alignment control loop.

Considering the arm alignment loop bandwidth in aLIGO [44], two orders of magnitude loop

suppression is achievable by 20Hz, which would place the resulting strain noise from ASC

just below the Cosmic Explorer design sensitivity at 20Hz. However, this is not sufficient

to achieve the desired Cosmic Explorer sensitivity at 5Hz. If the alignment control loop

bandwidth can be reduced, the sensing noise can be suppressed more in the detection band.

This requires a reduction of the angular displacement noise, such that less control is required

to meet the same residual motion requirements. Loop bandwidth reduction will also depend

on the suspension design, as the suspension dynamics play a significant part of the design
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of the arm alignment control. In particular, the optical torque from the high power in the

arms will affect the angular suspension dynamics.

The high circulating power in the arm cavities creates a radiation pressure which exerts

a torque to the suspended mirrors. This torque provides an additional mechanical term to

the suspension system, which “hardens” (mirrors rotate with the same sign) or “softens”

(mirrors rotate with opposite sign) the suspension modes [135]. Given the high expected

operating power of Cosmic Explorer (1.5MW) [6], this radiation pressure effect will be

significant for determining the success of the interferometer alignment stability and resulting

noise couplings.

The hard and soft suspension modes will be shifted in frequency from the free suspension

resonance, f0, via the factor [31, 48, 135]

∆f 2
h,s =

γh,sPcavLarm
cIm

, (8.159)

where γh,s are the geometric factors of the hard/soft mode, Pcav and Larm represent the

intra-cavity power and arm length, respectively, and Im and c represent the mirror moment

of inertia and speed of light. The factor γh,s depends only on the cavity geometry (length

of the arm and radii of curvature of the test masses); γh > 0, as the hard mode increases

in frequency (stiffens) with increasing cavity power, and γs < 0, the soft mode reduces in

frequency (softens) with increasing cavity power. If the soft mode frequency shift, ∆f 2
s ,

exceeds the fundamental frequency of the suspension, f0, the soft mode becomes completely

unstable. Although the hard mode frequency shift is always positive and always stable, the

suspension mode must be damped [31]. As such, the hard mode frequency shift, ∆f 2
h , sets

a lower limit for the bandwidth of any alignment control loop applied to the arm alignment

control.

With these dynamics in mind, much of the consideration for the technical noise impact

of alignment controls noise comes directly from the chosen design of the suspension. Cur-

rent Cosmic Explorer includes a quadruple pendulum system similar to aLIGO’s, scaled up

to support the 320 kg test masses [6]. A suspension design with low-frequency mechanical

resonances will be required to keep the hard mode frequency low enough to design a low

bandwidth control loop. Conversely, it would be beneficial to maintain a high enough sus-

pension frequency that the soft mode does not become unstable. With the intra-cavity power

and arm length for Cosmic Explorer set to be 1.5MW and 40 km respectively, adjusting the

cavity geometry also allows some control over the impact of the radiation pressure effect. It
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is beneficial for Cosmic Explorer design to limit diffraction over 40 km, so the design keeps

the beam size as small as possible. This design component has an added benefit for align-

ment control considerations, as smaller beams have smaller geometric factors, shifting the

suspension resonances less [135]. Furthermore, it is beneficial to increase the mirror moment

of inertia, Im, as this would also reduce the shift in frequency from high power. If the mass

of the mirror is fixed, this involves adjusting the aspect ratio of the mirror to maximize Im.

For the current parameters in the Cosmic Explorer design, the resulting frequency shift

of the hard mode is likely to be around +(1.1Hz)2 and for the soft mode −(0.6Hz)2, as

found in Ref. [31]. Both the hard and soft modes should be considered in suspension design;

minimizing the instability of the soft mode is beneficial, as a control bandwidth for an

unstable soft mode will need to be around 3fs [31]. The bandwidth of control for the

hard mode will also determine how much the injected angular noise can be suppressed in

the gravitational-wave band—the lower the bandwidth, the more suppression at 5Hz is

possible. The quadruple suspension design will involve four main eigenmodes of angular

motion, so the placement of both the lowest and highest frequency eigenmodes will be key

design parameters.

If the lowest frequency eigenmode of the quadruple suspension is designed to be around

0.5Hz, that means the soft mode frequency, fs, will be about −0.1Hz. The required con-

trol bandwidth for this unstable mode would be less than 1Hz, enabling any sensing noise

contribution from the soft mode to be suppressed by multiple orders of magnitude by 5Hz.

Assuming that the highest frequency suspension eigenmode is around 1Hz, the hard mode

frequency, fh, would be around 1.5Hz, and the required control bandwidth for this loop

would be around 2Hz. It is more difficult to achieve the required loop suppression for the

hard loop without completely destabilizing the loop at the unity gain frequency. A suspen-

sion design that reduces the eigenmode frequencies further would be beneficial for the hard

mode, but would risk increasing the bandwidth required for the soft mode control.

Furthermore, the aLIGO ASC is currently only sensing noise limited above 10Hz [194].

Similar to the Michelson noise requirements, the displacement noise below 10Hz will need to

be reduced to reach the Cosmic Explorer design goals at 5Hz. Again, improved local control

from design aspects like the HoQI will reduce damping noise, and the proposed reductions

of the seismic noise in Ref. [31] to the seismic noise will help further. However, the overall

contribution of ASC noise will, in the end, depend heavily on the suspension design and

resulting hard and soft mode frequencies. One way to improve ASC noise regardless of the
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resulting suspension design is to consider the sensing noise level. A factor of three reduction

in sensing noise would reduce the injected ASC noise to the level of the MICH noise at 20Hz,

as calculated in Section 8.2.1. This improvement would require increasing the power on the

WFS to improve the shot-noise limit. Any reduction in the ASC sensing noise would help

reduce requirements on the suspension design to achieve noise suppression at 5Hz.

The coupling of alignment noise in Cosmic Explorer must be studied more closely. The

calculations in this paper assume the majority of the angular coupling from Eq. 8.158 would

result from residual angular motion coupling to a static beam offset. Simulations will better

reveal how Cosmic Explorer upgrades can improve the coupling of beam spot motion with

residual angular motion, especially in regard to improved sensors and seismic isolation, as

well as the significant suspension upgrades already proposed in works like Ref. [31]. Given

the potential limitation to the gravitational-wave science from alignment control noise, it will

be important to research its effect and various strategies for mitigation. For example, recent

work projecting the current Virgo ASC design onto the Einstein Telescope design sensitivity

curve demonstrates that significant improvements in ASC noise levels are required for XG

detector goals [195]. At this time, improving the sensing noise could be the most effective

method for reducing ASC noise, in concert with the already-proposed design choices for

Cosmic Explorer. Since much of the coupling will also be related to the resulting shifts in

the suspension modes due to radiation pressure, the effects of the alignment controls should

be kept in mind during any suspension design work.

8.2.3 Science impacts of low-frequency noise

The technical noises highlighted in this section will have the most impact on detector sensitiv-

ity at low frequencies. Any loss in sensitivity at low frequencies compared to the expectation

from fundamental noise sources will impact XG science. This section will detail a few impacts

we foresee from any degradation in low-frequency sensitivity.

To demonstrate the importance of low-frequency sensitivity, Figure 95 shows how the

total sensitivity of Cosmic Explorer is impacted by the lowest sensitivity considered. The

upper panel shows the Cosmic Explorer design curve [196] with the multiple low-frequency

cut-offs we consider. The two lower panels show the redshift horizon2 of Cosmic Explorer with

respect to the total source frame mass for each of these low-frequency cutoffs. The benefit of

2We calculate the redshift horizon [52] using the inspiral-range package [197], the IMRPhenomX-

PHM [198] waveform, and the Planck18 [199] cosmology.
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a higher detector bandwidth is most extreme for high-mass signals, but it also impacts the

sensitivity of Cosmic Explorer to all signals. In the most extreme scenario, a low-frequency

cut-off of 20Hz, there is over a 25% loss in sensitivity to all masses and a complete loss

in sensitivity to masses above 2000M⊙. For these high-mass systems, the higher frequency

cut-off means that the merger frequency is lower than this cut-off in the detector frame due

to redshift effects; this effect is demonstrated in the top panel of Figure 95.

In addition to the detectability of signals, we highlight how the low-frequency sensitivity

of Cosmic Explorer will impact the estimation of source parameters from compact binary

coalescences (CBCs). A given detector’s power spectral density, S(f), is related to the

signal-to-noise ratio (SNR) of a CBC signal (and hence the horizon distance of a detector)

via [178]

SNR2 ∝
∫
f−7/3

S(f)
df. (8.160)

However, the measurability of some CBC parameters is much more dominated by low fre-

quencies than the SNR. For example, the measurability of chirp mass, ∆M, is given by [200]

∆M ∝
∫
f−17/3

S(f)
df. (8.161)

Due to the f−17/3 frequency dependence, the loss in low-frequency sensitivity will have even

more substantial impacts on parameter estimation than shown for the redshift horizon in

previous sections.

The loss in low-frequency sensitivity will also impact multi-messenger science. One of the

exciting science goals that is unlocked with the increased bandwidth of XG detectors is the

potential for warning of future signals well before their merger time. XG detector networks

have the ability to confidently and accurately predict the sky location of impending merger

over 10 hours in advance [201, 202, 203]. However, as the time to coalescence, and hence the

early warning timescale, is related to the lower frequency cutoff of the detector by [204]

twarning ∝ f−8/3, (8.162)

the lowest frequency that XG detectors are sensitive to will strongly influence the potential

early warning timescale.

To demonstrate how different levels of broadband technical noise could impact the SNR

and the early warning timescale for binary neutron star (BNS) signals, we estimate these

quantities for a putative BNS signal with different low-frequency cut-offs. These results can
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Figure 95: Top: The proposed [196] Cosmic Explorer (CE) fundamental strain sensitivity

with different low-frequency cut-offs overlaid. Example compact binary coalescence (CBC)

waveforms are also shown to demonstrate how different redshifts will affect the appearance

of signals in the Cosmic Explorer detector. Signals from high redshifts will not be detectable

by Cosmic Explorer as the signals will merge (in the detector frame) at frequencies lower

than the detector’s bandwidth.

Bottom left: The furthest distance a compact binary merger with a given mass can be

observed with a signal-to-noise ratio of 8 for each low-frequency cut-off shown in the top

panel. Source frame mass is quoted, as the measured mass at the detector will be redshifted.

Masses in the compact binary are assumed to be equal.

Bottom right: Relative redshift horizon for each low-frequency cut-off compared to the full-

bandwidth Cosmic Explorer fundamental curve. Higher low-frequency cut-offs most impact

the sensitivity to high-mass signals.
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Detector configuration SNR1000 Horizon [Mpc] Early warning [s]

CE fundamental 113 1340

CE, 7 Hz cut 113 931

CE, 10 Hz cut 110 536

CE, 15 Hz cut 100 214

CE, 20 Hz cut 88 102

LIGO Livingston, O3 2.4 1.0

Table 11: For the detector bandwidth cut-offs considered in Figure 95, we estimate the

horizon distance at which a 1.4M⊙ binary neutron star merger could be observed with a

signal-to-noise ratio (SNR) of 1000 and the relative timescale before merger that a binary

neutron star system located at a distance of 100Mpc could be well localized. The early

warning timescale is when each detector configuration could localize such a signal with the

same precision as one second of early warning for LIGO Livingston in O3. In both cases

the signal is assumed to be directly overhead the plane of the detector. All Cosmic Explorer

values have been rounded to the nearest integer.

be seen in Table 11. We also include the same quantities for the LIGO Livingston detector

in O3 for reference. The horizon distance in this table is the maximum distance at which

a 1.4M⊙ BNS signal could be observed at SNR = 1000 in each detector configuration, and

the early warning timescale is the duration before merger that a similar system located at

100Mpc could be well-localized. We define “well-localized” as similar in localization to 1 s

of early warning for the LIGO Livingston detector in O3.

Other low-frequency science targets that will be heavily impacted include gravitational-

wave displacement and spin memory effects [205], imprints of eccentricity on compact binary

waveforms [206, 207], and the detection of persistent signals from rotating neutron stars

(as will be discussed in Section 8.3). In general, the lowest frequencies accessible by XG

detectors will be some of the most scientifically fruitful frequency regions. Maximizing

the low-frequency sensitivity of XG detectors by addressing technical noise will be key to

unlocking these science targets.
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8.3 Narrow Noise Features

The presence of persistent narrow noise features in XG detectors will be one of the main

limitations to the discovery of new sources of persistent gravitational waves and hamper the

analysis of known signals. Often referred to as “lines,” these near-sinusoidal instrumental

artifacts are present in all current gravitational-wave detectors at frequencies across the

entire band of interest. There are a wide variety of different sources of lines, all of which

have the potential to hamper astrophysical analyses [208, 209, 177, 210, 211].

While these types of instrumental artifacts may not impact analyses of transient gravitational-

wave sources, searches for persistent gravitational-wave signals can be severely impaired by

data containing narrow-band features [209, 208, 211]. The most well-known source of persis-

tent gravitational waves is rapidly spinning neutron stars [212]. As shown in the left panel of

Figure 96, the density per unit frequency of known spinning neutron stars (detected as pul-

sars) is inversely correlated with the gravitational wave frequency. Unfortunately, the same

is true of instrumental lines. The frequency width impacted by instrumental lines comprises

two effects: the physical width of the instrumental line and the Doppler broadening [213] of

the astrophysical signal. As it is common to veto any candidate where the frequency of the

signal overlaps an instrumental line after Doppler broadening is concerned, we can consider

the entire frequency region lost [211].

At low frequencies, the physical width of the line dominates the bandwidth that is im-

pacted. This can be seen in the right panel of Figure 96; as f → 0, the maximum density of

lines that is allowable for a 10% loss in frequency space plateaus based on the assumed width

of lines. At high frequencies, the effect of Doppler broadening dominates, leading to stricter

requirements for a fixed loss of bandwidth per frequency. Even though the density of lines

does not grow at low frequencies as quickly as the density of pulsars, the fixed maximum

density of lines means that there is a risk of significant loss in discovery potential unless

the density of lines is reduced below current levels. The presence of narrow-band features is

already a problem for current gravitational-wave detectors, and the lower noise floor of XG

detectors will exacerbate this issue in the absence of mitigation.

Sources of lines can be roughly divided into three categories: purposefully injected lines,

such as calibration lines or dither lines; well-understood lines related to the detector design,

such as mechanical resonances; and spurious lines resulting from technical and environmental

noise couplings. Many lines only impact a narrow frequency band, but some lines can be
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Figure 96: A comparison of the density of gravitational-wave signals from pulsars and in-

strumental lines in the LIGO Hanford (LHO) detector during O3. Left: the relative density

of signals from pulsars and line artifacts per unit frequency. No lines were recorded below

10 Hz as data from this frequency region is not considered usable. Note that the density

of both pulsars and lines grows at lower frequencies. Right: a comparison in the number

of lines per unit frequency and the maximum number of lines allowable per unit frequency

for 10% of pulsars to be undetectable due to lines. Both the physical width of lines and the

Doppler broadening of the signal are considered. In O3, over 10% of pulsars were already not

observable at some frequencies. Pulsar frequencies are derived using data from the Australia

Telescope National Facility Pulsar Catalog [214, 215]. LHO instrumental lines based on data

from the Gravitational Wave Open Science Center [216, 217].
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found in so-called “combs,” where groups of lines are present at evenly spaced frequencies and

have a shared physical source [208, 172]. Spurious lines without evidence for an instrumental

origin are particularly problematic; such lines are challenging to monitor and can be confused

with an astrophysical signal more easily than those with a well-understood source. Ongoing

monitoring and investigation of lines will be essential to address spurious lines that will

appear during the operation of XG detectors.

Any lines that do not have explicit evidence of instrumental origin will be especially prob-

lematic for searches of persistent signals as lines with such evidence can be safely discarded

as candidates for an astrophysical signal. Discarding candidates related to unknown sources

may unintentionally veto a true signal, resulting in a trade off between polluting a search

with instrumental lines that do not have evidence of their origin versus risking missing an

astrophysical signal.

In addition to the challenges presented by individual lines, mixing (or “modulation”)

of different instrumental lines has been observed in current detectors. When two lines with

frequencies f1 and f2 mix, they can create additional lines at frequencies |f1+f2| and |f1−f2|.
Injected lines like dithers, mechanical resonances, calibration lines and spurious lines have

been observed to modulate with each other and spoil additional frequency bands [44, 208,

177]. Mixing can also occur between narrow lines in the gravitational-wave frequency band

and low-frequency sources, such as seismic noise [177]. Even lines that are well above the

gravitational-wave frequency band, such as dither lines injected at around 2 and 4 kHz, have

been known to mix with calibration lines or mechanical resonances to create artifacts at

frequencies of astrophysical interest [44, 208, 177]. Line mixing is particularly problematic

as it is can arise unexpectedly, allowing well understood lines to create additional spurious

lines. As mentioned, mixing is also one way that injected lines or mechanical resonances that

are intentionally placed outside a specific frequency band can spoil frequencies of interest.

Noise from purposefully injected lines can be thought of as a technical noise similar

to broadband controls noise in that they are required for the successful operation of the

detector. In O3, both LIGO detectors used Alignment Dither System (ADS) lines [44]. ADS

lines maintain the beam spot position on the test masses, a requirement for maintaining

stable alignment controls. A dither line from each test mass is injected into the DARM

signal and then demodulated to obtain an angle-to-length coupling signal that is minimized

when the beam position is co-aligned with the optic rotation point [44]. Both detectors

injected these lines below 20Hz, which has the potential to impact low-frequency persistent
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gravitational-wave searches. Nothing in the initial Cosmic Explorer design [6] nominally

requires dither schemes over other alignment or locking schemes, but they may become

necessary for successful detector operation. If dither schemes are required for XG detectors,

careful consideration of the location and amplitude of dither lines should be taken to avoid

contaminating searches as much as possible and careful monitoring for modulation effects

should be planned.

Calibration lines are another set of purposefully-injected lines. These lines are used to

track slowly occurring changes in the response of the detector. While these time-varying

changes are small enough that they do not impact the operation of the detector, they

may cause systematic biases in the calibrated gravitational-wave strain data if uncom-

pensated [218, 219]. The presence of uncompensated systematic biases in the calibrated

strain data would negatively impact astrophysical parameter estimation of gravitational-

wave sources [220, 221]. Calibration lines are loud, known sinusoidal excitations whose

detector response amplitudes and phases are tracked over time and used to correct the static

calibration model to account for time dependence. The resulting correction factors are called

“time-dependent correction factors” (TDCFs) [218, 219]. Both LIGO detectors use TDCFs

calculated from calibration line injections for calibration purposes: to track the actuation

and sensing components of the detector response function. While their frequencies may differ

between LIGO Hanford and LIGO Livingston, the lines serve the same purpose at both fa-

cilities [222, 219]. The calibration lines used to track the detector’s actuation function are all

placed between 10 and 20Hz, where the actuators in the lowest three stages in the quadruple

pendulum are comparable in magnitude. The detector’s optical gain and coupled-cavity pole

frequency are tracked using a line near the center of aLIGO’s most sensitive frequency band;

this is where their effects are most significant [219]. Also tracked are additional sensing

function parameters to characterize the opto-mechanical effect of operating a detuned signal

extraction cavity (∼8Hz) [221, 222]. Line height is determined by a desired SNR for calibra-

tion precision, the limitations of the injection system, and consideration for mitigating often

unpredictable contaminations, such as those caused by linear and non-linear frequency mix-

ing. While calibration lines will be a necessary part of detector operation, their placement,

quantity, and amplitude will require consideration for the next generation of detectors due

to the promise of detection of persistent gravitational waves.

Mechanical resonances of optic suspensions also appear as lines in DARM. In Advanced

LIGO, the suspension chains are designed to have very low loss, so any mechanical resonance
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of that suspension will have a high quality factor (Q) [44]. The same is expected for Cosmic

Explorer [31, 6]. For example, resonances of the fused silica suspension fibers used to suspend

the test masses and beamsplitter (often referred to as “violin modes”) appear in the DARM

spectrum as well as their harmonics [44]. In the LIGO detectors, these suspension resonances

can create severe line contamination when they are rung up by seismic activity [223]. Other

mechanical resonances, such as the test masses’ vertical and roll mode resonances, can appear

in DARM.While the most significant mechanical resonance lines in aLIGO have resulted from

the suspensions of the test masses, in principle, mechanical resonances from auxiliary optics

could also contaminate the spectrum. With the increased sensitivity of Cosmic Explorer,

these mechanical resonances can become prominent and contaminate other portions of the

spectrum. Unique to Cosmic Explorer design is the potential to also see the presence of

high-Q test mass acoustic modes within the detector bandwidth due to the larger size of the

test masses relative to aLIGO.

Mechanical resonances can be passively or actively damped [224], but that is usually done

to mitigate the effect these lines have on locking or control loops, as these resonances can be-

come excited in amplitude and saturate interferometric sensors [44]. Mechanical damping of

these resonances lowers the quality factor of the resonance, which could broaden the peak in

the DARM spectrum. Acoustic modes are also damped passively to avoid parametric insta-

bilities that cause locklosses [44, 148]. Like mechanical damping, acoustic mode damping also

lowers the quality factor of the mode [44]. Depending on the location of the resonance and

the relative broadening of the peak, it may not be favorable to persistent gravitational-wave

searches to add these types of damping mechanisms. However, damping may be required as

a part of detector operation. Therefore, if possible, consideration of the locations of mechan-

ical resonances should occur during the design stage of a new detector like Cosmic Explorer,

as no mitigation technique applied during detector operation will be able to eliminate them

entirely. Better witnesses of this mechanical motion could allow subtraction of the lines, but

that may not account for line modulation unless non-linear effects, such as those introduced

from digital-to-analog conversion, are considered [225, 226, 227, 159, 228].

Finally, current generation detectors have also witnessed contamination from “spurious”

lines that result from unintended noise couplings [208, 177, 172]. The sources of these lines are

often traced to weak coupling between electronics operating at the observatory or another

periodic source of noise. For example, aLIGO has experienced significant impacts from

synchronized 1Hz blinking of LED lights on various electronics, magnetic fields produced
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by vacuum sensors, and influences from ethernet cable adaptors [208, 177]. Due to the low

amplitude of these instrumental artifacts, identifying them requires extensive investigations

over multiple months. It also requires long time periods to evaluate if any technical changes

have mitigated the source of noise [208]. To ensure that these types of lines have minimal

impact on analyses, constant monitoring of the data is required, along with careful record

keeping; since the effects of instrumental changes may not be noticed for months, it is

essential that it is possible to precisely correlate (sometimes down to the minute) the time of

appearance of an artifact with on-site activities. Similar to mechanical resonances, much of

the mitigation of these lines is ideally done at the design stage, as better isolation (electronic,

magnetic, and mechanical) can prevent these lines from ever appearing. However, these

examples demonstrate that not everything can be reasonably anticipated in the design of an

observatory; for this reason, constant monitoring of line sources and coordination between

data analysts and on-site investigators will be required throughout the era of XG to catalog

or mitigate new lines as they appear.

Due to the significant discovery risk that narrow-band features present to searches for

persistent gravitational waves, additional research in understanding the causes of instru-

mental lines and how to address them in data analysis pipelines is prudent. In particular,

methods of how to mitigate spurious lines through instrumental design are not well repre-

sented in the literature and will be important to understand more clearly in the near future.

Furthermore, planning for XG observatories should explicitly include support for long-term

monitoring and mitigation of narrow noise features.

8.4 Discussion

In this work, we have outlined how the understanding of technical noise and data quality

will be essential to realize the scientific objectives of XG gravitational-wave detectors. A

summary of the key science themes that we identified as highly reliant on meeting our goals

in these areas is shown in Table 12. As designs for XG detectors are still under development,

effects from different types of technical noise in these new detectors have not been extensively

studied. When possible, design work should weigh the contribution of technical noises from

various design parameters, especially if those noises have the potential to significantly inhibit

science goals.

It is important to remind the reader that the majority of the projections and discussions



233

Technical goal Key science objectives realized

Low controls noise • Significant increase in sensitivity to cosmological sources

• Significant increase in signal-to-noise ratio of all detected signals

• Significant increase in early warning time for CBC signals

Low glitch rate • Increased chance of identification of remnants of Population III

stars and PBH

• Decreased risk of data quality issues preventing analysis of

short, rare events such as SNe

• Decreased risk of systematic biases for analyses of astrophysical

signals

High uptime • Reduced risk of missing rare events such as SNe, nearby multi-

messenger astronomy events, or multi-band events

• Decreased uncertainty in sky localization

Low line density • Ability to search large frequency spaces for persistent gravita-

tional waves

Table 12: Summary of the main science goals that are impacted by the different technical

noise sources discussed in this work. A wide range of different science themes will be enabled

by improvements in technical noise and data quality. Note that this table is not exhaustive

and does not contain all of the science objectives that would be realized by addressing these

goals.
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in this work are based on the current state of technical noise, data quality, and calibration,

and are not the full picture of the impact these challenges will have on XG science. Consid-

ering the improvements made in the last decade in gravitational-wave science, it is perhaps

expected that significant further research will yield improvements in all of these areas by

the XG detector era. For example, comparing the Enhanced LIGO noise budget [229] to

the Advanced LIGO budget [44], there was over an order of magnitude improvement in the

level of controls noise for both length and alignment controls. Similarly, we have seen orders

of magnitude improvements in the glitch rate between observing runs, as was the case for

Advanced Virgo between O2 and O3 [171]. Therefore, the conclusions in this work should be

interpreted as a reminder that continued progress in technical noise, data quality, and cali-

bration is integral to achieving XG science goals rather than suggesting that these challenges

are insurmountable. Even while XG detectors remain in the design phase, current generation

gravitational wave detectors continue to expand in their abilities; additional research and

development on techniques to improve the sensitivity of detectors and their data quality will

be essential to maximize the science potential of both the current and next generation of

gravitational-wave astrophysics.
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Chapter 9

Future Work

This dissertation has covered a wide range of topics related to improving interferometer

controls and noise performance. Every part of the noise spectrum is addressed, from high

power upgrades intended to target the high frequency sensitivity, studies in coating thermal

noise targeting the mid-frequency band, to significant focus on the low frequency noises

impact current gravitational-wave detectors. This chapter provides some outlooks on where

future work can be performed to further improve gravitational-wave detector sensitivity and

operation.

9.1 Coating Thermal Noise

The investigation into low-noise optical coatings is one that is being undertaken by many

people across the field of gravitational-wave instrumentation. The coatings presented in this

paper had some favorable properties, such as low sample loss and high index of refraction.

While these preliminary results possibly indicate significant absorption in the samples, fur-

ther iteration on mixtures and deposition techniques may allow further improvement to these

parameters. Combined with the favorable loss witnessed so far, the high index of refraction

means that a coating of this type would require a much thinner high reflective stack.

Even if some properties are unfavorable, such as absorption, there are methods of miti-

gation. A multi-material coating, making use of some lower absorption material on the top

and the new material within the bulk of the stack, could combine the beneficial properties of

several materials to meet current and future gravitational-wave detector requirements [230].



236

9.2 Alignment Sensing

This dissertation has already explored the benefits of including in-vacuum wavefront sensing

to the POP port of the Advanced LIGO interferometers. This would be a valuable addition to

the alignment sensing scheme that can mitigate problems experienced now, such as low SNR

for the signal-recycling cavity alignment sensors, and better control of the power-recycling

cavity. It may also prove a useful tool during future power-up commissioning, as it a sensor

more robust against certain control evolutions, such as moving through critical coupling.

More investigation and attention is required to understand the noise limitations of the

wavefront sensors, especially in the levels of dark noise and shot noise. Improvements that

allow the WFS to become shot-noise limited could greatly improve the alignment controls.

This will require efforts on multiple fronts: characterization of the WFS electronics is nec-

essary, alongside further study of the optical gain effects in the interferometer.

The alignment sensors continue to be limited by excess noise from other sources, such

as damping loops and optical table motion. The effect of these noises is significant, and

alignment noise continues to be at risk of limiting gravitational-wave detectors. Lower noise

local sensors and improved seismic isolation are two paths forward that can greatly improve

the noises that impact the alignment sensing.

9.3 Alignment Control

While alignment modeling at high power proved a useful tool during high power commis-

sioning, limitations in the SOFT loops still have the potential to impact the operation of

the detector. A more in-depth study of the full control chain of the SOFT loops, including

sensor cross-coupling at the transmission QPDs, and possible actuator cross coupling from

thermal effects or other means could restabilize these fragile loops.

Furthermore, radiation pressure compensation should be reinvestigated in the context of

SOFT loop stabilization. While RPC was not beneficial for HARD loop control, its effect

on the SOFT loops could mitigate significant stability issues once Advanced LIGO reaches

full design operating power. Studying this implementation now would confirm its efficacy

for future use.
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9.4 Future Detectors

This dissertation provides a first look at the impact of technical noise in future detectors,

informed by current generation experiences. These projections are useful, but likely an

incomplete look at the technical noise landscape in the detectors to come. However, the work

highlights the necessity to consider auxiliary controls within the design work at this time.

Performance requirements for the beamsplitter, for example, could greatly inform bigger

design requirements such as the overall arm cavity finesse. Given the extensive experience

with technical challenges in the current generation, every attention should be paid to how

these challenges might manifest in future detectors.
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