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ABSTRACT 

With today’s advanced technological improvements, the usage of various Artificial intelligence 

(AI) applications is still growing. This dissertation seeks to uncover how the future of AI is 

perceived by the social media users through the lens of technological frames and how these 

perceptions shape users’ emotions, attitudes, and the level of engagement stemming from 

salience of the frames. This shaping process is considered a type of social influence.  

The concept of technological frame is defined briefly as the interpretations, assumptions, 

expectations, and knowledge that people have about technology. Prior research suggests frames 

affect emotions and attitudes, and emotions and attitudes in turn affect peoples’ level of 

engagement. Even though many questionnaires and interviews have been conducted to 

understand the public’s attitudes towards AI and their relevant beliefs and views, many of these 

endeavors were not grounded on a theory and overlooked the connections between frames and 

emotions towards AI.  

On the grounds of framing theory and affective intelligence theory, this work investigates 

technological frames expressed in social media conversations where many users freely share 

their most recent ideas. The specific focus is Reddit, a huge social media platform that attracts 

millions of users with diverse mentalities shaped by different backgrounds, prior beliefs, 

personal experiences and personalities, from various geographical locations, thereby bringing 

different segments of the public together. More specifically, a corpus consisting of 998 unique 

future of AI-related post titles and their corresponding 16,611 comments created between 2012 

and 2022 by 671 unique Redditors (Reddit users) was analyzed by using computer-aided textual 

analysis comprising a BERTopic model, and two BERT text classification models, one for 

emotion and the other for sentiment analysis, supported by human judgment. Finally, 



 

 

relationships among technological frames, emotions, attitudes, and the number of comments 

were examined to test a research model. 

The findings showed different interpretations about the power of AI and concerns such as 

possible justice and ethical problems stemming from AI usage (e.g., lack of laws, and privacy, 

bias, discrimination issues). However, the general attitude towards the future of AI was slightly 

positive and the most common feeling was curiosity. Moreover, the findings confirmed the 

research model we proposed and showed that technological frames affect social influence. More 

specifically, for example, we found that Benefits frame is positively related to curiosity and 

positive attitude.  

This original work makes several main contributions. As a practical contribution, the 

findings of this analysis can enrich current public voice-centric explorations of perceived future 

impacts of AI such as its benefits and risks. Also, the exploration of drivers of social influence in 

the context of technology may be useful for building awareness in society to accelerate the 

deployment and development of technologies for good of society. This study also provides 

policy implications. Academia, industry and government communities can collaborate to support 

policy arrangements in the areas where misconceptions about the future of AI are widespread. As 

theoretical and methodological implications, we propose a theoretical model and harness 

computer-aided textual analysis, which is applicable to further research. Lastly, this work helps 

us understand human communication in a technology setting focusing on frames, emotions and 

attitudes which are several elements that make us social creatures and develops computational 

language technologies that can discern these social elements in social media text data, thus 

constituting a bridge that connects fields of information systems, computational science and 

empirical social research.  
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CHAPTER 1. INTRODUCTION 

1.1. Background and Motivation 

“Scientific progress may accelerate when artificial intelligence (AI) will explore data 

autonomously, without the blinders imposed by human prejudice” (Futurology Subreddit, 2021).  

“What is to Fear? What should worry us most about artificial intelligence: losing our jobs to 

cheaper labor or losing our lives to killer robots? The real threat may lie in yet another danger: 

losing our minds” (Conspiracy Subreddit, 2020). 

These two quotations from two Reddit subreddits outline different interpretations of the 

future of artificial intelligence (AI) in society. The first quotation is an optimistic point of view 

— the interpretation of “AI will explore data without human prejudice” suggests that AI will be 

fairer than humans while exploring data—whereas the second quotation is a pessimistic point of 

view—highlighting in addition to previously-stated AI-related fears such as losing jobs or lives, 

a new dystopian interpretation of losing minds. Which AI-related interpretations are more 

common in public conversations? What is the emotional responses to these interpretations? How 

do individuals’ interpretations generate social influence? 

AI has been an exciting topic in popular culture for a while. With today’s advanced 

technological improvements, the usage of various AI applications is still growing all around the 

world from governments, large organizations, small businesses to the public, and even now much 

more advanced AI applications are still emerging. A survey reported that 80% of companies are 

using AI applications in their production (Chuan et al., 2019; TeraData, 2017). The public also 

uses various AI applications, from smart voice assistants to self-driving cars. For example, 70% 

of smartphone owners use a voice assistant on their device (Voicify, 2019).  
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Advancements in AI change modern life by reforming transportation, health, science, 

finance, and the military (Grace et al., 2018). Despite AI’s stream of successful applications in 

various domains, many questions concerning its social, economic, political, and ethical impacts, 

deployment and development arise, thus causing uncertainty about its trajectory. This signals a 

critical need to understand the public’s relevant views about AI because the public’s perceptions 

and attitudes towards technology are important for social accepting, adopting, shaping the 

development and deployment of that technology (Neudert et al., 2020), research funding, 

commercial development, regulation (Kelley et al., 2021) and policies, adapting to changes and 

policies, and addressing uncertainty about its trajectory. Social accepting, adopting, and shaping 

of the development of technological tools depends on the interpretations of the technological 

advancement’s benefits, limitations, and risks (Chuan et al., 2019). During these interpretations 

processes, actors rely on their cognitive schemas reflecting what features of technology they 

focus on (Spieth et al., 2021), termed as technological frames (Orlikowski & Gash, 1994; Spieth 

et al., 2021).  

Orlikowski and Gash (1994) developed the concept of technological frames, referring to 

cognitive structures  (i.e., assumptions, expectations, and knowledge) that people have about 

technology, which subsequently serve to shape general understanding of the technological 

advancement’s power, limitations, and risks and subsequent attitudes and behaviors towards it 

(Orlikowski & Gash, 1994). The notion of framing, in general, refers to “processes by which 

people develop a particular conceptualization of an issue or reorient their thinking about an 

issue” (Chong & Druckman, 2007, p. 102). Peoples’ own conceptualizations of interpreted 

reality are “frames in thought” and “frames in communication” shared through speech or writing 

(Chong & Druckman, 2007; Stecula & Merkley, 2019) are reflections of  “frames in thought.”  
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In this dissertation, to understand how the future of AI is viewed by the public and how 

these views shape their emotions and attitudes, I examine technological frames for AI, i.e., AI 

frames. By AI frames, I refer to individuals’ perceptions, interpretations, beliefs, assumptions, 

and expectations about AI technology shared through speech and writing. I observe these AI 

frames embedded in writing, in text, in particular, in social media, Reddit submissions (i.e., 

Reddit posts and comments). 

Social media platforms constitute socio-technical systems connecting communities of 

humans together with technology to engage in conversations as a modern form of Information 

and Communication Technologies (ICTs) (Venkatesan & Valecha, 2021). These platforms have 

played an active role in diffusing frames about various social events and phenomena, thus 

accelerating to view them from different perspectives and to construct social influence.  

Social influence is defined as our “thoughts, feelings, and behaviors [that] respond to our 

social world” (Heinzen & Goodfriend, 2019, p. 3). The Twitter hashtag #MarchForOurLives, for 

example, was distributed more than three million times, through which the social phenomenon of 

gun control was discussed by millions and this facilitated social influence (Venkatesan & 

Valecha, 2021). Thus, social media plays an important role in the development of frames and 

some frames may be drivers of social influence (Venkatesan and Valecha, 2021).  

Prior work has been analyzed social influence on Twitter (e.g., Garcia et al., 2017; 

Venkatesan & Valecha, 2021; Ye & Wu, 2010). Most of that research has measured social 

influence by the number of retweets, and deemed frames as potential social influence drivers on 

Twitter during events such as Egyptian Revolution of  2011 and March for Our Lives which was 

a student-led demonstration event for supporting of gun control legislation. Venkatesan and 

Valecha (2021) suggest retweet motivation can be associated with many factors including 
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engaging a particular audience and commenting on a content. On the other hand, Entman (1993) 

defines salience as making a piece of information more noticeable, meaningful, or memorable to 

audiences. If a post is more salient, namely it is more noticeable, the level of engagement is 

expected to be higher.  

Conversations about AI also involve social elements, thus they may construct social 

influence. Losing employment due to AI, for example, is not merely an economic problem; it 

also causes a variety of social and psychological impacts (Stahl, 2021), and discussions around 

such kinds of impacts may build social influence. Referring to Heinzen and Goodfriend's (2019) 

social influence definition, this study analyzes relationships among frames, emotions, attitudes, 

and commenting behavior,  specifically salience in social media where social influence is 

frequently observed. This research proposes a comprehensive standpoint that inspects the roles 

of frames, emotions, attitudes, and commenting behavior in social influence as a natural process 

in social media.  

As regards to theoretical importance of this study, this research discusses how the public 

interprets the future of AI through the lens of technological frames established in Information 

Systems (IS) community and the drivers of users’ social influence in technology-related 

conversations drawing on framing theory and affective intelligence theory. Research in the both 

communities of IS (e.g., Venkatesan & Valecha, 2021) and Computer Supported Cooperative 

Work (CSCW) and CHI (Human–Computer Interaction) has examined how crowds sustain or 

restrain social influence utilizing ICTs (Wu et al., 2022).  

This interdisciplinary work appealing also to CSCW and CHI communities can 

contribute to the expansion of IS knowledge through presenting public views in social media 

constituting collectives at the intersection of technological and social impacts of AI, and through 
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examining possible associations among frames, emotions, attitudes, and commenting behavior 

by computational methods. This dissertation reviews varied methods utilized for identifying 

frames, emotions and attitudes to determine the most appropriate method for each identification 

task and applied them on a large amount of text data. Thus, it constitutes a bridge that connects 

the fields of IS, computational science and empirical social research. Moreover, this study 

presents both qualitative and quantitative results in a harmony, which enriches the content of the 

findings. 

Understanding public views circulated in the social media through the lens of 

technological frames can help to take effective and right future steps to meet the necessities to 

adapt relevant public policies and to develop appropriate AI applications, mitigate weaknesses of 

AI and solve relevant problems based on public perceptions. Furthermore, the possible drivers of 

social influence in technology conversations may be useful to increase the awareness of the 

society about the technology. This research aims to yield empirical findings grounded on theories 

and conceptual phenomena (e.g., technological frames, social influence). 

1.2. Problem Statement 

 

Many surveys and interviews have been conducted to understand the public’s attitudes towards 

AI and their relevant beliefs and interpretations (e.g., Grace et al., 2018) to discuss policy 

arrangements or to navigate the deployment and development processes of AI applications, but 

many of these endeavors overlooked the connections between the interpretations and emotions 

and attitudes towards AI. Moreover, information obtained from surveys and interviews 

was generally limited to the questions determined in the research design, respondents’ 

understandings of these questions and the time when these surveys or interviews were conducted. 

Thus, in this dissertation, on the grounds of framing theory and affective intelligence theory, 
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benefiting from the concept of technological frames, I discern interpretations and feelings about 

the future of AI by analyzing social media data shared by the users freely. Technological frames 

provide effective analytic perspective for explaining and anticipating situations that are not 

simply gained with other theoretical lenses (Orlikowski & Gash, 1994).  

Many academic and industrial surveys and interviews, many science fiction movies, 

futurists, media, and novels have handled AI’s power, concerns which illustrate existing or 

emerging general disputes such as the impact of automation on the future of work (Brynjolfsson 

et al., 2014; Kelley et al., 2021), human rights and ethical problems stemming from AI usage 

(e.g., privacy, bias, discrimination) and emotions such as fears and enthusiasm (Chuan et al., 

2019), which may also cause others to internalize these disputes or emotions as a result of social 

influence (Gass, 2015) may be facilitated by ICTs (Venkatesan & Valecha, 2021) such as social 

media. 

As social media becomes more and more ingrained in our daily lives, research on posts 

and discussions on social media is a way of understanding the transmission of information and 

the general public’s views on an issue or event (Villanueva, 2021). Social media is a convenient, 

comfortable, and fluid tool (Öcal et al., 2021) for advocacy, activism, and presenting salient 

issues for everyday users (Villanueva, 2021). Many individuals obtain their news from social 

media and share their news or ideas with others on social media platforms (Öcal et al., 2021). 

Social media users come from different segments of the public and have a range of mindsets with 

various backgrounds, personal experiences, personal traits, and emotions and attitudes towards 

AI. Thus, exploring a possible social influence on such platforms may be quite effective. 

Social influence is communication that affect the others’ attitudes, emotions, beliefs, 

intentions, motivations, or behaviors (Gass, 2015). Some studies have viewed emotions as 



7 

 

consequences of frames, such as Brewer (2001) and Gross and D’Ambrosio (2004). Frames and 

emotions are in turn seen as precursors to attitudes and behaviors, in studies such as Brockner 

and Higgins (2001) and Stam and Stanton (2010), which I explain in more detail in the literature 

review chapter. On the other hand, framing theory suggests that frames make the content more 

salient (Entman, 1993), which means basically being noticeable, in other words, gaining more 

attention, which is attributed to the level of engagement (as in Choi et al., 2021), which is 

associated with social influence (Venkatesan & Valecha, 2021). 

Research on AI framing (e.g., Chuan et al., 2019; Duberry & Hamidi, 2021; Fast & 

Horvitz, 2017), however, has so far overlooked emotional and attitudinal connections to AI 

frames. But even looking at the two examples at the beginning of the introduction chapter, two 

different interpretations demonstrating how AI is framed by two different perspectives, include 

emotional aspects exhibited by words such as fear. Clearly, emotional appeals are part of or 

consequences of the frames (Gross & D’Ambrosio, 2004). Thus, AI frames may create social 

influence, and the failure to investigate the possible social influence of AI frames causes a gap in 

the literature.  

This dissertation investigates whether technological frames create social influence 

through looking at the possible effects of AI frames in post titles on emotional and attitudinal 

responses and commenting behavior. Exploration of drivers of social influence in social media in 

the context of technology may be helpful for building awareness in society to facilitate 

deployment and development of technologies for good of society and to hinder the use of 

technologies that tend to cause dangers to society. 
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1.3. Research Questions  

The purpose of this research is to explore how the public frames the future of AI on the light of 

the concept of AI frames and how these frames affect social influence. The following research 

questions guide this dissertation: 

RQ1: How do social media users frame the future of AI? 

RQ2: Which emotions and attitudes do social media users convey in the future of AI-related 

conversations on social media? 

RQ3: How do AI frames affect social influence on Reddit?  

1.4. Dissertation Overview 

This dissertation is organized to consist of three studies. Section 1.5. Included Studies articulates 

the details of these studies. The remaining dissertation is established as follows. In Chapter 2, I 

first review studies related to frames, technological frames, and theories of framing and affective 

intelligence to build a theoretical foundation for the dissertation. Chapter 3 describes the 

methodology for the dissertation, the methods to be utilized for collecting and analyzing data to 

answer the research questions. Chapter 4 presents the results of the studies. Chapter 5 concludes 

the dissertation with discussion, research contributions, implications, and limitations. 
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1.5. Included Studies 

The dissertation is composed of three related but separate studies. The details of each study are 

provided below. 

1.5.1. Technological Frames on Social Media: What do Redditors Think of the Future of AI? 

(Study 1) 

Using the concept of technological frames, the first study explores perceptions, interpretations, 

beliefs, assumptions, and expectations that people share on Reddit posts and comments about the 

future of AI. This study addresses these research questions: How does social media frame the 

future of AI?  

 To address these research questions, I examine AI frames. To discover commonly 

expressed AI frames in text I utilize topic modelling to analyze a sample of post titles and 

comments. More specifically, a corpus consisting of 998 unique future AI-related post titles and 

their corresponding 16,611 comments created between 2012 and 2022 by 671 unique Redditors 

was analyzed by using advanced computer-aided textual analysis methods comprising a 

BERTopic model supported by human judgment. We interpreted topic modelling results and 

categorized the relevant clusters of posts and comments into risk, benefit, harm, and new world 

of work frames. 

This study makes several main contributions. As a practical contribution, the findings of 

this analysis can enrich current public voice-centric explorations of perceived future impacts of 

AI such as its benefits and risks, through the lens of technological frames on social media. As a 

further practical implication, these findings could help designing suitable interfaces that allow 

proper human-AI task coordination and collaboration, deploying innovative solutions for 

concerns to be revealed, developing more useful AI applications, mitigating weaknesses in AI 
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applications’ necessary domains, and addressing ethical concerns (privacy, bias etc.) to 

maximize its benefits to society and minimize its potential harms. 

Second, this study also provides research and policy implications. Expected outcomes 

can demonstrate areas where misconceptions and unrealistic interpretations about the future of 

AI are widespread, which may trigger speculative fears or concerns. AI experts anticipate 

developments in AI will alter modern life by reshaping transportation, health, science, finance 

and the military (Grace et al., 2018). This reshaping also may alter the future where we 

communicate, work, and live with each other and with intelligent machines (systems enhanced 

by AI), which requires competencies like understanding of “AI’s Strengths & Weaknesses,” 

“Imagine Future AI” and this set of competencies defined as AI literacy (Long & Magerko, 

2020, p. 4). Researchers may be encouraged to more focus on the areas where misconceptions 

and lack of understandings are more common; additional research investments may be provided; 

educational programs may be arranged to increase AI literacy and speculative fears or concerns 

or take necessary measures for real potential risks. This study’s findings comprising public 

anticipations can also help to properly adjust relevant public policies. Academia, industry, and 

government communities can collaborate to support research and policy arrangements in those 

areas. 

Third, as a methodological implication, harnessing computer-aided textual analysis that 

combines topic modelling with human judgment, this study reveals frames embedded in posts 

and comments shared by Redditors with diverse mentalities shaped by different backgrounds, 

prior beliefs, personal experiences and personalities to showcase latest perceptions about the 

future of AI from many different public viewpoints. This method may be an example method for 

relevant future research studies. 
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1.5.2. Emotions and Attitudes: How do Redditors Feel about the Future of AI? (Study 2) 

As prior research suggests frames affect emotions and attitudes (e.g., Brockner & Higgins, 

2001), the second study seeks to discern both emotions and attitudes embedded in the future of 

AI- related posts and comments. Moreover, Marcus (2013) articulates emotions and attitudes 

affect peoples’ mode of engagement and their mode of decision-making, thus increasing the 

importance of investigating emotions and attitudes. This study aims to answer these research 

questions: Which emotions and attitudes does the public convey in the future of AI-related 

conversations on social media?  

For finding emotions, I fine-tuned a pre-trained BERT model for multiclass text 

classification using GoEmotions dataset (Demszky et al., 2020) through ktrain, which is a 

lightweight wrapper for the deep learning libraries such as TensorFlow and Keras to help build, 

train, and deploy neural networks and machine learning models (Maiya, 2022). The GoEmotions 

dataset is a manually annotated dataset of 58k English Reddit comments (Demszky et al., 2020), 

labelled for 27 emotion categories or Neutral. The emotion categories in this dataset are 

admiration, amusement, anger, annoyance, approval, caring, confusion, curiosity, desire, 

disappointment, disapproval, disgust, embarrassment, excitement, fear, gratitude, grief, joy, love, 

nervousness, optimism, pride, realization, relief, remorse, sadness, surprise. I built a model to 

capture all these 28 categories in text. To explore positive and negative attitudes, I harness 

another BERT model fine-tuned with the IMDb Movie Reviews Dataset consisting of 50k movie 

reviews. 

The outcomes of this study can provide implications for practice, methods, and future 

research. Revealing emotions and attitudes towards the future of AI may shed light on future AI 

innovations, human-AI interaction design, human-AI symbiotic work design that allocates 
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coordination and collaboration tasks between humans and AI through focusing also on humans’ 

emotions and attitudes. As a methodological implication for future research, this study evaluates 

varied methods to discover the proper methods for detecting emotions and attitudes and applied 

them on a large amount of text data, which may illuminate scholars with similar research 

purposes for further related research. 

1.5.3. Influence in Social Media: An Investigation of the Future of AI on Reddit (Study 3) 

The third study proposes an integrated theoretical research model established by relevant theories 

and previous literature with the intention of testing it in a technology setting. This model 

examines relationships between frames, emotions, attitudes, and commenting behavior. The 

study addresses this research question: How do AI frames in sociotechnical systems like Reddit 

impact social influence (i.e., emotions, attitudes, and commenting behavior)?  

To answer these questions, I conduct statistical analyses to test the proposed research 

model harnessing frames, emotions, and attitudes found in the first and second studies, and 

commenting behavior, more specifically, the number of comments as the indicator of the level of 

engagement as in Choi et al. (2021), thereby salience of the posts (Entman, 1993). 

The outcomes of this study can provide practical, theoretical, and methodological 

implications. As a practical implication, exploration of drivers of social influence in socio-

technical systems such as social media in the context of technology may be useful for building 

awareness in society to accelerate deployment of technologies for good of society as well as to 

hinder the use of technologies that tend to cause dangers to society. As theoretical implication, 

this study proposes a theoretical model that can be applicable for other cognition-emotion-

attitude-behavior related research. This study observes social influence through analyzing frames 



13 

 

in post titles and emotions and attitudes in comments in addition to the number of comments. 

This method may be effective to examine social influence in other situations or events. 
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CHAPTER 2. LITERATURE REVIEW 

2.1. Introduction 

This literature review synthesizes previous research on frames, technological frames, AI frames, 

and emotional and attitudinal responses to framing. The first section in this chapter presents a 

brief overview of framing and Entman’s (1993) framing theory. The next section describes social 

influence by making emotional and attitudinal connections with frames through the lens of 

framing theory, Affective Intelligence Theory, and Plutchik’s (1980) general psychoevolutionary 

theory. The third section reviews the technological frames literature, discusses frames in the 

context of AI, and presents AI frames obtained from the previous relevant literature. The last 

section concludes the chapter with an integrated research model and hypotheses proposed based 

on the prior literature and mentioned theories. 

2.2. Framing  

The notion of frame was first used in 1937 by the theorist Kenneth Burke who defines frames as 

“major psychological devices whereby the mind equips itself to name and confront its situation” 

(Wood et al., 2018, p. 248). After Burke, in 1952, the anthropologist Gregory Bateson employed 

the notion to examine monkeys’ behaviors (Wood et al., 2018). Observing the monkeys’ 

behaviors at the Fleishhacker Zoo, Bateson claimed that monkeys have “psychological frames” 

for a “real fight” and a “play fight” and give different reactions to these two frames (Wood et al., 

2018). Later, the notions of frame, frameworks, and framing (the process of constructing and 

employing frames) were used in various research domains, e.g., in sociology (Goffman, 1974), 

psychology (Tversky & Kahneman, 1975) and communication (Entman, 1993).  

The sociologist Erving Goffman (1974) utilized the concept of framework for the frame 

concept and described primary frameworks as “schemata of interpretation” that allow users “to 
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locate, perceive, identify, and label” events or situations in their world (Goffman, 1974, p. 21). 

Goffman proposed two types of frameworks: natural and social. Goffman (1974) suggests 

natural frameworks exist naturally, and they are not guided; but on the other hand, “social 

frameworks provide background understanding for events” and social frameworks is the social 

context “that incorporate the will, aim, and controlling effort of an intelligence, a live agency, the 

chief one being the human being” (p. 23). And according to Goffman (1974), “such an agency is 

anything but implacable; it can be coaxed, flattered, affronted, and threatened. What it does can 

be described as ‘guided doings’” (p. 23).  

In psychology, two prominent framing-related studies by Plous (1993) and Tversky and 

Kahneman (1975)  presented empirical data from decision making scenarios to observe how 

language choice manipulates risky decisions. Plous (1993) and Tversky and Kahneman (1975) 

associated framing with cognitive bias through manifesting the manipulation effect of 

formulating problems framed by different wordings. Tversky and Kahneman (1975) suggest 

different frames (e.g., losses and gains) used for formulating the same problems alter 

respondents’ preferences (Plous, 1993). These differences may stem from a match between 

frames in thought arising cognitive bias in respondents’ minds and framing presented in the 

problems. Tversky and Kahneman (1975) suggest changing frames alter preferences of 

respondents exposed to different frames (e.g., losses and gains) used for formulating the same 

problems (Plous, 1993). These differences may stem from a match between frames in thought 

arising cognitive bias in respondents’ minds and framing presented in the problems.  

 Chong and Druckman (2007) indicated the existence of two forms of frames: frames in 

thought and frames in communication (i.e., frames shared through speech and text). “Frames in 

thought” can influence individuals’ overall opinion (for example, a free speech frame prompts a 
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person to support a group’s right to act). Many politicians try to influence voters to consider  

policies to support their positions (Chong & Druckman, 2007). This goal is achieved by 

emphasizing the specified aspects of these policies, such as their possible outcomes or their 

connections to salient values, thereby the speaker induces a “frame in communication” (Chong & 

Druckman, 2007).  

Robert Entman (1993) provides a universal understanding of framing theory by focusing 

more on its communication angle. Framing theory posits that ideas can be presented from 

various perspectives and individuals can reorganize their thinking around those ideas (Chong & 

Druckman, 2007) as Goffman (1974) stated frames work for “guidance doings.” Thus, changes 

in framing alter interpreting of information or situation, which again changes the way they 

respond to this information (Villanueva, 2021). That is, the way by which information is 

introduced can alter the way of comprehending, interpreting, evaluating, making decisions and 

acting on an event, issue, situation or phenomena (Nabi, 2003). 

Entman (1993) associated framing with selection and salience by emphasizing that 

framing helps to select some characteristics of a perceived reality and to make them more salient 

in communications. On the other hand, “judgments and attitude formation are directly correlated 

with [salience]” (Scheufele & Tewksbury, 2007, p. 11) and frames (e.g., losses and gains) make 

content more salient, in other words, easy to notice and increase the level of engagement 

(Entman, 1993). 

Media plays an important role in selecting issues that are more salient in audiences’ 

minds (agenda setting theory) and can influence how they perceive these issues (Scheufele & 

Tewksbury, 2007). Framing is a more advanced version of agenda setting;:framing makes issues 

more salient through different modes of presentation (e.g., loss vs. gain, risk vs. benefit) and thus 
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changing individuals’ attitudes (Scheufele & Tewksbury, 2007) and increasing the level of 

engagement (Entman, 1993). Agenda setting focuses on selecting stories that public tends to pay 

attention, while framing “focuses not on which topics or issues are selected for coverage by the 

news media, but instead on the particular ways those issues are presented” (Scheufele & 

Tewksbury, 2007, p. 15). These presentations influence attitudes and behaviors, which is 

considered framing effect and social influence. Today, social media in addition to traditional 

media, plays an important role in framing, and framing was found as one of the social influence 

drivers (as in Venkatesan & Valecha, 2021) as shown in the next section.  

2.3. The Effects of Framing on Social Influence 

Social influence is defined as our “thoughts, feelings, and behaviors [that] respond to our social 

world” (Heinzen & Goodfriend, 2019, p. 3). Some prior work conceptualized frames as public 

objects consisting of assembled components that constitute an “interpretive package” (Gamson 

& Modigliani, 1989), thereby frames can work as a public interpretative tool (Wood et al., 2018). 

Moreover, frames influence everyone exposed to them, regardless of the individuals’ social 

status or experiences, but their responses to a specific frame may vary, thus frames always evoke 

responses from individuals (Wood et al., 2018). These responses may be thoughts, feelings, and 

behaviors, thus forming social influence, and social media is one of the most prominent 

platforms where social influence is observed. 

Prior research indicates social media plays an important role in the development of 

frames publicly and some frames may be drivers of social influence (Venkatesan and Valecha, 

2021). Social influence on Twitter has been extensively analyzed in the literature (e.g., Garcia et 

al., 2017; Venkatesan & Valecha, 2021; Ye & Wu, 2010). According to Venkatesan and Valecha 

(2021), many researchers have measured social influence by the number of retweets. Venkatesan 

and Valecha (2021) examined frames (i.e., social movement mobilization generic frames) as 
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potential social influence drivers on Twitter during the Egyptian Revolution of 2011 and 

contemplated retweets as the measure of social influence. 

Referring to Heinzen and Goodfriend’s (2019) social influence definition, framing and 

affective intelligence theories, I also examine attitudinal and emotional responses to frames as 

other potential social influence drivers and measurements. The following sections review prior 

work that shows how frames, attitudes, emotions, and behaviors are related. 

2.3.1. The Effects of Framing on Attitudes, Emotions and Behaviors 

Individuals’ attitudes and behaviors, as well as their emotional responses to a message, are 

influenced by frames (Villanueva, 2021). On the other side, despite the fact that emotions and 

attitudes are different phenomena (Allen et al., 1992), emotions affect attitudes and behaviors 

(Brockner & Higgins, 2001; Nabi, 2003; Stam & Stanton, 2010). For example, if the same 

property is framed by a real estate agent as either “small” or “cozy,”  the frame of “cozy” lead 

people exposed to that frame to perceive this property more positively and to be more motivated 

to purchase it (Benschop et al., 2022). The reason behind such positive attitude and motivation to 

purchase it could be that “cozy” invokes warm emotions like trust. Wars, for instance, might be 

framed either as power protection or murders of children. These two frames could appeal to very 

different emotions like trust or sadness respectively. Many other similar examples can be given. 

Clearly, frames influence emotions (Gross & D’Ambrosio, 2004).  

Emotions are “psychological responses of varying strength and duration that are evoked 

in response to an external stimulus” (Feldman & Hart, 2018, p. 586). Plutchik (1980) also 

highlighted “external stimulus” (e.g., threat, gain of valued object) as the trigger of the emotions 

in the general psychoevolutionary theory of emotion. Plutchik’s (1980) general 

psychoevolutionary theory demonstrates the existence of relationships among cognition, 
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emotions, and behaviors. Table 1 quoted from (Plutchik, 1980, p. 16) and its slightly modified 

version in (Plutchik, 2000, p. 69) — I combined these two — depicts the development of 

emotions as linked with external stimulus, cognition, behavior and effect. This theory posits 

eight emotions: fear, anger, joy, sadness, acceptance, disgust, anticipation, and surprise.  

Table 1. Key Elements in the Emotion Sequence (Plutchik, 1980, p. 16, 2000, p. 69) 

Stimulus event Inferred 

cognition 

Feeling Behavior Effect 

Threat “Danger” Fear Escape Protection 

Obstacle “Enemy” Anger Attack Destruction 

Gain of valued 

object 

“Possess” Joy Retain or 

repeat 

Reproduction 

Loss of valued 

object  

“Abandonment” Sadness Cry Reintegration 

Member of one’s 

group 

“Friend” Acceptance Groom Affiliation 

Unpalatable object “Poison” Disgust Vomit Rejection 

New territory “What’s out 

there” 

Anticipation Examine Exploration 

Unexpected event “What is it?” Surprise Stop, alert Orientation 

 

Similar to Plutchik’s (1980) approach, Zajonc and Markus (1982) suggested that preferences 

may be grounded on both cognitive and affective factors in various combinations. In some 

situations, the cognitive factors may be dominant, in some situations the cognitive and affective 

factors may influence each other, and in other situations, the affective factors may be dominant 

(Zajonc & Markus, 1982). One example of cognitive factors may be frames.  

Prior research has demonstrated the effects of frames on emotions. Many studies have 

considered emotions as consequences of frames (Yacoub, 2012). For example, based on the 

results of an experiment, Brewer (2001) pointed out that frames produced either a cognitive or an 

emotional response. Gross and D’Ambrosio (2004) comparing students’ emotional responses to 

versions of a newspaper article that emphasized underlying social conditions as the cause of the 
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1992 Los Angeles riots or emphasized criminality on the part of the rioters, found that frames 

influenced the emotional responses. Cognitive appraisal models of emotion also posit that frames 

can change emotional reactions (Gross & D’Ambrosio, 2004).  

2.3.1.1. Affective Intelligence Theory (AIT)  

Previous research has demonstrated that frames not only change how the audience interprets 

discussions, they also influence the audience’s emotional responses to these discussions 

(Villanueva, 2021). To explore such kind of associations, I will apply Affective Intelligence 

Theory (AIT). AIT emerged from the research of neurophysiologists and neuropsychologists 

(MacKuen et al., 2010). AIT posits that cognitive structures (e.g., frames) influence emotions 

and emotions in turn are important for people’s attentiveness, depth of thought, level of 

engagement, the development of judgments and behaviors (Choi et al., 2021; Marcus, 2013; 

Villanueva, 2021). The theory is based on the identification of two neurological subsystems in 

the brain that affect judgment and behavior, and which are structured by separate emotions 

(MacKuen et al., 2010; Marcus, 2013).  

These two subsystems are the surveillance system (i.e., alarm system) and disposition 

system (Marcus, 2013). The surveillance system’s emotional responses build awareness of the 

environment against threats (Marcus, 2013), emerging through monitoring the outside 

environment and being interrupted by habitual actions and focusing attention on what is 

happening (MacKuen et al., 2010). The surveillance system fosters thinking and information 

seeking (Marcus, 2013). The disposition system, on the other hand, is connected with the 

development of behavioral routines (Marcus, 2013; Villanueva, 2021) and individuals’ 

dispositions towards the outside world that governs habitual activities (MacKuen et al., 2010).  
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Emotions like aversion and enthusiasm stimulate the disposition system and motivate 

people to handle relevant information routinely, with less attention given to it (MacKuen et al., 

2010). On the other hand, fear and anxiety influence the surveillance system, urging people to 

give more attention and effort for thorough processing of information (Choi et al., 2021; 

MacKuen et al., 2010). Thus, the emotions associated with surveillance system like fear may 

increase the level of engagement.  

This literature review so far illuminated the hypotheses and research model proposed in 

section 2.5 to examine framing effects in technology setting. Before presenting the research 

model and hypotheses, I review the literature on technological frames and more specifically AI 

frames. 

2.4. Framing Technology 

Different technologies such as nuclear power as in (Gamson & Modigliani, 1989), 

nanotechnology as in (Lemańczyk, 2013; Şenocak, 2017) and big data as in (Guenduez et al., 

2020) were examined in the prior literature on framing technology. For framing technology, a 

specific concept, technological frames, was introduced by Orlikowski and Gash (1994).  

Even though frames are generally individually held, technological frames have been 

studied at the individual, group, organizational, and even industry levels (Davidson & Pai, 2004). 

For example, technological frames have been researched in the information systems field at the 

organization level in studies by Davidson (2006); Davidson and Pai (2004); Olesen (2014); 

Orlikowski and Gash (1994); and J. P. Walsh (1995) and individual level by Guenduez et 

al.(2020) for exploring what public managers think about big data.  

The following section describes technological frames. 
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2.4.1. Technological Frames 

In their paper “Technological Frames: Making Sense of Information Technology in 

Organizations,” in 1994, Wanda Orlikowski and Debra Gash introduced the concept of 

technological frames to the Information Systems (IS) community, identifying them as,  

that subset of members’ organizational frames that concern the assumptions, 

expectations, and knowledge they use to understand technology in organizations. 

This includes not only the nature and role of the technology itself, but the specific 

conditions, applications, and consequences of that technology in particular 

contexts (p. 178). 

 

Organizational studies have often looked at how frames originate, how they represent the 

information environment, and how they are employed in managerial sense-making, decision-

making, and action (J. P. Walsh, 1995). Starting with representation, Orlikowski and Gash 

identified three frame domains with which to examine the adoption of a groupware technology in 

an organization: nature of technology, technology strategy, technology-in-use. Orlikowski and 

Gash (1994) characterize technology-in-use as the assumptions and expectations about the 

technology that individuals currently use based on previous technology use experiences. In other 

words, new technologies’ use depends on the previous knowledge of people about the 

technologies they currently use (Olesen, 2014).  

Technology strategy is identified as the strategy for technology to be used in the future, 

based on the strategy for current technology use. The final frame domain is technology nature, 

which is a person’s understanding of how technology is currently used and of how a type of 

technology may be used in the future. As can be seen in their explanations, these three frame 

domains are not mutually exclusive categories. In a later study, Spieth et al. (2021) developed a 

scale consisting of five different but related dimensions of an individual’s technological frame 
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(personal attitude, application value, organizational influence, industrial influence, and 

supervisor influence).  

Turning to origins, Spieth et al. (2021) pointed out that individuals’ education, training, 

and personal experiences influence the meaning structure concerning technologies, as seen in the 

example in Orlikowski and Gash (1994). During the process of consultants’ first implementation 

of the technology of Lotus Notes (i.e., a purchased enterprise email system), the consultants 

shaped their experiences with digital technologies they previously used, such as e-mail and 

spreadsheets (Orlikowski & Gash, 1994; Spieth et al., 2021). The consultants inferred Lotus 

Notes as a digital tool appropriate only for individual tasks and neglected its collaboration 

capacity. Thus, consultants’ personal experiences form their meaning structure for new 

technologies (Spieth et al., 2021). 

Finally, considering use, Orlikowski and Gash’s (1994) focus was how different groups 

of organization members (i.e., managers, technologists, and users) made sense of the information 

technology, more specifically how technology frames differ in these groups and how their 

interpretations influence their organizational behaviors. They suggested that differences in 

technological frames of the groups may result in difficulties and unanticipated outcomes during 

technology implementation. Spieth et al. (2021) investigated the consequences of heterogeneity 

in technological frames. They examined the relationships between technological frames and two 

consequences: (1) attitudes towards the technology change and (2) effective commitment to the 

firm (Spieth et al., 2021).  

Orlikowski and Gash also established the concept of technology frames at the individual 

level but they examined these frames also at the group level by identifying them as shared 

aspects of individual frames (Davidson & Pai, 2004). This way enables to avoid “the debate 
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about whether higher-level socio-cognitive structures exist, independent of individual structures” 

(Davidson & Pai, 2004, p. 476). Thus, according to Orlikowski and Gash, technological frames 

in groups are like an aggregation of individuals’ cognitive structures constituting the groups. 

Walsh (1995), however, argued that organizational cognition is “much more than some kind of 

aggregation or even congregation of individual cognitive processes” (p. 304). In this dissertation, 

I will also look at the frames at the individual level (the frames in the posts and comments of 

Redditors). 

Gal and Berente (2008) identified several limitations of studies of technological frames. 

First is the narrow context of previous studies that just examine the frames and their congruence 

and incongruence. Second, many studies of frames are temporally restricted, because they are 

only evaluated at one point in time in most previous investigations. Even Orlikowski and Gash’s 

(1994) original study looked at frames during a 5-month deployment period. Olesen’s (2014) 

study tackles the problem of temporality by looking at frames four times during a seven-month 

project. Because frames are dynamic and change throughout time, they must be analyzed at 

different periods in time (Olesen, 2014). 

The third limitation pointed out by Gal and Berente (2008) was that prior studies mostly 

used interview data to examine frames, which does not fully capture how frames are shaped and 

changed via social interactions. Olesen’s (2014) study addresses these three limitations by using 

data from multiple sources such as interviews, data from training sessions, e-mails, discussions, 

and observation of the subjects using the groupware software individually and in groups to 

explore how the term of “resistance” is shaped. Through connecting technological frames to user 

resistance, Olesen (2014) investigated the aspects of arising user resistance. 
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Many previous publications connect the purpose of framing with various applications, 

such as the introduction of new technology, processes of interacting with technology, and 

requirements gathering (Olesen, 2014). Cornelissen and Werner (2014) present a more structured 

analysis for technology frames as macro, meso, and micro. The researchers consider 

technological frames under the meso-level frames associated with organizations and point out 

their importance for the organizations. In a recent study by Spieth et al. (2021), research on 

technological frames from 1994 to 2020 has been reviewed, and the main points obtained from 

these studies were presented in a table. I slightly modified their table — I added a more recent 

study into the last row —and presented it below as Table 2.  

Table 2. Research on Technological Frames and related Research on Technological Artefacts 

(Adapted from Spieth et al., 2021, p. 1967) 

Articles Measurement of 

technological 

frames  

Antecedences Contextual 

influences 

Consequences 

Orlikowski 

and Gash 

(1994) 

Case-study 

research: inductive 

coding of 

interviews, 

observations, and 

archival data 

Socially 

constructed, 

dimensions of 

technological 

frame:  

• Nature of 

technology  

• Technology 

strategy   

• Technology in use 

 • Technology 

development 

• Technology 

usage patterns 

• Technology-

induced change 

Bijker (1995) Analysis of 

historical data 

Interaction between 

relevant social 

groups:  

• Interpretative 

flexibility  

• Technological 

frame closure  

• Technological 

frame stabilization 

Power conflicts • Technology 

development   

• Technology 

trajectory 

Davidson 

(2002) 

Case-study 

research: inductive 

coding of 

Four technological 

frame domains:  

• Formal power Development 

and 

implementation 
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interviews, team 

meetings, 

observations, and 

archival data 

• IT delivery 

strategies 

• IT capabilities and 

design 

• Business value of 

IT  

• IT-enabled work 

practices 

• Informal 

(interpretative) 

power 

of technologies: 

reoccurring 

shifts in frame 

salience caused 

repeated 

reinterpretations 

of the 

technological 

artefact and its 

requirements  

McGovern 

and Hicks 

(2004) 

Case-study 

research: inductive 

coding of field 

notes from, 

observations, and 

archival data 

Type of partnership  

• Nature of 

technology 

•Technology 

structure  

• Technology in use 

• Formal power  

• Political 

processes 

Technology 

implementation 

Allen and 

Kim (2005) 

Thematic content 

analysis of 

historical data 

• Use interpretation  

• Industry practices 

 • Technology 

performance 

 • Technology 

usage patterns 

 • Technology 

trajectories 

Azad and 

Faraj (2008) 

Case-study 

research: inductive 

coding of 

interviews and 

archival data 

• Frame 

differentiation  

• Frame adaptation 

• Frame 

stabilization 

• Power balance  

• Internal political 

behavior  

• External events 

Negotiated truce 

frame that 

guides 

technology 

implementation 

Kaplan and 

Tripsas 

(2008) 

None; conceptual 

and theoretical 

Interactions of:  

• Producers  

• Users 

• Institutions 

Technology life 

cycle 

Technology 

trajectories: 

uncovering 

intertemporal 

interactions 

among multiple 

actors’ framing, 

collective 

technological 

frames, and 

technology 

trajectories 

Mishra and 

Agarwal 

(2010) 

Cross-sectional 

survey: three latent 

constructs; each 

construct is 

operationalized 

using four to six 

items 

Interpretation of 

technological 

artefact in  

terms of a: 

• Benefits frame 

• Threat frame 

• Adjustment frame 

Organizational 

capabilities:  

•Technological 

opportunism 

• Technological 

sophistication 

 

Technology 

usage 
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Leonardi 

(2011) 

Case-study 

research: inductive 

coding of 

interviews and 

archival data 

 

Technology 

concepts shape 

frames around  

cultural resources 

that guide actors’ 

problem-

construction 

practices 

Actors’ 

affiliations with a 

social group 

 

Cross-functional 

collaboration  

in new product 

development 

 

Vaccaro et 

al. (2011)  

 

Case-study 

research: inductive 

coding of 

interviews, 

observations, and 

internal and 

external archival 

data 

• Technological 

competencies 

• Strategic 

objectives 

• Complementary 

assets 

Granularization of 

the design  

space/degree of 

modularization 

(e.g., how the 

design  

space is divided 

into components 

and 

subcomponents 

Development of 

knowledge in  

new product 

development 

 

Furr et al. 

(2012)   

 

Analyses of panel 

data: top 

management team 

members’ 

expertise 

operationalized as 

proxies assessing 

their industry 

affiliations and 

other biographical 

data 

• Domain insider 

• Domain outsider 

• Complementary 

 Degree of 

technology 

change in the 

venture’s 

product portfolio 

Mazmanian 

(2013)  

 

 

Case-study 

research: inductive 

coding of 

interviews, 

observations, and 

internal and 

external archival 

data 

 

Reframing of 

technologies:  

• Occupational 

identity 

• Materiality 

• Vulnerability to 

social pressure 

• Visibility of 

communication acts 

 Heterogeneity of 

technology 

usage patterns 

within a user 

group 

 

Olesen 

(2014) 

Case-study 

research: inductive 

coding of 

interviews, 

observations, and 

internal and 

external archival 

data 

Social interaction 

within a group of 

actors determining 

the content of a 

technological frame 

Formal power 

 

• Technology 

implementation 

• Technology 

usage patterns 
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Van Burg et 

al.  (2014) 

Case-study 

research: inductive 

coding of 

interviews, 

historical 

narratives, and 

internal and 

external archival 

data 

Events trigger  

(re-)framing: 

Threat 

Opportunity 

• Evolving 

relational context 

(prior 

relationships and 

contractual 

governance 

mechanism) 

• Developing 

knowledge base 

(accumulated 

stock of tacit 

knowledge and 

formal 

appropriability) 

Interorganizatio

nal knowledge 

transfer that 

(intertemporally) 

can shape the 

context 

Young et al. 

(2016) 

Case-study 

research: inductive 

coding of 

interviews, field 

notes, and internal 

and external 

archival data 

Inconsistencies and 

incongruences: 

Between and within 

different groups 

Within the 

technological frame 

(nature of 

technology, 

technology 

strategy, and 

technology in use) 

Market, 

technological, and 

competitive 

turbulence 

Internal 

reorganization 

 

Technology 

implementation 

Technology-

induced 

organizational 

change 

 

Anthony 

(2018)  

None; conceptual 

and theoretical 

Interpretation as: 

Threat 

Opportunity 

Salience of status 

differences: the 

influence of status 

differences on the 

interaction of 

actors 

 

Acceptance or 

questioning of 

the technology’s 

output and its 

effects on the 

novelty of 

knowledge 

outcomes 

Kumaraswa

my et al. 

(2018) 

 

None; conceptual 

and theoretical 

 

Framing practices 

of disruptive 

innovations: 

Threat 

Opportunity 

 

 Heterogeneity of 

the responses to 

disruptive 

innovations 

among actors 

within an 

ecosystem 

Hoppmann et 

al. (2020) 

 

Case-study 

research: inductive 

coding of 

interviews, and 

internal and 

Framing 

dimensions 

(potential, prospect, 

performance, 

progress) 

Technology life 

cycle: 

• Technology 

maturity 

• Technology 

evolution 

Technology 

hypes 
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external archival 

data 

Framing tactics 

(conclusion, 

conditioning, 

concession) 

Seidel et al. 

(2020) 

 

None; conceptual 

and theoretical 

 

Exchange of 

rumors and 

propositions among 

consumers, 

producers 

 Development of 

technologies and 

new products 

 

Benschop et 

al. (2022) 

Case-study 

research: analysis 

of 20 business cases 

for large Dutch 

government 

information 

systems projects 

with an exploratory 

mixed-method 

design, qualitative 

and quantitative 

analysis 

  Newly proposed 

information 

systems are 

framed more 

positively, while 

the existing 

information 

systems are 

framed with 

more negative 

adjectives. 

 

Regarding measurements of technological frames, previous research generally employs thematic 

content analysis and qualitative analysis to examine individuals’ beliefs, interpretations, and 

understandings (Spieth et al., 2021). These methods usually code the meaning of words, slogans, 

phrases, and metaphors found in internal and archival data. Qualitative research also examines 

interview data and archival sources to explore the social interactions that shape technological 

frames through ethnographic approaches or multiple case studies.  

Research can also apply quantitative measures and mixed methods. In a more recent 

study, Benschop et al. (2022) examined the use of framing in 20 business cases for large Dutch 

government information systems projects with an exploratory mixed-method design. Their 

mixed-method included a qualitative, exploratory phase that served as input for a following 

quantitative analysis (Benschop et al., 2022). In the first phase, Benschop et al. (2022) conducted 

a linguistic analysis of the language use, in particular, they examined how the adjectives are used 
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for indicating positive and negative sides of new technology. In the second phase, they 

conducted a statistical analysis by giving weights to these adjectives and then comparing the 

weights of the adjectives used when an existing system is depicted versus those used for 

proposing a new system. Guenduez et al. (2020) analyzing technological frames on the 

individual level for exploring how public managers interpret big data, employed a mixed 

method, in particular Q-methodology (not included in Table 2). Guenduez et al. (2020) combined 

qualitative analysis through which he interviewed key informants with quantitative analysis 

involving principal component analysis (PCA) as steps of Q-methodology. 

With respect to antecedents of technological frames and contextual influences of 

technological frames, previous studies indicate that technological frames are grounded on 

individuals’ experiences, their social affiliations, and their industrial affiliations (Spieth et al., 

2021). Individuals’ education, training, and personal experiences affect their technological 

frames (Spieth et al., 2021). Considering possible factors playing role in constructing 

technological frames, Mishra and Agarwal (2010) and Spieth et al. (2021) investigated them as 

latent variables, at the organization level and at the individual level respectively. Prior studies 

also examined inconsistencies and incongruences between and within different groups, whether 

the power influences inconsistencies and incongruences, how the congruence or lack of 

congruence, between-group frames have influenced the implementation of technology.  

With regards to consequences of technological frames, even if the previous research 

generally grounded the antecedents of technological frames at the individual level, their 

consequences on technology development, usage, and implementation are often investigated 

collectively (Spieth et al., 2021). The variety in individual responses to new digital technologies 

influences the collective sense-making of that technology. Technological frames serve as 
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interpretive constructs through which individuals and groups “reduce a technology’s complexity, 

direct their attention to its focal features, and organize and assign meaning to that technology” 

(Spieth et al., 2021, p. 1968).  

Because an individual’s technological frame constructs their interpretation of the 

technology, the frame is expected to affect their attitudes towards that technology (Spieth et al., 

2021). These attitudes include individuals’ perceptions, reactions, and behavioral changes. When 

an individual’s interpretation is positive towards a technology, this person tends to recognize the 

technology’s advantages and be more confident and optimistic about that technology (Spieth et 

al., 2021). If an individual’s technological frame triggers a positive interpretation of technology 

(i.e., positive valence), that person perceives the technology as potentially useful (Spieth et al., 

2021). Furthermore, frames might manipulate peoples’ decision-making behavior related to 

technology use or support of its use. For example, Benschop et al.’s (2022) research revealed that 

newly proposed information systems are framed more positively, while the existing information 

systems are framed with more negative adjectives. This type of framing could cause a 

subconscious bias on decision-makers regarding investing in new information systems projects 

(Benschop et al., 2022). 

2.4.1.1. AI Frames 

The predominant use of frames for AI has been in analyzing the presentation of the technology in 

the media. Fast and Horvitz (2017) examined how AI is discussed in the articles published by the 

New York Times over a 30-year period (more than 3 million articles in total) and how these 

discussions changed over this period. They did not use the term frame explicitly, but their 

discussion of “measures” is similar conceptually. Fast and Horvitz (2017) separated the measures 

into three categories: general measures such as engagement and optimism vs. pessimism; hope 
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for AI measures as the impact on work (positive), education, transportation, healthcare, decision 

making, entertainment, singularity (positive), and merging of human and AI (positive); concerns 

for AI measures as loss of control, impact on work (negative), military applications, absence of 

appropriate ethics, lack of progress, singularity (negative), merging of human and AI (negative). 

Fast and Horvitz (2017) found that discussions of AI have increased steeply since 2009 and that 

these discussions have been more optimistic than pessimistic. Nevertheless, they found that 

worries about loss of control of AI, ethical concerns for AI, and the negative impact of AI on 

work were common in recent years. They also found that hopes for AI in healthcare and 

education have grown over time. Duberry and Hamidi (2021) analyzed AI and COVID 19 by 

adopting Fast and Horvitz’s (2017) measures as topics under the Risk and Benefit frame 

(omitting the “transportation” (benefit) and “military applications” (risk) categories).  

Chuan et al. (2019) explored how AI was framed in U.S. newspapers through a content 

analysis grounded on framing theory. More specifically, this paper demonstrates the dominant 

topics and frames, and the risks and benefits of AI stated in five main American newspapers 

from 2009 to 2018. The frames for AI presented by Chuan et al. (2019) are risk and benefit 

framing, societal versus personal impact framing, and thematic versus episodic issue framing. 

The topics are technology development and application, business and economy, politics and 

policy, ethics, threat, science fiction, entertainment, and education. Their findings pointed out 

that business and technology are the most covered topics in the news of AI. The benefits of AI 

are mentioned more frequently than its risks, but risks of AI are often mentioned with greater 

specificity (Chuan et al., 2019).  

I list previous AI frames identified in prior research in Table 3.  
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Table 3. AI-related Technological Frames based on the Existing Literature 

Frame        Meaning 

 

Benefit 

 

 

1. Impact on work (positive)  “AI makes human work easier or frees us from needing to 

work at all” (Fast & Horvitz, 2017, p. 964). 

2. Improving human well-being  AI helps to improve human life and well-being (Chuan et 

al., 2019). 

3. Reducing human bias and 

social inequality  

AI helps to reduce human bias and social inequality 

(Chuan et al., 2019). 

4. Impact on education (positive) “AI improves how students learn, e.g., through automatic 

tutoring or grading, or providing other kinds of 

personalized analytics” (Fast & Horvitz, 2017, p. 964). 

5. Impact on transportation 

(positive)  

“AI enables new forms of transportation, e.g., self-driving 

cars, or advanced space travel” (Fast & Horvitz, 2017, p. 

964) or offers some advantages. 

6. Impact on entertainment 

(positive) 

“AI brings us joy through entertainment, e.g., though 

smarter enemies in video games” (Fast & Horvitz, 2017, 

p. 964). 

7. Impact on decision-making 

(positive) 

“AI or expert systems help us make better decisions, e.g., 

when to take a meeting, or case-based reasoning for 

business executives” (Fast & Horvitz, 2017, p. 964). 

8. Impact on healthcare 

(positive) 

“AI enhances the health and well-being of people, e.g., by 

assisting with diagnosis, drug discovery, or enabling 

personalized medicine” (Fast & Horvitz, 2017, p. 964). 

9. Singularity (positive) 

“Singularity is the point where 

AI and machine learning using 

Al begins to exceed the 

capability of humans” (Harlow, 

2019, p. 393) 

“A potential singularity will bring positive benefits to 

humanity, e.g., immortality” (Fast & Horvitz, 2017, p. 

964). 

10. Merging of human and AI 

(positive)  

“Humans merge with AI in a positive way, e.g., robotic 

limbs for the disabled, positive discussions about the 

potential rise of transhumanism” (Fast & Horvitz, 2017, p. 

964). 

 

Risk/Harm/Loss  

 

11. Loss of control  “Humans lose control of powerful AI systems, e.g., 

Skynet or “Ex Machina” scenarios” (Fast & Horvitz, 

2017, p. 964). 

12. Impact on work (negative, 

e.g., loss of jobs)  

“AI displaces human jobs, e.g., a large-scale loss of jobs 

by blue-collar workers” (Fast & Horvitz, 2017, p. 964). 

13. Absence of Appropriate 

Ethics (embedded bias, privacy 

“AI lacks ethical reasoning, leading to negative outcomes, 

e.g., loss of human life” (Fast & Horvitz, 2017, p. 964). 
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concern, misuse, Pandora’s Box 

(unforeseeable risk))  

14. Lack of progress 

(shortcomings of AI) 

“The field of AI is advancing more slowly than expected, 

e.g., unmet expectations like those that led to an AI 

Winter” (Fast & Horvitz, 2017, p. 964). 

15. Military applications 

 

“AI kills people or leads to instabilities and warfare 

through military applications, e.g., robotic soldiers, killer 

drones” (Fast & Horvitz, 2017, p. 964). 

16. Singularity (negative) 

 

“The singularity harms humanity, e.g., humans are 

replaced or killed” (Fast & Horvitz, 2017, p. 964). 

17. Merging of human and AI 

(negative) 

 

“Humans merge with AI in a negative way, e.g., cyborg 

soldiers” (Fast & Horvitz, 2017, p. 964). 

 

However, research on AI framing so far has not yet examined its connections to emotions, 

attitudes, and behaviors. This dissertation examines whether AI frames create social influence as 

in frames in general depicted in section 2.3 through looking at possible effects of AI frames in 

post titles on emotional and attitudinal responses and commenting behavior. Section 2.5 presents 

the research model and hypotheses. 

 

2.5. Research Model and Hypotheses 

 

Lazarus (1991) suggests cognition, emotion, and motivation as three harmonically integrated 

constructs of mind, and behaviors towards the environment is connected to the mind. As parallel 

to these constructs, synthesizing prior literature including AIT and framing theory, I propose an 

integrated model (illustrated in Figure 1) comprising the components of frames, emotions, 

attitudes, and salience of the posts (measured by the number of comments due to its association 

with the level of engagement) for the purpose of exploring potential social influence on Reddit in 

the technology context and assess the proposed hypotheses.  

 



35 

 

Figure 1. Research Model 

 

  

 

For developing the research hypotheses, I drew upon the prior literature on framing and its 

relationships with emotions, attitudes, and the level of engagement. AI frames were summarized 

in Table 4 under the comprehensive frames: benefit, risk and harm, and include them in the 

hypotheses. In addition to these three frames, I also included loss frame referring to job losses 

stemming from AI automation inspired by Plutchik’s psychoevolutionary theory’s components 

stated in Table 1 because it was connected to “loss of valued object” as similar to “loss.”   

As an individual’s technological frames shape their perception of the technology, frames 

are expected to affect their attitudes towards that technology (Spieth et al., 2021). For example, if 

a person’s frames are associated with other positive concepts, this person tends to recognize that 

technology’s advantages and be more confident and optimistic about that technology (Spieth et 

al., 2021). As this dissertation focuses on AI frames, possible relationships between AI frames in 

posts’ titles and attitudes appeared in the corresponding comments were examined.  

The first set of hypotheses are: 
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H1-1. Comments on posts using a harm frame are more likely to display a negative 

sentiment than a positive sentiment. 

H1-2. Comments on posts using a risk frame are more likely to display a negative 

sentiment than a positive sentiment. 

H1-3. Comments on posts using a benefit frame are more likely to display a positive 

sentiment than a negative sentiment.  

H1-4. Comments on posts using a loss frame are more likely to display a negative 

sentiment than a positive sentiment.  

Changes in attitudes and behaviors stemming from discrete emotions (e.g., anger, fear) 

have been studied by cognition-emotion-behavior related research (e.g., Lazarus, 1991, 2006; 

Plutchik, 1980, 2000). AIT also highlights the relationships of these neurological subsystems 

with discrete emotions. Emotional responses to news through the lens of AIT have mainly been 

researched in political literature, including Lee and Choi (2018) and Marcus et al. (2019). 

Marcus et al. (2019) examined specific emotional responses on elections that occurred in the 

periods of grown threat, such as two 2015 terror attacks in France.  

Marcus et al. (2019) found that threats can produce both anger and fear. Although 

previous studies applying AIT were generally in a political setting, AIT may be applied on 

research in different settings (Lee and Choi, 2018). For example, emotional responses to news 

associated with other situations such as news about terrorism or natural disasters linked to threats 

or harm can be researched through the lens of AIT (Lee and Choi, 2018). These kinds of 

representation of news stories in varied domains such as terrorism and natural disasters might 

stimulate people’s negative emotions such as fear or anxiety (Lee and Choi, 2018).  
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Apart from AIT, previous research such as Lazarus (1991) and Plutchik (1980) had 

reviewed in detail other discrete emotions like joy and sadness. Lazarus (1991) deemed 

happiness and joy as almost the same and connected it with varied circumstances such as “…a 

new car; the love of a good woman (man); engaging in productive work; getting what one wants” 

(p. 265) as analogous to Plutchik’s (2000) association of joy with “gain of valued object” (p. 69). 

On the other hand, sadness was characterized by Lazarus (1991) as “the amount of unpleasant 

affect and lowered mood related to the exposure to suffering, disappointment, and object loss” 

(p. 322) as parallel to Plutchik (2000) associating sadness with “loss of valued object” (p. 69). 

Since the phenomena (e.g., threats or gain/loss of valued object) are also connected with 

future interpretations concerning technology, I analyze the emotions of fear, anger, joy, and 

sadness. Adapting this literature synthesis above involving in AIT and especially Plutchik’s 

(1980, 2000) deduction of key elements in the emotion sequence depicted in Table 1 to 

technology setting, I test whether such emotional connections exist in AI-related conversations 

proposing the second set of hypotheses as: 

H2-1. Comments on posts using a harm frame are more likely to display anger.  

H2-2. Comments on posts using a risk frame are more likely to display fear.  

H2-3. Comments on posts using a benefit frame are more likely to display joy.  

H2-4. Comments on posts using a loss frame are more likely to display sadness.  

Lee and Choi (2018) investigated how social views on presidential debates related to 

emotions (anger, fear, and enthusiasm) and how these relationships influence engagement and 

tolerance for opposite views. They conducted a national survey related to the 2017 presidential 

election. The research findings demonstrated that social views on presidential debates prompt 

fear and enthusiasm; enthusiasm influences cognitive elaboration; and cognitive elaboration 

positively influences tolerance for opposing views (Lee and Choi, 2018).  
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Choi et al. (2021) investigated the relationship between emotions and engagements 

analyzing 12,179 news stories posted on the four U.S. newspapers’ Facebook pages. They 

looked at the influences of emotions on user engagements on posts in different settings such as 

politics, nation, economy, international, culture, opinion, and technology through AIT. They 

examined six discrete emotions (sadness, anger, fear, disgust, happiness, and contempt) seen in 

visual news stories, the positiveness of news text, and how they are related to the activities of 

sharing news, commenting on them, and reacting with them. Choi et al. (2021) considered these 

activities as indicators of user engagements. They found that “users are less likely to share or 

comment on news posts that convey positive emotions, although they tend to react to such news 

frequently. The most prominent kind of emotion associated with user engagement activities was 

“sadness”“ (Choi et al., 2021, p. 1018). 

On the other hand, Entman (1993) links framing theory with salience: “to frame is to 

select some aspects of a perceived reality and make them more salient in a communicating text, 

in such a way as to promote a particular problem definition, causal interpretation, moral 

evaluation, and/or treatment recommendation for the item described” (p. 52). Entman (1993) 

defines salience as “making a piece of information more noticeable, meaningful, or memorable 

to audiences” (p. 53). If a post is more salient, namely it is more noticeable, thus the level of 

engagement is expected to be higher. Relating this back to Choi et al.’s (2021) commenting-

engagement connection, and Venkatesan and Valecha’s (2021) social influence measurement 

based on the number of retweets, the proposed research model also includes the variable of 

salience to be measured by the number of comments.  

Drawing on this literature synthesis, I propose the third set of hypotheses as: 

H3-1. The emotion of anger in posts is positively related to salience of the technology-

related posts.  
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H3-2. The emotion of fear in posts is positively related to salience of the technology-

related posts.  

H3-3. The emotion of joy in posts is negatively related to salience of the technology-

related posts.  

H3-4. The emotion of sadness in posts is positively related to salience of the technology-

related posts.  

AIT illustrates that negative news increase the level of engagement, while positive 

perceptions of news decrease it (Choi et al., 2021). Another research study also illustrated that 

articles reflecting positivity tended to decrease the level of engagement and have fewer user 

comments (Diakopoulos & Naaman, 2011).Thus, I propose the fourth set of hypotheses as: 

H4-1. Positive sentiment in posts is negatively related to the salience of the technology-

related posts.  

H4-2. Negative sentiment in posts is positively related to the salience of the technology-

related posts.  

Inspiring Plutchik’s (1980, 2000) theory that displays key elements of an emotion 

sequence and adapting it to technology setting through benefitting from this literature synthesis, I 

develop the hypotheses proposed in this dissertation. Table 4 presents a summary of the 

combination of this literature synthesis that reveals the proposed hypotheses with possible 

relevant perceived technology impacts (stimulus). The first and third columns are the same as the 

first four rows of the first and third columns of the Table 1 depicting Plutchik’s (1980, 2000) key 

elements of emotion sequence. I chose those four rows because perceived AI impacts seen in the 

literature mostly involve threats, obstacles, some gains, and some losses like loss of jobs.  

The second column was based on the comprehensive frames (i.e., risk, harm, and benefit) 

stated in Table 4 demonstrating AI frames the prior relevant literature revealed. Additionally, 

loss frame was added like in the fourth row of Table 1 since loss of valued object could be 

connected to loss of jobs, which could be connected to loss of valued object perception as in 
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Plutchik’s emotion sequence. The fourth and fifth columns were generated based on the literature 

synthesis explained above. 

Table 4. Social Influence Sequence in Technology-related conversations 

Perceived Technology 

Impact (Stimulus) 

Perceived 

Technological 

Frame 

Emotion Attitude Salience of the 

posts  

Threat “Risk” Fear Negative More 

Obstacle “Harm” Anger Negative More 

Gain of valued object “Benefit” Joy Positive Less 

Loss of valued object  “Loss” 

 

Sadness Negative More 

 

Finally, a frame embedded in a post that increases salience based on the framing theory, thus 

increasing another person’s attention and motivation reading this post to engage in conversation, 

which may be a driver of social influence. To examine this relationship, considering the frames 

specified in Table 4, I propose the fifth set of hypotheses as: 

H5-1. Posts using a harm frame have higher salience. 

H5-2. Posts using a risk frame have higher salience. 

H5-3. Posts using a benefit frame have lower salience. 

H5-4. Posts using a loss frame have higher salience. 
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CHAPTER 3. METHODOLOGY 

3.1. Introduction  

This chapter describes the process that integrates experiences derived from a pilot study to guide 

the design of the main dissertation work that consists of three main studies. Specifically, this 

chapter depicts how I chose the subreddits as the sites for this dissertation’s inquiry, how I 

collected data, and how I analyzed this data implementing a mixed-methods approach on which 

quantitative aspect is dominant even if it includes also qualitative pieces. That is, it comprises 

mostly quantitative tools such as unsupervised topic modelling supported by human judgment to 

be active at the stage of labelling frames (this part could be recognized as qualitative), open 

pretrained models (Dalgali & Crowston, 2019) fine tuned for this work to be operational at the 

stage of detecting categories of emotions and attitudes, and statistical analyses to investigate 

possible relationships posed in the research model (see Figure 1).  

Quantitative research methods comprise non-experimental research and experimental 

research methods (Hussain et al., 2019). Non-experimental research or descriptive research 

methods analyze research variables in their nature form without any changes and include three 

main categories: observational research method, archival data research method, and survey 

research method (Hussain et al., 2019).  

As social media data built by users’ conservations is transferred from the past through 

today, this data can be considered as conversations’ records, namely as archived data. Moreover, 

we observe emotions, attitudes, and behaviors in these social media conversations. This work 

employs observation research method through analyzing archived data. Thus, this study may be 

considered as a combination of observational research method with archival data research 

method.  
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3.2. Research Site: Reddit 

To obtain public feelings, although surveys and interviews are commonly used, the questions in 

these methods are designed based on only the researchers’ preferences, and the answers depend 

on the respondents’ understandings of questions, which could be a limitation. Social media data, 

however, are produced by the users freely, thus natural; many people prefer to be involved in social 

media discussions to share their ideas, and hence the data are growing as long as users post and 

comment, which makes social media data organic (Chen & Tomblin, 2021). Social media data 

usage, therefore, has been increasing in various types of research work to explore public 

perceptions as in Hristova and Netov (2022) and public attitudes as in Mahor and Manjhvar (2022); 

Sai Kumar et al.(2021), and revealed important and informative findings, thus this proposed study 

also follows an analogous approach. 

Social media is an ICT that allows natural real-time discussions among the public; as well 

as a potent media service for documenting events while they are occurring (Venkatesan & Valecha, 

2021), which conveys data from the past to today and from today to the future. Although ICT 

research related to social media predominantly utilizes Twitter, in recent years Reddit has gained 

scholars’ attention and it has been harnessed as a data source in research studies, as in (Kitchens 

et al., 2020; Chen & Tomblin, 2021; Villanueva, 2021; Öcal et al., 2021). Twitter has been widely 

used for academic study since tweets are deemed as “public,” (Proferes et al., 2021) with open 

APIs and with the users regularly responding to current events, creating a useful place to obtain 

observational data (Proferes et al., 2021). Reddit has been satisfying many of these same standards, 

moreover, it offers the following additional advantages. 

Reddit itself is a huge community consisting of thousands of smaller communities; these 

sub-communities within Reddit are called “subreddits,” each of which centers on different topics, 
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in which users share their interests, thoughts on relevant content. This opportunity strikes many 

researchers to utilize Reddit data since they can access a large amount of data on various topics 

already created by Reddit users and can select relevant subreddits as their samples to answer 

their research questions. Moreover, Reddit posts often depend on news obtained from traditional 

media (Villanueva, 2021), and other valuable external sources such as experts’ context-related 

videos (Öcal et al., 2021). Further, Reddit provides its users the opportunity to self-select their 

communities and as many as they want. 

As an additional advantage, users benefit from a level of anonymity on Reddit not 

typically accomplished on other social media platforms, thus users may feel more secure and 

share more honest thoughts on a topic. Also, as the data are public and pseudonymous (users’ 

names are not their real names), research analyzing Reddit data is often exempted from 

institutional ethics review. Due to a variety of advantages, Reddit data usage has been rapidly 

increasing in the past decade and much of that analysis has been conducted in computer science 

and related disciplines using computational methods (Proferes et al., 2021).  

Reddit involves over 50 million daily active users, 100 thousand active communities, and 

13 billion posts and comments1 (as of February 26, 2022). Since participation on Reddit is 

pseudonymous, collecting demographic information about Redditors is quite difficult (Proferes et 

al., 2021). However, in 2021, Reddit’s site administrators reported that a majority (58%) of users 

were between 18 and 34 years old and were male (57%).  

In this dissertation, the purpose was discerning general frames, emotions, and attitudes 

about the future of AI in text data. In addition, looking at the relationships among these 

constructs to examine possible social influence drivers in social media. Social influence 

 
1 https://www.redditinc.com/ 



44 

 

describes how thoughts, emotions, attitudes, and behaviors respond to those of others in their 

social environment. Reddit enables me to choose relevant subreddits (e.g., Futurology) and to 

obtain emotional, attitudinal responses because comments are responses to posts, Reddit is the 

research setting of this dissertation. 

3.2.1. Selection of Subreddits 

I chose relevant subreddits on the grounds of my research purposes. The priority in subreddit 

selection process was capturing the subreddits that mainly discuss about the future trends around 

AI. Thus, first I conducted an artificial intelligence (AI)-related keyword search with the purpose 

of identifying where the future of AI-related conversations is taking place. This keyword search 

process ended up a selection of fifteen subreddits illustrated in Table 5 given their inclusion of 

the future of AI-related posts and their descriptions. Particularly, I selected these subreddits 

because they are: (1) explicitly devoted to the future trends and speculations (i.e., Futurology, 

tomorrowsworld, DarkFuturology, conspiracy), (2) particularly focus on AI (i.e., 

ArtificialInteligence, artificial, agi, MachineLearning, deeplearning, Automate, singularity), and 

(3) dedicated to the news and discussions about technology, science around the world that also 

include varied contemporary AI-related conversations (i.e., worldnews, science, tech, 

technology).  

Table 5. Information about Subreddits 

Subreddit Description of Subreddit2  Number of 

Members 

Futurology 

 

A subreddit devoted to the field of Future(s) Studies and 

speculation about the development of humanity, 

technology, and civilization. 

15.6m 

tomorrowsworld A subreddit for the future of the world conversations 816 

DarkFuturology A subreddit for dystopian trends. 68.1k 

 
2 These descriptions were extracted from the subreddit, slightly edited or shortened for 

presentation. 
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conspiracy The conspiracy subreddit is a thinking ground. Above all 

else, we respect everyone’s opinions and ALL religious 

beliefs and creeds. We hope to challenge issues that have 

captured the public’s imagination, from JFK and UFOs 

to 9/11. This is a forum for free-thinking, not hate 

speech.  

1.7m 

ArtificialInteligence A subreddit for Artificial Intelligence conversations 78.1k 

artificial A subreddit for Artificial Intelligence conversations 153k 

agi A subreddit for Artificial general intelligence 

(AGI) conversations, which is also referred to as “strong 

AI”, “full AI” or as the ability of a machine to perform 

“general intelligent action.” 

12.1k 

MachineLearning A subreddit for Machine Learning conversations 2.5m 

 

deeplearning A subreddit for Deep Learning conversations 80.2k 

tech A subreddit dedicated to the news and discussions about 

the creation and use of technology and its surrounding 

issues. 

11.4m 

technology Subreddit dedicated to the news and discussions about 

the creation and use of technology and its surrounding 

issues. 

12.2m 

 

worldnews A place for major news from around the world, 

excluding US-internal news. 

29.1m 

science This community is a place to share and discuss new 

scientific research. Read about the latest advances in 

astronomy, biology, medicine, physics, social science, 

and more. Find and submit new publications and popular 

science coverage of current research. 

27.7m 

 

Automate A place for the discussion of automation, additive 

manufacturing, robotics, AI, and all the other tools we’ve 

created to enable a global paradise free of menial labor. 

All can share in our achievements in a world where food 

is produced, water is purified, and housing is constructed 

by machines. 

47.1k  

singularity 

 

Everything pertaining to the technological singularity 

and related topics, e.g., AI, human enhancement, etc. 

150k 

3.3. Data Collection and Cleaning  

For harvesting data from the selected subreddits, I use the Reddit API through PRAW – Python 

Reddit API Wrapper – to gather posts and comments. I fetch all the posts that include the terms 

“Artificial intelligence”, “AI”, “artificial intelligence”, “Artificial Intelligence” from the chosen 
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subreddits, without any time constraints, and all the comments corresponding to the extracted 

posts. I extracted top level comments to be responses directly to posts, and each post includes at 

least one comment to examine the relationships between posts and their corresponding comments 

for exploring potential social influence.  

After extracting data, I realized some rows in comments were “deleted” or “removed,” 

and some comments were expressions “please reply to OP’s comment here:” and “the following 

submission statement was provided by…” These rows were removed from the data as they do 

not reflect contributions to the discussion. I did not do further data cleaning because I intend to 

protect natural structures of post titles and comments to fit better in BERT models.  

This data cleaning process yielded 998 unique post titles and their corresponding 

comments, a total of 16611 comments, thereby the number of the total of unique post titles and 

comments is 17609. The posts were created between 2/19/2013 and 7/3/2022 by 671 unique 

users. The distribution of the posts and the comments by years and subreddits is depicted in 

Figure 2 and Figure 3, respectively. 

The cleaned data (post titles and comments) were then analyzed to identify frames and to 

classify different emotions and sentiments. Instead of the text bodies of the posts, I analyzed the 

titles of posts since many posts’ main bodies were not rich text data, but rather videos, images, or 

a link for another source. However, each post has a title that reflects the main idea of the post. 

Chase and Qiu (2017) also found that Reddit post titles successfully represent the main points of 

Reddit submissions and their work centers on semantic analysis of Reddit post titles. For 

comments on posts, however, I directly analyze the body of comments since each comment itself 

includes rich text data.  
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Figure 2. The Number of Posts by Years and Subreddits 

 

 

 

Figure 3. The Number of Comments by Years and Subreddits 
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3.4. Data Analysis 

The data analysis process followed in this dissertation is a consolidation of topic modelling to 

identify frames, text classification to explore emotions and attitudes in text data, and statistical 

analyses to probe associations of these variables.  

3.4.1. Frame Identification 

In the subsequent section, I review the prior frame identification methods. 

3.4.1.1. Methods Used in the Literature to Identify Frames 

For identifying frames, a deductive strategy is generally used, in which researchers search for a 

limited number of frames that are predefined in the literature (Walter & Ophir, 2019). For 

example, Villanueva (2021) conducted a content analysis to investigate climate-change frames 

through a deductive approach in which the frames used in the codebook were pre-defined in the 

literature. Yet, the adaptation of frames determined in the prior literature may not be adequate to 

cover the frames in the new corpora or may limit the lenses through which coverage should be 

analyzed in the new corpora. Thus, such a method may lead researchers to only identify the 

frames they were consciously searching for (Walter & Ophir, 2019). 

These disadvantages triggered researchers to develop inductive methods for finding 

frames (Walter & Ophir, 2019). One inductive method used for frame identification is content 

analysis with open coding, in other words, open coding of documents without depending on 

predetermined coding tools. Farrington (2020), for instance, conducted an inductive coding to 

explore frames in Twitter that show reactions of a segment of the public to an advertisement. In 

addition to using the two approaches separately, some scholars benefit from the combination of 

deductive and inductive approaches. For example, Seay (2021) identified frames about the 
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Cambridge Analytica-Facebook Scandal in U.S. and U.K. newspapers based on a combined 

coding book that involves the deductive and inductive categories. 

In addition to manual deductive and inductive approaches, computational methods have 

also been utilized to explore frames. Supervised, unsupervised and mixed computational 

approaches have been applied for framing analysis. In supervised approach, scholars develop 

manually annotated frame code schemes or frame corpus that appeal to particular issues such as 

policy or gun violence, as in Policy frame code scheme by Boydstun et al. (2013) and Gun 

violence frame annotated corpus by Liu et al. (2019) or utilize existing frame corpora (e.g., 

FrameNet corpus as in Isaeva et al., 2021)) whereby they build classification algorithms to detect 

frames. Venkatesan and Valecha (2021) applied classification algorithms like random forest and 

decision trees after manual coding (of potential pre-determined frames what, how, where, and 

who that characterize social protest activities) to identify the framing of the Egyptian uprising on 

Twitter. Yet, supervised method is limited as it solely investigates existence of potential pre-

determined frames on new corpora, which constrained the contribution of the research.  

Recently researchers have also implemented unsupervised (e.g., topic modelling, 

clustering) and mixed (e.g., combining two methods such as topic modelling with network 

analysis as in Walter and Ophir (2019)) computational framing analysis methods. For example, 

Sheshadri et al. (2021) examined framing changes in topical news by the LDA topic modelling 

approach. The researchers prepared a data set comprising over 12,000 articles from seven news 

domains and used LDA to detect frame changes. To explore this change, they used a probability 

distribution of adjectives according to the frequency of their occurrence in data sets (Sheshadri et 

al., 2021). Dalwadi (2020); Gritsenko et al. (2021); Pavlova and Berkers (2022); Reyes (2019); 

Wöber (2015) and Ylä-Anttila et al. (2021) also applied topic modelling for frame detection.  
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Previous research has applied different methods for identifying AI frames. The first 

salient method was content analysis, as in Chuan et al. (2019) and Duberry and Hamidi (2021). 

Chuan et al. (2019) employed a deductive strategy approach, specifically a deductive content 

analysis on the grounds of the frames stated in the previous literature. Through this deductive 

content analysis, Chuan et al. (2019) analyzed AI-related frames and topics in five main 

American newspapers between 2009 and 2018. Duberry and Hamidi (2021) also applied the 

deductive content analysis method to identify AI-related frames based on categories, such as 

benefits and risks, hopes and concerns obtained from the literature.  

The AI frames investigated in these two papers were gathered from Fast and Horvitz 

(2017) who had 8000 AI-related paragraphs annotated by Amazon Mechanical Turk (AMT) 

workers. First, Fast and Horvitz (2017) gathered annotations for attitudes about the future of AI 

(from pessimistic to optimistic) on a 5-point Likert scale. Second, specific hopes (e.g., positive 

impact on work) and concerns (e.g., loss of job) were determined based on finer level 

annotations. These specific hopes and concerns were presented in this dissertation in Table 1 as 

well. Third, binary labels for whether hope or concern exists in the paragraph were found by 

AMT workers. These annotations form their ground truth to classify new paragraphs based on 

paragraphs’ hope or concern inclusion. However, this classification method is limited to only 

specific frames determined by AMT workers’ annotations. If this classification method is applied 

in other datasets, it would be again constrained with only these frames, which decreases 

reusability of this method in other data sets. Thus, I utilize topic modelling for exploring AI 

frames. 
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Topic Modelling 

More recently, topic modelling has become a common machine learning method among 

computational scholars (Walter & Ophir, 2019). Topic modelling “is a text mining technique 

which automatically discovers the hidden themes from given documents” (Islam, 2019, p. 1).  

Topic modelling has been applied for identifying frames in a text (Walter & Ophir, 

2019). Ylä-Anttila et al. (2021) applying topic modelling for frame detection claimed that the 

concept of the topic in topic modelling does not indicate a specific feature of the algorithm; the 

algorithm only knows the clusters of co-occurrences of keywords depending on the collection of 

textual data like documents. Frames reflect individuals’ perceptions, interpretations, beliefs, 

assumptions, and expectations, articulated through language, visual images, metaphors, and 

stories (Orlikowski & Gash, 1994). Entman (1993) highlighted the main functions of frames as 

“define problems”, “diagnose causes”, “make moral judgments” and “suggest remedies” (Ylä-

Anttila et al., 2021, p. 6).  

On the other hand, Nisbet (2009) pointed out two important characteristics of frames: 

First, individuals may discuss the same topic that signifies an overlap of cognitive categories and 

content in their minds from different aspects within a frame (Nisbet, 2009). Second, “the latent 

meaning(s) of any frame can be translated instantaneously through frame devices such as 

catchphrases, metaphors, sound bites, graphics, and allusions to history, culture, and/or 

literature” (Nisbet, 2009, p. 45).  

 Ylä-Anttila et al. (2021) claim that when conducting topic modelling if we know all the 

texts are about a particular topic (as in here the future of Artificial Intelligence), topic modelling 

“outputs are best interpreted as traces of different ways of discussing a topic – that is, frames” 

(Ylä-Anttila et al., 2021, p. 5). A variety of posts and comments about the same topic often 

reflect various perceptions (Liu et al., 2019); for example, a post expressed about the future of AI 
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may emphasize human-AI collaboration in a positive way through referring to the frame of 

benefits while another post may highlight potential problems like the risk of  loss of control.  

Frames are flexible in structure and content and expected to be shared by other 

individuals if there is an overlap of cognitive categories and content (Orlikowski & Gash, 1994). 

Erving Goffman, one of the earliest framing scholars, suggested that words are prompts that 

allow individuals convey their interpretations, beliefs, assumptions, and expectations through the 

lens of existing world views (Nisbet, 2009).Thus, word clusters can be helpful for frame 

identification (Ylä-Anttila et al., 2021).Taking into this consideration and following scholars 

benefitting from topic modelling to identify frames like Heidenreich et al.(2019), Ylä-Anttila et 

al.(2021) and Guo et al. (2022), we utilized topic modelling, found word clusters and determined 

the relevant ones to be AI frames based on the frame characteristics described above.  

Different topic modelling techniques and their comparisons based on data analysis are 

handled in the prior work. For example, Islam (2019) employed three different topic model 

algorithms as Latent Semantic Analysis (LSA), Non-negative Matrix Factorization (NMF), and 

Latent Dirichlet Allocation (LDA) to explore the topics of a large number of tweets and found 

that LDA results outperformed the former two algorithms.  

Egger and Yu (2022), on the other hand, indicated the potency of BERTopic comparing it 

to LDA, NMF and Top2Vec topic modelling techniques, in analyzing tweets. This indication led 

me to analyze posts and comments harnessing BERTopic. In the following sections, I elucidate 

two topic modelling approaches, namely LDA and BERTopic, since the first approach is the 

most wide-ranging traditional topic modelling method (Egger & Yu, 2022) and the latter will be 

applied in this study. 
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LDA (Latent Dirichlet Allocation) topic modelling. LDA topic modelling is an unsupervised 

text analysis approach that is utilized for finding groups of words that characterize the given 

documents. This approach was introduced by Blei et al. (2003), depicting it as a probabilistic 

model for collecting discrete data like text corpora. In LDA topic modelling, each document in 

the corpora is modeled as a combination of a collection of topics probabilities and each topic is 

modeled as a mixture of a set of word occurrence probabilities. This method expands classical 

natural language processing methods such as the unigram model and Latent Semantic Analysis 

(Grün & Hornik, 2011).  

This technique is different from the term frequency models since it is mixed-membership 

modelling (Grün & Hornik, 2011). In the unigram model, each word is illustrated from the same 

term distribution, and each word in a document is illustrated from the term distribution of the 

topic (Grün & Hornik, 2011). In mixed-membership models, however, documents are expected 

to belong to several topics, and the topic distributions that differ based on documents (Grün & 

Hornik, 2011).  

As observed in the pilot study, several limitations of LDA topic modelling method have 

been drawn attention. First, it neglects semantic relations among words (Egger & Yu, 2022) 

since the method focuses on word occurrence probabilities. Second, it requires manually 

determining hyperparameters such as number of topics (k). These determinations complicate 

topic modelling processes and affect the quality of the model. Moreover, LDA does not allow 

uncorrelated topics because it is based on frequencies of the common occurrence of words-topics 

probabilities. Finally, it requires word-document matrices before running topic modelling, which 

takes additional time and human effort. 
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 With latest advancements in the NLP field, novel topic modelling techniques have been 

emerged such as Corex, Top2Vec, and BERTopic (Egger & Yu, 2022). BERTopic to be 

described in the subsequent section mainly addresses these limitations of LDA topic modelling 

and offers more advanced functions such as search functions (e.g., searching topics associated 

with a specific word, easily going from topic to documents), hierarchical and dynamic topic 

modelling. 

BERTopic. BERTopic is a model that bolsters clustering methods through a class-based 

variation of TF-IDF to produce coherent topic representations (Grootendorst, 2022). 

Grootendorst (2022) describes three stages through which BERTopic produces topic 

representations. In the first stage, each document is transformed to its embeddings by utilizing a 

pre-trained language model. Next, the dimensionality of these embeddings is reduced to optimize 

the process of clustering these embeddings. In the last stage, from these clusters, topic 

representations are obtained utilizing a custom class-based variation of TF-IDF (Grootendorst, 

2022). 

3.4.2. Discerning Emotions and Attitudes 

The second study aims to discern emotions and attitudes in text, namely in AI-related Reddit 

conversations. The following section summarizes several computational text analysis methods 

for emotion and attitude detection and describes the method I am employing. 

3.4.2.1. Methods Used in the Literature to Detect Emotions and Attitudes 

Recent progress of advanced and varied computational methods and ease of access to massive 

amount of text data have prompted researchers to discern emotions and attitudes in text utilizing 

various computational methods. Varied practical open-source software sentiment analysis tools 

serve researchers. For example, R syuzhet package is a dictionary-based approach that can detect 
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eight emotions (i.e., anger, fear, anticipation, trust, surprise, sadness, joy, and disgust) on large 

volume of text data utilizing only a few lines of R codes. Yet, negation (e.g., “we don’t need to 

fear AI”) is not addressed by this package.  

An R package handling negation, R sentimentr package, was released to generate 

sentiment polarity of text; namely positivity or negativity, but it does not reveal discrete 

emotions like fear. Python packages such as VADER and TextBlob are other popular dictionary-

based easily operated open-source sentiment analysis tools that explore polarity.  

Linguistic Inquiry and Word Count (LIWC) is another wide-ranging method to analyze 

emotions and attitudes in text (Villanueva, 2021). “LIWC is a transparent text analysis program 

that counts words in psychologically meaningful categories …[such as] attentional focus, 

emotionality, thinking styles, and individual differences” (Tausczik & Pennebaker, 2010, p. 24). 

LIWC is also a dictionary-based approach comprising more than 100 dictionaries built to capture 

individuals’ social and psychological conditions in text. 3 LIWC scans a given text and compares 

each word to a list of dictionary terms, calculating the proportion of total words in the text that 

match each of the dictionary categories. 

Even though applying dictionary based approaches is relatively practical, relying on word 

counts to do interpretations regarding emotions and attitudes in text may require further 

validation and analysis (van Atteveldt et al., 2021). Recently many researchers have been utilized 

more advanced methods like BERT on different text classification tasks (Yu et al., 2019).  

3.4.3. Pilot Study 

To determine the best data analysis approaches and to assess the answerability of the research 

questions by the proposed methods, I had conducted a pilot study on the data that consists of 452 

 
3 https://www.liwc.app/help/howitworks 
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unique post titles and their corresponding comments, which was a total of 4896 comments. The 

pilot study was including six subreddits (i.e., r/Futurology, r/Automate, r/DarkFuturology, 

r/conspiracy, r/artificial, r/tech) from which I formed three main ideology categories about the 

future of AI (i.e., utopian, dystopian, and neutral) and then examined differences of frames, 

effects of frames on the attitudes and emotions in these three groups. 

In all these processes, I had considered to aggregate two similar subreddits together per 

each ideology group. Because r/Futurology and r/Automate subreddits generally reflect the 

positive aspect of the future of AI, I had brought them together into the utopian ideology 

category. Following this logic, since r/DarkFuturology and r/conspiracy subreddits mainly reflect 

speculations and negative aspects of the future of AI, I had brought them together into the 

dystopian ideology category.  Lastly, r/artificial and r/tech subreddits reflect general discussions 

about the future of AI, not polarized ideologies such as utopian and dystopian. I had 

acknowledged that this categorization might not be conducted by strict boundaries, but I had 

categorized them as much as possible.  

The method I had applied in the pilot study for comparing the three groups (i.e., utopian, 

dystopian, and neutral) was quasi experiment. There was not a manipulation of the independent 

variable because I was exploring pre-existing frames embedded in the post titles and comments 

on these three groups; the selection of groups was not random since ideology groups were 

formed based on pre-existing subreddits; and it does not include treatment and a control group, 

rather than that, it includes three groups on which the effects of the independent variable (e.g., 

frames) to be examined on the grounds of comparing these groups. This method, therefore, was a 

quasi-experimental (causal-comparative) research method.  
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Not randomly selecting the participants into groups resulting in a non-equivalent groups 

design (Zhang, 2022), which was identified as one of the threats to internal validity (Campbell & 

Stanley, 2011; van Hezewijk, 2009). Since people are self-selecting in to the different subreddits, 

for the pilot study nonequivalent groups design might have created threats to internal validity in 

my dissertation work. This potential threat led me to drop ideology groups from the study and 

not to employ quasi-experimental method in the dissertation work. 

In the pilot study, for identifying frames, I had applied LDA topic modelling by using 

Python Gensim package. I had followed Ylä-Anttila et al.’s (2021) topic modelling approach. 

They followed three steps for exploring frames using topic modelling and identified the process 

of completion of these three steps as a frame validation process. First, they determined the 

number of frames to extract. They found that extracting many topics that result in topics that are 

too specific, while too few topics result in topics that mix several frames in one. They tested 

many options including 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 topics.  

At the end of the first step, they found that extracting 30 topics produced topics that are 

not too specific and not too general or ‘mixed’. Second, they looked at the top 10 words for each 

topic to qualitatively examine the content. They discarded topics that did not constitute internally 

valid frames that link climate change to a coherent set of other concepts. The second step ended 

with keeping 17 relevant frames and discarding 13 topics due to the lack of internal coherence. 

The authors defined this second step as internal validation. In the third stage, the authors read the 

top 10 documents associated with 17 defined frames to assess whether the documents 

represented a frame. At the end of this process, the authors achieved 12 final sets of frames. They 

defined the third step as an external validation process. Thus, their validation and interpretation 

processes are reflexive processes going back and forth.  
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Prior to seeing the coherence scores from the LDA modelling, I had set the maximum 

possible number of frames arbitrarily as 40, a few more than the number in Ylä-Anttila et al. 

(2021), which was 30. After running an initial analysis, I had determined the optimal number of 

frames based on the highest coherence score using Gensim’s CoherenceModel to calculate topic 

coherence for topic models with different topic numbers. There is not a specific coherence score 

threshold for evaluating a model as good or bad, but the purpose behind looking at the coherence 

score in many of the existing studies in the prior literature was to determine the optimal topic 

number by choosing the model with the highest coherence score. For example, in Islam’s (2019) 

paper the highest coherence score for the model they selected as their LDA model was 0.3871. In 

the pilot study, the highest coherence score among the models with the topic numbers from 1 to 

30 belong to the models with 14 topics was 0.38, thus the optimal number of frames in that 

corpus was identified as 14.  

Based on 14 frames, LDA yielded the most dominant frame for each post and comment 

as the frame number, from 0 to 13 (frame 0 to frame 13). For labeling each frame, following Ylä-

Anttila et al. (2021), I looked at 10 keywords for a specific frame, 10 posts with the same frame 

number, and compared these to technological frames stated in Table 2 obtained from the existing 

literature. If there was a similar frame in the current literature, I gave the frame that name that is 

associated with this existing relevant frame or embraces this frame.  

For this frame identification process, I had removed special characters like @, #, & and 

did not apply lemmatization or stemming because I intended to protect the naturalness of the 

data. Redundant manipulation might have caused some losses or deviations from the information 

to be obtained from the original data. For example, if I had used lemmatization or stemming and 

had manipulated data, I could not have captured frame terms like anti-aging, machine learning, 
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imposed, which might have misled me while interpreting the frame terms and finding the frame 

label names. This might have resulted in loss of meaning or misinterpreting.  

This frame analysis revealed the outcomes presented in the preliminary results in the 

appendices (Appendix A). Although these preliminary results revealed quite informative frames 

that provide important points embracing versatile insights about the future of AI, I experienced 

several limitations of LDA topic modelling in the process of conducting the pilot study.  

The first limitation of LDA topic modelling method was its neglect of semantic relations 

among words (Egger & Yu, 2022) since the method focuses on word occurrence probabilities. 

Second was the necessity of manually determining hyperparameters such as number of topics (k) 

– even though varied methods are applied for this determination like considering the elbow on 

the graph coherence or perplexity scores, at the first stage k still needs to be defined by users 

before finding the k that makes the model optimal – and alpha (a) – even though topic modelling 

libraries like Gensim provides alpha=‘auto’ option, alpha that controls the prior Dirichlet 

distribution over topic weights in each document may be defined by users. Third, LDA does not 

enable topics to be correlated to each other. Fourth, it generally requires detailed preprocessing 

(e.g., cleaning, stemming, generating term-document matrices) of the documents since it is based 

on term-document matrices and sentence structures are not modeled.  

These limitations prompted me to find another topic modelling approach that can address 

these limitations. BERTopic described in the section 3.4.1.1 addresses these limitations and 

offers more advanced functions such as search functions (e.g., easily going from topic to 

documents), hierarchical topic modelling and dynamic topic modelling (i.e., illustrating changes 

in topics over time), thus it is used for the frame detection in this dissertation.  
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For exploring emotions in the pilot study, I had harnessed NRC emotion lexicon 

(Mohammad & Turney, 2013) with the R package “syuzhet.” This analysis was a lexical-

oriented method in which words extracted from posts and comments are compared with the NRC 

lexicon’s words list. This word list was built on the grounds of manually annotations by 

Mechanical Turk crowdsourcing to find associated words with Plutchik’s (1980) eight basic 

human emotions (i.e., anger, fear, anticipation, trust, surprise, sadness, joy, and disgust) and two 

general sentiments (i.e., negative and positive). Syuzhet package was giving emotions and 

sentiments for each submission, but it did not handle negation words (e.g., I don’t fear). This 

problem led me to change this sentiment and emotion detection method and to use BERT 

models. 

The main purpose of the pilot study was to examine whether social media users’ 

thoughts, emotions, attitudes, and motivation can be explored by topic modelling, emotion and 

sentiment analysis, and statistical tests. The pilot study showed the feasibility, acceptability, and 

effectiveness of these approaches; however, the specific methods used to apply these approaches 

can be replaced by more effective and advanced methods such as BERT models, the details of 

which are described below. 

3.4.4. Main Studies 

Figure 4 provides an overview of data analysis steps to be implemented that consolidate Studies 

1, 2 and 3. The following sections elucidate and justify data analysis processes to be 

administered for each study from Study 1 through Study 3. 
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Figure 4. Data Analysis Steps 
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3.4.4.1. Study 1- AI Frames in Reddit Conversations 

The first study seeks to explore AI frames expressed by Reddit users that reflect their relevant 

future expectations and interpretations.  

To discover new patterns related to AI frames, I apply topic modelling given its 

noticeable strong points as stated in the section 3.4.1.1 and it effectiveness for finding frames as 

shown in the pilot study explained in the section 3.4.3. Despite BERTopic’s salient advantages 

highlighted in the section 3.4.1.1, Egger and Yu (2022) emphasized a few disadvantages that it 

brings with. First, its embedding approach may result in too many topics, demanding labor-

intensive examination of each topic. Likewise, it may produce many outliers.  

These mentioned disadvantages, however, are not barriers to the proposed study. There is 

a function to reduce the number of topics. Moreover, parameters can be customized to reduce the 

number of topics. To address the limitation concerning outliers, BERTopic specifies outliers by -

1, thereby they can be easily excluded from the results. Thus, I use BERTopic model due to its 

highlighted advantages. 

Frame Identification Procedure Implemented in Study 1 

Data collection and cleaning procedure was explained in section 3.3. This section describes 

BERTopic modelling processes. The cleaned text data consisting of post titles and comments 

were processed in Python for topic modelling. After that, this data is clustered by the BERTopic 

model. The original model created 231 clusters; 7187 submissions did not belong to any of these 

clusters shown as -1 that refers to all outliers. To identify and interpret frames properly, I 

decreased the number of clusters. To do so, first I used topic reducing function as 

“model.reduce_topics (documents, topics, nr_topics = “auto“)”  since that function merges 

clusters together that are very similar, but it still gave me many clusters, 195 clusters, which 

complicates identifying and interpreting frames and making appropriate inferences. Because of 
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this, I dove into the algorithms behind BERTopic and set parameters to find a reasonable number 

of clusters to be interpreted properly.  

The algorithms behind BERTopic contains 3 stages: 1) document embedding, 2) 

document clustering (i.e., by UMAP reducing the dimensionality of embeddings, and by 

HDBSCAN clustering reduced embeddings and creating clusters of semantically similar 

documents, 3) creating topic representation (extracting and reducing topics with c-TF-IDF) 

(Grootendorst, 2022). Because BERTopic model with default parameter values returned many 

topics, more than 100, and many outliers, I changed the parameters to find the best model and 

built new BERTopic models by setting new values for parameters for algorithms behind 

BERTopic. I built 9 customized models and then chose the best model based on trustworthiness 

score which shows how much data remains the same after dimension reduction by UMAP and 

density-based clustering validation (DBCV) score which shows how much the same clusters are 

dense, and the different clusters are not dense after clustering by HDBSCAN. The best 

BERTopic model I found through this hyperparameter search yielded 36 clusters. DBCV score 

for this model was 0.21 and specific hyperparameters were: “min_samples” = 50, 

“min_cluster_size” = 50, “metric” = “euclidean”, “cluster_selection_method” = “leaf.” 

The next step was to find the clusters that were frames. Asmussen and Møller (2019) 

suggested semantic validation as the best method for confirmation of topic modelling results. 

Semantic validation means comparing topic modelling results with expert reasoning to see 

results semantically make sense. Taking this into account, we validated topic modelling results 

by implementing Heidenreich et al.’s (2019) and Ylä-Anttila et al.’s (2021) semantic validation 

approach.  
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More specifically, three interpreters, I as a doctoral student in Information Science and 

Technology and two master’s students one of whom is in Business Analytics and the other is in 

Applied Data Science named the clusters obtained from topic modelling. Word groups and 

sample submissions (i.e., Reddit posts or comments) associated with these groups were read until 

reaching the saturation point for understanding the main idea, examined whether they make 

sense and then interpreted and categorized by an inductive approach in the light of prior AI 

framing literature summarized in Table 3. Then we categorized relevant clusters into frames as 

risk, benefit, harm, and new world of work.  

To further validate the results, two graduate students annotated a sample of 125 post titles 

and comments that were classified into risk, benefit, harm, and new world of work by BERTopic 

and then I calculated evaluation scores such as accuracy, precision, etc. The classification done 

by BERTopic here is based on the most dominant cluster for each post title/comment (See details 

of frame identification and evaluation scores in Appendices B, C, and D).  

3.4.4.2. Study 2- Attitudes and Emotions in Reddit Conversations 

Dictionary based emotion and sentiment analysis approaches are relatively practical, but relying 

on word counts to detect emotions and attitudes in text requires further validation (van Atteveldt 

et al., 2021). Recent research endeavors applied more advanced methods like BERT on different 

text classification tasks (Yu et al., 2019) including sentiment and emotion analysis, which I also 

followed. 

For the aim of detecting emotions, I also use a pre-trained multiclass text classification 

model with BERT and ktrain (Maiya, 2022) and finetuned that through utilizing GoEmotions 

dataset (Demszky et al., 2020). The specific parameters used for this model include three epochs 

and a learning rate of 2e-5. GoEmotions dataset is consisting of 58k English Reddit comments 
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(Demszky et al., 2020), annotated as 27 emotion categories or Neutral. The categories in this 

dataset are admiration, amusement, anger, annoyance, approval, caring, confusion, curiosity, 

desire, disappointment, disapproval, disgust, embarrassment, excitement, fear, gratitude, grief, 

joy, love, nervousness, optimism, pride, realization, relief, remorse, sadness, surprise. 

 The emotion detection model I built captures all these 28 categories in text. Using this 

model, each post title and comment was classified into one of those emotion categories. To 

validate the results, first a random sample of 125 submissions (Reddit post titles and comments) 

that the BERT multi class classification model classified into fear, joy, anger, and sadness were 

chosen since the initial proposed hypotheses were focusing on those emotions. Using the code 

book that includes the determined emotions, their definitions, and examples, sample submissions 

(see Appendix C), 125 submissions were coded by two graduate students independently.  

In addition to these emotion categories stated in the initial hypotheses, we validated 

classification of new emotion categories to be used in the statistical analysis in Study 3 by 

annotating new 125 submissions classified into the new emotion categories: curiosity, 

annoyance, confusion, disapproval, and gratitude. Then, the intercoder reliability score between 

the students and performance evaluation scores were calculated based on the ground truth 

created by the students’ classification. The accuracy was 0.84 and Cohen’s kappa score between 

the ground truth and machine classification was 0.80, meaning that the emotion classification is 

valid. The details about the process and evaluation scores are presented in Appendices C and D. 

For detecting positive and negative attitudes on the post titles/comments about AI, I built 

another BERT model that I fine tuned with IMDb Movie Reviews consisting of 50k movie 

reviews for detecting two valences of sentiment: positive and negative. The specific parameters 

used for this model include one epoch and a learning rate of 2e-5. A validation process similar to 
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the one for emotion detection was conducted also for attitude classification. A random sample of 

150 submissions that were classified into positive and negative by BERT machine classification 

were chosen. By using the code book (see Appendix C), 150 submissions were classified by two 

graduate students independently. After that, the intercoder reliability score between the students 

was calculated. Following that, based on the ground truth created by these students’ 

classification, performance evaluation scores were measured. The accuracy was 0.91 and 

Cohen’s kappa score between the ground truth and machine classification was 0.83, indicating 

that the machine coding is valid. The details about the process and evaluation scores are 

presented in Appendices C and D. 

3.4.4.3. Study 3- Examining Social Influence: Testing the Proposed Research Model 

The third study tests hypotheses shown in the proposed integrated theoretical research model 

(see Figure 1) to investigate social influence through analyzing relations of frames embedded in 

post titles and emotions and attitudes embedded in comments, and the level of engagement 

(associated with salience). Because commenting behavior is associated with the level of 

engagement (Choi et al., 2021) and salience is associated with the level of engagement (Entman, 

1993), I measured salience by looking at the number of comments.  

The unit of analysis is post title/comment level. I conducted statistical tests using R 

language: I used chi-square tests to find the relationships among frames, emotions, and attitudes 

which are categorical data. To explore whether they influence commenting behavior, attracting 

more users, in other words, whether they make a perceived reality more salient, I examine how 

these variables influence salience (measured by the number of comments), thus it is count data, 

Poisson and negative binomial models were conducted; because of overdispersion in Poisson 

models, the results of negative binomial models were reported in the findings.  
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Maxwell (2004) claimed statistical tests such as Chi-Square show correlations, but there 

is not a technique that enables the researchers to verify if a correlation between variables is 

causal. For addressing this issue, researchers can provide causal explanations corroborating 

statistical correlations with relevant theories (Maxwell, 2004). On the other hand, researchers 

such as Xiong (2018) attempted to present several methods for the purpose of discovering causal 

relationships by combining regression models, structural equation models, and deep learning 

models (Chén, 2020; Xiong, 2018). There are also some packages for causal inference like R 

package dagitty 4 or python package causallib5 that integrate different techniques. 

However, to better interpret the results and to obtain more detailed information about the 

variables through proper post hoc tests, we followed Maxwell’s (2004) strategy. We intended to 

observe correlations utilizing statistical tests and to present explanations corroborating the 

correlations with pertinent theories demonstrated in the research model. Moreover, we benefit 

from the posts and comments to make these explanations since comments are written as the 

responses to the posts. For example, when we found a significant relationship between frames in 

the post titles and sentiments in their corresponding comments using a chi-square test, we 

interpreted that as “frames influence attitudes,” as hypothesized. 

  

 
4 http://www.dagitty.net/primer/ 

 
5 https://causallib.readthedocs.io/en/latest/ 

 

http://www.dagitty.net/primer/
https://causallib.readthedocs.io/en/latest/
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CHAPTER 4. FINDINGS 

4.1. Introduction 

This chapter presents the findings of the three studies that form the dissertation. First, the frames 

found in the first study were presented; second, the emotions and attitudes discerned in the 

second study were illustrated, and the third section discusses whether the proposed research 

model that shows the relationships among the variables (i.e., frames, emotions, attitudes, and the 

level of engagement associated with salience) is validated. 

4.2. Study 1 –Technological Frames on Social Media: What do Redditors Think of the 

Future of AI?  

Through the lens of technological frames, the first study aimed to explore AI frames on Reddit 

conversations, more specifically in the post titles and comments. This study answered this 

research question:  

RQ1: How do social media users frame the future of AI?  

Topic modelling results yielded 36 clusters as the result of analyzing the future of AI related 

conversations. Table B in Appendix B displays these 36 clusters, 10 words that most strongly 

represent each of them, a descriptive label based on interpretation of these keywords and 

submissions associated with those clusters, explanations and example submissions associated 

with these specified labels. The labeling process was described in detail in the data analysis 

section and in Appendix B. Frame and explanation columns represent “what Redditors think” 

inferred from this analysis supported by the examples from real post titles and comments 

presented in the example column.  

The most common clusters found in the conversations were the risk of loss of control, 

benefits of AI in various domains (cluster19) and impacts of automation and robots on wealth 
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and society, representing 8%, 6% and 5% of the posts and comments, respectively. The least 

common clusters are AI and quantum computing and singularity, which were less than 1%. 

To identify frames from the clusters, the authors and coders examined each one (e.g., 

impact on crime) to see if it fits one of the frames of risk, benefit, harm and loss from the 

hypotheses developed in this dissertation. Clusters 3, 15, 23, 25, 29, 34 and 36 were deemed to 

be associated with risks, cluster 19 with benefits, clusters 4, 8 and 32 with harm and cluster 35 

with loss of jobs. The remaining clusters were deemed to represent topics rather than frames and 

so not used for the study (with two exceptions, described below).  

Three of the frames had enough posts for analysis, risks, benefits, and harm. We had 

chosen a loss frame from Plutchik’s (2000) theory as in Table 1 as we were expecting to observe 

many post titles and comments about loss of jobs. However, we found only a few posts with this 

frame, too small a sample for the planned statistical analysis. Examining the clusters again, we 

found post titles and comments about employment, unemployment, transformations in work or in 

jobs, impacts of automation and robots on wealth and society. Therefore, instead of examining 

loss, we created another more comprehensive frame, new world of work, consisting of work-

related clusters of 2, 10 and 35, which also contain loss of jobs. We discuss below the expected 

relationship of this new frame to emotions and sentiment.  

The sub dataset including only posts and comments and using these four frames contains 

5926 rows (as the total of 476 unique post titles and 5450 unique comments), 34% of the entire 

data (17609 rows as the total of unique post titles and unique comments). The most common 

frame in this sub dataset was risk (48%), the second most prevalent dataset was new world of 

work (21%), the third one was harm (18%) and the least common frame was benefit (13%). The 

following sections discuss these frames in more detail. 
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A) Risk 

Reddit users express many perceived risks concerning AI. Clusters 3, 15, 23, 25, 29, 34 and 36 

were associated with the risk frame and show different risks such as the risk of loss of control, 

the risk of surveillance, the use of AI for malicious purposes, AI usage of personal data for 

marketing purposes, risks related to racism, discrimination, and bias, spreading disinformation, 

potential manipulation of people by fake audios, videos, etc. Moreover, algorithmic warfare, 

fear mongering, propaganda machine metaphors were also observed like propaganda machine 

example in this comment: 

The premise behind this technology is one to better humanity but realistically this will 

eventually be turned into a propaganda machine. I’m not one for conspiracies but I do 

like to think I’m a realist. So if governments doesn’t already have this technology they 

will soon and there will be a slow integration of what they want people to see vs what is 

actually happening particularly in countries like the US where the media is heavily 

influenced by politics… 

This example comment exhibits the perceptions about misuse of personal data; surveillance and 

violating privacy: 

Prevent human data from getting into the hands of a powerful few. Way too late. 

Cambridge Analytica ring any bells? How about GCHQ; NSA; Edward Snowden. 

Probably time to read Harvard Professor Emeritus Shoshana Zuboff’s The Age of 

Surveillance Capitalism: The Fight for a Human Future at the New Frontier of Power. 

The post title of “Calculations Suggest It’ll Be Impossible to Control a Super Intelligent AI.” is a 

risk example concerning the belief that humans will lose control of AI. Another post title, 

“Growth of AI could expand security threats if no action taken. Artificial intelligence tech could 
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lead to new forms of cybercrime political disruption and physical attacks within five years say 

experts.” indicates security risks. As a racism and bias related risk example, the post title of 

“Scientists Built an AI to Give Ethical Advice, But It Turned Out Super Racist.” demonstrates 

the potential loss of control of AI and risks of racism and discrimination. The example shows AI 

behaving in a racist manner while it was supposed to provide ethical assistance. 

B) New World of Work 

The impacts of AI on work were examined by many scholars such as Brynjolfsson & McAfee 

(2014). The impacts of AI on work can be both positive and negative. By taking over some tasks 

AI can provide benefits to humans, namely augment humans or by automating all the tasks that 

were carried by humans before, it may cause workers to lose their jobs. Clusters 2, 10 and 35 

were associated with such kinds of interpretations and categorized into the new world of work 

frame. 

 Cluster 2 exhibits the belief that automation and robots will influence the society and 

economy, the possibility of social instability (as in the example post “rich people will become 

richer”), mass unemployment, unequal wealth redistribution, or bringing wealth to everyone 

stemming from AI, both positive and negative impacts in conversations, and new needs signaled 

by the people to adapt these impacts, e.g., a need for new arrangements related to tax and 

universal income. For instance, the post categorized into Cluster 2, “It’s really scary how much 

widespread unemployment is coming in the very near future. I mean all that anger is going to 

have to be politically diverted towards some minority group” demonstrates the possibility of 

unemployment in the coming years. Another example, “we’ve already seen this happen over the 

two hundred years with the industrial revolution, so it isn’t surprising. We need wealth 

redistribution in the form of taxes or public ownership of automation,” indicates a need for new 
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arrangements related to tax and universal income. Cluster 10 focuses on replacing tasks (both 

automate and augment, more examples are presented in Appendix B, Table B) in different 

domains as in that example comment: 

I think we’re going to first see AI attempt to replace low skill or mundane task work but 

then I wouldn’t be surprised if we see some executives try to see if an AI could replace 

knowledge workers. They’ll revel in their means to not have to deal with paying high 

salaries or worker shortages until one day the AI makes a case that it could also replace 

the executives and the shareholders agree. My concern is more on if companies start 

using AI to replace knowledge workers what happens when we have an overload of 

humans who now can’t work and make a living?...   

Lastly, Cluster 35 is about loss of jobs, especially in the banking sector as in that example: “This 

makes me worried. I work at a bank and sometimes think about whether the job I’m doing will 

even exist years from now. Besides I don’t even know whether I can move into another industry 

now.” 

C) Harm 

Reddit users also express their concerns associated with harm stemming from AI. Three clusters 

(Clusters 4, 8 and 32) include conversations about harm.  

Cluster 8 is about destruction and ending mankind. More specifically, it is the belief that 

AI will destroy humanity and mankind will end because of AI as in the example post  

“sometimes this feels like celebration of human demise.” Second, conversations associated with 

Cluster 4 is about military applications, particularly, the belief that weapons with AI is affecting 

wars, military, e.g., autonomous weapons, genie in the bottle, algorithmic warfare metaphors as 

in the example of “AI robot armies are here to stay. That genie won’t go back in the bottle. Just 
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wait until they get nukes. Nobody will dare to move or even twitch.” Lastly, Cluster 32 reflects 

perceptions about the harmful behaviors of giant companies and their owners. 

D) Benefit 

Interpretations related to the AI benefits are also observed in the conversations on Reddit.  

Cluster 19 was associated with benefits since it reflects different AI applications may be 

useful in different domains. The post title of “Scientific progress may accelerate when artificial 

intelligence (AI) will explore data autonomously without the blinders imposed by human 

prejudice,” for instance, indicates the help of AI in the development of scientific progress. In 

these two post titles, Reddit users point out the benefits of AI in writing and in discovering 

physical laws in data, respectively: “This Article is Written Completely by GPT. A Top-Notch 

Artificial Intelligence Algorithm and It Tells Us Not to Worry About the Rise of Artificial 

Intelligence” and “Japanese researchers developed Artificial intelligence that can discover 

hidden physical laws in data.” 

4.3. Study 2 – Attitudes and Emotions Discerned in Reddit Submissions 

As previous research indicates frames influence emotions and attitudes (e.g., Brockner & 

Higgins, 2001); and emotions and attitudes influence peoples’ level of engagement (Marcus, 

2013), this study discerned emotions and attitudes embedded in AI- related Reddit conversations. 

This study answers this question: Which emotions and attitudes does the public convey in the 

future of AI-related conversations on social media?  

To explore how people feel about the future of AI, first we conducted sentiment analysis 

to observe the attitudes. The general attitude was slightly positive (53% positive vs 47% negative 

in the entire dataset). The attitudes observed in the dataset is depicted in Figure 5.  
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Figure 5. Attitudes Observed in the Entire Data Set 

 

In addition to the attitudes, we aimed to explore common discrete emotions and intended 

to capture all the emotion categories (admiration, amusement, anger, annoyance, approval, 

caring, confusion, curiosity, desire, disappointment, disapproval, disgust, embarrassment, 

excitement, fear, gratitude, grief, joy, love, nervousness, optimism, pride, realization, relief, 

remorse, sadness, surprise or Neutral) specified in GoEmotions dataset. Most post titles and 

comments were neutral, the second most common category was curiosity, and the third one was 

approval. The least common categories were sadness, remorse, grief, pride, relief, and 

embarrassment. The distribution of emotion categories (excluding neutral) in the corpus is 

presented in Figure 6. After curiosity and approval, annoyance, confusion, disapproval, and 

optimism were common in the dataset (see Figure 6).  
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Figure 6. Emotions Observed in the Entire Data Set 
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Curiosity was the most common emotion category observed. Various questions regarding the 

future of AI that demonstrates the curiosity of people were observed on Reddit conversations; for 

instance, an example question appeared in the discussions about unemployment that involves 

curiosity: 

When the subject of AI comes up there is often a lot of concern about the prospect of AI 

replacing so many people that it creates widespread unemployment. Can you give us 

some examples of jobs that might be created by AI? 

More general questions such as “how close is AI to being able to take over the world?” also 

exists. In that example, subsequent questions that comprise ethics, governance arrangements, AI 

augmented reality and robotics and AI usage in wars. 

Should there be a global ethics body on technology including AI? If so, where should that 

sit and what should the governance arrangements be? What powers should it have? Could 

that govern for example the development of AI augmented reality and the use of robots in 

battle? 

Approval was also widespread, especially in the posts that indicate applications of AI like article 

writing as in the example of “This Article is Written Completely by GPT. A Top-Notch Artificial 

Intelligence Algorithm and It Tells Us Not to Worry About the Rise of Artificial Intelligence.” 

On the other hand, negative emotion categories were also present like confusion and disapproval. 

As seen in the example comment below, some Reddit users encounter confusion: 

But what about situations where physics misrepresents reality, I’ve always thought that 

mathematics and sciences fit the world pretty well but don’t offer any inherent truth or 

substance. We didn’t discover we invented. Would this not lead to even more biases in 

AI? I have no idea what I’m talking about. 
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Disapproval found in the conversations was reflecting different aspects of disapproval. For 

instance, it could be disapproval of certain AI applications as in the example of “you don’t need 

AI to say sudden violent and often” or could be not agreeing others’ interpretations as in that 

comment: 

I disagree. Why do we think that something smarter than us wouldn’t appreciate us just 

for existing? Humans are clearly at least physically different from computers and an 

infinity smart computer would know that. As humans got smarter and smarter, we went 

from just living to things like producing art who’s to say that artificial inelegance 

wouldn’t just create a new renaissance and suddenly we’ll have huge amounts of 

beautiful artwork. I don’t see why artificial inelegance would be a threat to mankind for 

anything else than taking our jobs which arguably would be pretty bad but not really 

danger. 

In conclusion, there are varied emotions, both positive and negative emotions, yet positive 

emotions were slightly more common than those of negative.  

The sentiment analysis also showed positivity is slightly more common than the negative 

attitude. The post titles and comments with positive sentiment were generally about AI 

advancements that may help humans in different domains, such as biology as in that example 

“Artificial intelligence system rapidly predicts how two proteins will attach. The machine 

learning model could help scientists speed the development of new medicines,” or more 

specifically in health as in the example of “A New Artificial Intelligence Can Help Diagnose 

Lung Cancer a Year Earlier. It was effective at detecting tumors.”  

Post titles and comments with negative sentiment mainly indicate various problems 

including ethical problems such as in this example: 
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The next big privacy scare is a face recognition tool you’ve never heard of. It’s a Peter 

Thiel funded company called Clearview AI and its service matches faces from images 

you upload with those in its database of some three billion photos pictures have been 

scraped from millions of websites. 

There are other expressions about other problems associated with AI like spreading 

misinformation as in that example: “Artificial Intelligence World is astonishingly pessimistic 

says EU research commissioner. Media are too full of alarmist hysterical doomsday scenarios 

says Carlos Moedas as EU looks at ways to block flow of online misinformation.” Some 

negative post titles and comments point out glitches in AI use, like patent regulation needs as 

seen in that example: “Artificial intelligence is breaking patent law,” and some of them contain 

negative metaphors and general attitudes towards AI as in “The Metaverse Artificial Intelligence 

is the AntiChrist.”  

4.4. Study 3 – Social Influence on Reddit  

The third study tested a proposed integrated theoretical research model (see Figure 1) and 

associated hypotheses stated also in Table 4 established by relevant theories and previous 

literature explained in Chapter 2.  

The hypotheses inspect relationships between dominant frames, emotions, attitudes, and 

the number of comments to answer this research question: How do AI frames on social media 

like Reddit affect social influence (i.e., emotions, attitudes, the level of engagement associated 

with salience)? 

To test these hypotheses statistical tests were carried out using R. The first set of 

hypotheses were initially: 
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H1-1. Comments on posts using a harm frame are more likely to display a negative 

sentiment than a positive sentiment.  

H1-2. Comments on posts using a risk frame are more likely to display a negative 

sentiment than a positive sentiment.  

H1-3. Comments on posts using a benefit frame are more likely to display a positive 

sentiment than a negative sentiment.  

H1-4. Comments on posts using a loss frame are more likely to display a negative 

sentiment than a positive sentiment.  

Since the loss frame was replaced by new world of work, we consulted again Plutchik’s (2000) 

theory and modified the final hypothesis by considering the new world of work as analogous to 

“new territory” in Table 1 in the literature review section. New territory is hypothesized to be 

associated with the emotion of anticipation (Plutchik, 2000), and this emotion with both positive 

and negative sentiments. As a result, the resulting hypothesis is: 

H1-4’. Comments on posts using a new world of work frame are equally likely to display 

a negative sentiment and a positive sentiment. 

To test these hypotheses, a chi-square test was used since frame and attitude are both categorical 

variables. Because in the light of findings of the first study we changed our focus from loss 

frame and created a more comprehensive frame new world of work, the chi-square test included 

new world of work instead of the loss frame. The analysis revealed a significant relationship 

between frames in post titles and attitudes in comments (Pearson’s chi-squared test: X2(3) = 

234.39, p < 2.2e-16). For the discrete frames, chi square post hoc tests were conducted through 
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chisq.posthoc.test (M1, method=“bonferroni”) code which results in adjusted p values to 

examine specific relationships. The results are shown in Table 6. 

Table 6. Chi Square Post Hoc Tests Results for the Relationship between Frames and 

Sentiments 

Frame Value   neg   pos 

Benefit Residuals -14.46 14.46 

Benefit p values 0.00 0.00 

Harm Residuals 8.17 -8.17 

Harm p values 0.00 0.00 

New world of 

work 

Residuals - 0.76 0.76 

New world of 

work 

p values 1.00 1.00 

Risk Residuals 6. 76 - 6.76 

Risk p values 0.00 0.00 

 

Harm and risk were found to be statistically significantly correlated with negative attitude (p 

<.001), while benefit was correlated to positive attitude (p <.001). Thus, H1-1, H1-2, H1-3 are 

supported. Chi square post hoc tests did not show a significant association between new world of 

work and a negative or positive attitude, as hypothesized. 

The second set of hypotheses was: 

H2-1. Comments on posts using a harm frame are more likely to display anger.  

H2-2. Comments on posts using a risk frame are more likely to display fear.  

H2-3. Comments on posts using a benefit frame are more likely to display joy.  

H2-4. Comments on posts using a loss frame are more likely to display sadness.  

Because we changed the frame of loss, we examined which emotions are related to new world of 

work frame, instead. As noted above, this frame is hypothesized to be related to anticipation, and 

the closest emotion category to anticipation in our corpus is curiosity. Thus, the revised 

hypothesis is: 
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H2-4’. Comments on posts using a new world of work frame are more likely to display 

curiosity. 

For testing the second set of hypotheses, a chi-square test was run since frame and 

emotion are both categorical variables. This test containing 4 frames and all 28 emotion 

categories (neutral included) displayed a significant relationship between frames in post titles 

and emotions in comments (Pearson’s chi-squared test: X2(81) = 1077.8, p <2.2e-16).  

Diving into discrete emotions, post hoc tests were conducted as depicted in Table 7. A 

post title using a harm frame has significantly higher probability of being answered with a 

comment that includes anger, annoyance, and disapproval; thus H1-2 is supported (p<.01). 

Moreover, a significant negative relationship was found between harm and curiosity and 

gratitude.  There was a significant relationship between a post title using a risk frame and fear in 

the corresponding comments as hypothesized, thus H2-1 is supported. Moreover, the frame of 

risk was found to be negatively correlated with curiosity and gratitude. The third hypothesis that 

suggests a post title using the benefit frame is answered with a comment that includes joy 

emotion was not supported, i.e., H2-3 is not supported. Instead of joy, anger, annoyance, fear, 

optimism, and disapproval had significant negative relationships with the frame of benefit, while 

confusion, curiosity, and gratitude had significant positive relationships with benefits. Finally, 

post titles containing new world of work were not related to anticipation as expected, hence H2–

4’ is not supported. Instead, a significant negative relationship was found between post titles 

containing new world of work frame and curiosity and gratitude, and a significant positive 

relationship with optimism. In conclusion, even though frames influence emotions, they 

influenced different emotion categories, I presented these significantly related emotions in Table 

7. 
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Table 7. Chi Square Post Hoc Tests Results for the Relationship between Frames and Emotions 

 

 

 

Emotion Category 

Frame Value anger fear annoyance confusion curiosity disapproval gratitude optimism 

Benefit Residuals -5.33 -5.47 -5.29 6.2 22.94 -4 .87 12.65 -5.16 

Benefit p values 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Harm Residuals 9.25 1.93 3.86 -1.98 -8.37 4.16 -5.36 -0.47 

Harm p values 0.00 1.00 0.01 1.00 0.00 0.00 0.00 1.00 

New world of 

work 

Residuals -2.54 -0.64 

 

-0.34 -3.13 -7.75 3.18 -3.94 7.04 

New world of 

work 

p values 1.00 1.00 1.00 0.20 0.00 0.16 0.01 0.00 

Risk Residuals -1.21 3.91 1.72 -1.6 -7.95 -1.72 -3.8 -0.18 

Risk p values 1.00 0.01 1.00 1.00 0.00 1.00 0.02 1.00 
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The third set of hypotheses was: 

H3-1. The emotion category of anger in posts will be positively related to salience of the 

technology-related post titles, compared to neutral. 

H3-2. The emotion category of fear in posts will be positively related to salience of the 

technology-related post titles, compared to neutral. 

H3-3. The emotion category of joy in posts will be negatively related to salience of the 

technology-related post titles, compared to neutral. 

H3-4. The emotion category of sadness in posts will be positively related to salience of 

the technology-related post titles, compared to neutral. 

Because we examined which emotions are related to new world of work frame, instead of 

loss frame, and Lazarus linked anticipation (curiosity is used since it is the closest emotion in the 

corpus) to more engagement, we revised the hypothesis as: 

H3-4’. The emotion category of curiosity in posts will be positively related to salience of 

the technology-related post titles, compared to neutral.  

The dependent variable, salience of the technology-related post titles is associated with 

the level of engagement and measured by the number of comments. We included the post titles 

classified into the anger, fear, joy, and curiosity categories to test the hypothesis. In addition to 

them, the emotions that were found to be statistically-significantly correlated with the four 

determined frames (i.e., annoyance, confusion, disapproval, optimism, and gratitude) and neutral 

were also added, the number of post titles in this dataset is 774.  

Before examining whether there is a significant relationship between salience of the post 

titles and emotions existed in the posts, how the number of comments is distributed among the 
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emotion categories chosen is showed in Figure 7 (the number of comments was converted to logs 

to better interpret the results). 

Figure 7. Distribution of the Number of Comments among Emotion Categories in the Posts 

 

To assess the third set of hypotheses, as the dependent variable, salience, is measured by the 

number of comments, thereby it is count data. First a Poisson model was tested. The Poisson 

model requires that the mean and variance of the dependent variable are equal. If the conditional 

variance is greater than the mean, it shows overdispersion of the data, which may result in biased 

statistical tests. In such cases, the negative binomial model is recommended, as it allows for 

overdispersion without biased estimates. When the Poisson model was applied, a big difference 

between variance and mean was found, and dispersion test revealed that over-dispersion was 

present, so a negative binomial model is appropriate to assess these hypotheses.  

A negative binomial model was conducted to assess the relation of the emotions in posts 

to the number of comments. The results are shown in Table 8. 
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Table 8. Negative Binomial Regression for the Relationship between Emotions in Posts and 

Salience 

 
 Estimate Std. Error z value Pr(>|z|)     

(Intercept)              4.40805     0.07504    58.74   < 2e-16 *** 

postEmotionannoyance -0.59074     0.23964    -2.47   0.01370 *   

postEmotionconfusion   -0.95240     0.32537    -2.93   0.00342 ** 

postEmotioncuriosity -1.28714     0.18959    -6.79 1.13e-11 *** 

postEmotiondisapproval 0.33731     0.38054     0.89   0.37541 

postEmotionfear -0.10344     0.34230    -0.30   0.76251     

postEmotionjoy -3.02169     1.23215    -2.45   0.01419 *   

postEmotionoptimism 0.24724     0.23341     1.06   0.28949     

 

 

Observations   774 

R squared  0.257 

 

    

 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
  

     

 

The emotion categories of joy, curiosity, confusion, and annoyance are significant predictors of 

the number of comments. Converting to the coefficients, we found: For joy, e-3.02 = 0.05, for 

curiosity e-1.29 = 0.28, for confusion e -0.95 = 0.39, and for annoyance e-0.59 = 0.55. These results 

mean one unit increase of joy in posts is associated with an approximately 95 % decrease in the 

number of comments, curiosity is so with 72 %, confusion is so with 61 % and annoyance is so 

with 45 %. Thus, the emotions in the posts in general are related to salience, thereby H3 in 

general was supported, all the significant emotions found are decreasing the number of 

comments. Optimism and disapproval are increasing the number of comments, but they are not 

significant based on this test. R2 for this model is 0.26, which means 26 % of variance on the 

dependent variable can be explained by the independent variables, thus indicating that 

independent variables have 26 % influence on the dependent variable, which is weak, but close 

to a moderate effect. 

The fourth set of hypotheses was: 
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H4-1. Positive sentiment in posts will be negatively related to salience of the technology-related 

posts.  

H4-2. Negative sentiment in posts will be positively related to salience of the technology-related 

posts.  

Before investigating whether there is a significant relationship between salience of the 

post titles and sentiments existed in the posts, how the number of comments is distributed among 

the sentiments is showed in Figure 8 (the number of comments was converted to logs to better 

interpret the results). 

Figure 8. Distribution of the Number of Comments among Sentiments in the Posts 

 

 

To investigate whether there is a significant relationship, first a Poisson model was tested but due 

to overdispersion, a negative binomial model was chosen. The results are shown in Table 9. 
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Table 9. Negative Binomial Regression for the Relationship between Sentiments in Posts and 

Salience 

 
 Estimate Std. Error z value Pr(>|z|)     

 

(Intercept)         

      

4.5122          0.1155       39.05   < 2e-16 *** 

postSentimentpos 

 

-0.3580          0.1294    -2.77   0.00566**   

 

Observations  1042 

R squared  0.029 

 

 

    

 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

     

 

The results showed sentiment is a significant predictor of the number of comments, B = -0.36, p 

= .00566. More specifically, e -0.36 = 0.70, which means each unit increase positive sentiment in 

posts is associated with approximately 30 % decrease in comments. Thus, the fourth set of 

hypotheses was supported. R2 for this model is 0.029, which is a weak effect. 

The fifth set of hypotheses were initially: 

H5-1. Posts using a harm frame increases salience of posts. 

H5-2. Posts using a risk frame increases salience of posts. 

H5-3. Posts using a benefit frame decreases salience of posts. 

H5-4. Posts using a new world of work frame increases salience of posts. 

Before exploring whether there is a significant relationship between salience of the post 

titles and frames existed in the posts, how the number of comments is distributed among the 

emotion categories chosen is showed in Figure 9 (the number of comments was converted to logs 

to better interpret the results). 
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Figure 9. Distribution of the Number of Comments among Frames in the Posts 

 

For the fifth set of hypotheses, another Poisson model was tested. However, due to the 

overdispersion, a negative binomial test was instead utilized to find the frames in posts that are 

significant predictors of the salience of posts. The results are shown in Table 10. 

Table 10. Negative Binomial Regression for the Relationship between Frames in Posts and 

Salience 

 
 Estimate Std. Error z value Pr(>|z|)     

 

(Intercept)         

      

4.33903           0.07614      56.99   < 2e-16 *** 

PostFrameNameRisk -0.23766             0.14764    -1.61 0.107448      

PostFrameNameNWW  0.17852     0.18868     0.95 0.344058     

PostFrameNameHarm 0.85546     0.22793     3.75 0.000175 *** 

PostFrameNameBenefit -0.94623     0.12682    -7.46 8.56e-14 *** 

 

 

Observations  1042 

R squared  0.250 

 

    

 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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Harm framed posts had more comments (B = 0.86, p = 0.0002) and benefit framed posts had less 

comments (B = - 0.95, p = 8.56e-14), and e 0.86 = 2.35 and e - 0.95 = 0.38. One unit increase in harm 

frame is expected to increase the number of comments by 135 % and one unit increase in benefit 

framed posts is expected to decrease the number of comments by 62 %. Thus, H5-1 and H5-3 

were supported. R2 for this model is 0.25, which is a weak, but close to moderate effect. 

 Lastly, to explore whether frames in the post titles are significantly related to frames in 

their corresponding comments, a chi square test was carried out. Frames in post titles and their 

corresponding comments were found significantly associated (Pearson’s chi-squared test: X2(9) = 

4035.9, p -value < 2.2e-16). More specifically, benefit is positively related to benefit, risk is so 

with risk, harm is so with harm and new world of work is so with new world of work based on 

the chi square post hoc tests as depicted in Table 11. 

Table 11. Chi Square Post Hoc Tests Results for the Relationships Between Frames in the 

Post Titles and Frames in the Comments 

                                Frame in the Posts 

Frame in the 

Comments 

Value Benefit Harm NWW Risk 

Benefit Residuals 24.76 -12.7 -8.74 1.72 

Benefit p values 0.00 0.00 0.00 0.00 

Harm Residuals -8.33 37.21 -15.00 -11.55 

Harm p values 0.00 0.00 0.00 0.00 

New world of 

work (NWW) 

Residuals -9.97 -11.08 47.28 -23.99 

New world of 

work (NWW) 

p values 0.00 0.00 0.00 0.00 

Risk Residuals -6.44 -11.97 -19.05 28.98 

Risk p values 0.00 0.00 0.00 0.00 

 

4.5. Summary of Findings  

In summary, in addition to validating the proposed model that shows the relationships among the 

elements depicted in the model (Figure 1), I looked at the discrete emotions and sentiments and 

their associations with AI frames. I adapted Plutchik’s (1980, 2000) theory presented in Table 1 
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to technology setting and added the sentiment and salience columns as parallel to the proposed 

research model and expected associations among them based on the literature synthesis described 

in the literature review section. The selected frames and emotions that may be applicable to 

technology setting, emotions, sentiments, and their possible connections derived from the 

literature synthesis were presented in Table 4 as social influence sequence in technology-related 

conversations. Based on that table we developed the hypotheses.  

In the hypotheses, first we had risk, harm, benefit, and loss frames as seen in Table 4. 

Due to the very limited number of loss related frames and post titles and comments, we did not 

include loss frame in the analysis. Likewise, the number of post titles and comments associated 

with the category of sadness was also very low. During the frame identification process, we 

encountered a new more comprehensive frame embracing employment, unemployment, 

automation and loss of jobs and labeled that as new world of work and found a relevant frame in 

the Plutchik’s (1980, 2000) theory presented in Table 1.  

We devised “new territory” as its analog cognitive element and we considered its 

corresponding emotion as curiosity as analogous to anticipation (Plutchik, 1980). Furthermore, 

Plutchik (1980) had linked anticipation to more engagement, thus we hypothesized anticipation 

is positively related to salience. Then, we modified the hypotheses and investigated whether the 

relationships exist shown in Table 12 below. 

Table 12. Social Influence Sequence in Technology-related Conversations (Modified 

Hypotheses) 

Technological Frame 

in Post titles 

(Stimulus) 

Technological 

Frame in 

Comments 

(inferred 

cognition) 

Emotions in 

Comments 

Sentiments in 

Comments 

Salience of 

the Posts  
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“Risk” “Risk” Fear Negative More  

“Harm” “Harm” Anger Negative More  

“Benefit” “Benefit” Joy Positive Less  

“New world of 

work” 

“New world of 

work” 

Curiosity Positive or Negative More  

 

As parallel to the information in the first two columns of Table 12, frames in the post titles are 

significantly related to frames in their corresponding comments: benefit is positively associated 

with benefit, risk is so with risk, harm is so with harm and new world of work is so with new 

world of work (see Table 11). As the hypothesis suggests, the harm frame in the post title was 

found to be significantly related to the emotion of anger. In addition to that, harm was found 

positively related to annoyance and disapproval, and negatively related to curiosity and gratitude. 

A significant positive relationship between risk frame and fear was found, as hypothesized, and 

risk was also significantly negatively related to curiosity and gratitude. Benefit was found to be 

positively related to confusion, curiosity, gratitude while negatively related to anger, fear, 

annoyance, disapproval, and optimism. As for the frame of new world of work a significant 

negative relationship was found between that frame and curiosity and gratitude and a significant 

positive relationship was found with optimism (see Table 7). 

I also look at the relationships between the emotions in the comments and the sentiments 

in the comments. Harm and risk frames were significantly related to the negative sentiment, 

while the frame of benefits was significantly related to the positive sentiment. On the other hand, 

there was not a significant relationship between the frame of new world of work and positive or 

negative sentiment. I found negativity is related to the higher level of salience. I also found that 

the post titles with harm frame are responded by a greater number of comments and those with 
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benefit frame are responded by a fewer number of comments, thus it is less salient. Table 13 

summarizes all the findings.  

Table 13. Social Influence Sequence in Technology-related Conversations (Based on 

Findings) 

Technological 

Frame in Post 

titles 

(Stimulus) 

Technological 

Frame in 

Comments 

(inferred 

cognition) 

Feelings in 

Comments 

Attitudes in 

Comments 

Salience of the 

Posts based on 

Posts’ Frames 

“Risk” “Risk” fear, - curiosity,  

- gratitude 

 

Negative Not significant 

“Harm” “Harm” anger, annoyance, 

disapproval,  

- curiosity,  

- gratitude 

 

Negative More 

“Benefit” “Benefit” - annoyance,  

-  anger, 

-  fear, 

- disapproval, 

- optimism, 

confusion, 

curiosity, gratitude 

 

Positive Less 

“New world of 

work” 

“New world 

of work” 

optimism  

- gratitude 

- curiosity 

Negative/Positive Not significant 
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CHAPTER 5. CONCLUSION 

 

This chapter includes the discussion of the findings with implications, limitations and 

suggestions for future research and the dissertation conclusion. 

5.1. Discussion 

Today 70% of smartphone owners use a voice assistant on their device (Voicify, 2019). We 

witness many AI applications like chatbots interacting with customers in commercial company 

websites, social media bots (e.g., Facebook, Twitter, Reddit bots), social bots chatting to human 

users (e.g., Eliza representing a mock Rogerian psychotherapist) (Dalgali & Crowston, 2020b), 

algorithmic journalism generating and editing content, combining databases with editor-created 

story templates to generate stories (Dalgali & Crowston, 2020a), and various AI applications 

addressing diverse tasks including image recognition, machine translation (Dalgali & Crowston, 

2019), guidance for automated vehicles, and natural language processing tasks. The development 

of AI applications in various domains is still growing and creating changes in our daily lives. 

Thus, understanding how people think about the future of AI is important for deployment, 

development of the applications and for organizing relevant policies that respond to users’ 

expectations and concerns. 

To explore such expectations and concerns, surveys were conducted. For instance, Frey 

and Osborne (2017), Grace et al. (2018) and Walsh (2018) aimed to explore interpretations of 

domain experts about the future of AI (Walsh compared these interpretations also with 

nonexperts’ interpretations). Walsh suggests that even if some tasks may be automated in certain 

occupations, experts do not expect full automation with AI usage for the next two decades. The 

experts in Grace et al.’s study predictions were examining the certain tasks, more specifically, at 
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which task machines would be better than humans in the near future, e.g., for example, their 

findings estimated that AI can better translate languages by 2024, write a bestselling book by 

2049, and work as a surgeon by 2053. Interestingly, the respondents in Grace et al.’s survey 

viewed reaching human level machine intelligence as a positive advancement. Prior literature on 

framing AI such as Fast and Horvitz (2017) also emphasized generality of positivity towards the 

future of AI. 

The findings of this dissertation yielded similar results in terms of positivity and displayed 

the general picture of what people think and feel about the future of AI. However, people also 

share their expectations such as regulation needs related to eliminate potential risks such as 

surveillance, malicious use of AI, privacy violation, discrimination, bias, social inequality, and 

breaking patent laws. In the second study we found the most two widespread emotion categories 

as curiosity and approval, and sentiment analysis results also showed positivity slightly 

outweighs negativity.  

In the first study, we encountered versatile interpretations in the future of AI related 

conversations, from loss of jobs to risk of spreading disinformation. We categorized the relevant 

ones into overarching frames as risk, benefit, harm, and new world of work as appropriate to the 

previous relevant literature. We were expecting to have many Reddit submissions with loss 

frame since loss of jobs due to AI have been discussed for a long time, thus we had first loss 

frame instead of new world of work. But instead of loss frame, we observed varied 

interpretations about the impacts of AI on work in different aspects, both positive and negative. 

Comments and post titles classified as replacing tasks, for instance, were reflecting creation of 

new jobs, integrating robots enhanced with AI into the workplaces, also loss of jobs, and other 
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possible transformations in workplaces. Thus, we modified the loss frame as the new world of 

work frame.  

The second study revealed positivity is slightly dominant and curiosity is the most 

common emotion category. Even though positivity in general is hardly dominant in 

conversations, the dominant frame expressed in conversations is risk and different types of risks 

are stated as demonstrated in Findings Chapter. In the third study, combining the findings of the 

first and second studies we tested the theoretical research model we proposed. For instance, 

certain frames like benefit are positively related to others’ curiosity, which increases their 

positive attitude but decreases the level of engagement. This model exhibited potential social 

influence drivers in technology context.  

Social influence is our “thoughts, feelings, and behaviors [that] respond to our social 

world” (Heinzen & Goodfriend, 2019, p. 3). Some studies in the existing literature about framing 

theorized frames as a public interpretative tool that influence everyone and always evoke 

responses (Wood et al., 2018). These responses can be thoughts, feelings, and behaviors, thereby 

building social influence, and social media is one of the most important platforms where social 

influence is encountered. Framing was found one of the social influence drivers in the prior 

literature as in Venkatesan and Valecha (2021) measuring social influence by the level of 

engagement, and more specifically by the number of retweets. In addition to the level of 

engagement, the effects of framing on emotions, attitudes and behaviors have also been indicated 

by previous studies such as Lee and Choi (2018) and Marcus et al.(2019).  

What emotional and attitudinal responses are related to AI frames, which may constitute 

social influence, however, have not been explored to date. Specific technological frames like AI 

frames may be used in the future as proper to specific technologies that could be used to spread 
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the properties of that technology. The third study, therefore, investigated whether AI frames 

create social influence on social media. To explore that, we looked at possible relationships 

between AI frames in post titles and emotional and attitudinal responses, and the level of 

engagement with the conversations in the light of hypotheses we developed based on the general 

framing literature.  

The results showed that the risk frame in posts were responded with the comments that 

include fear, and the harm frame with the emotion of anger, as in Plutchik’s theory. However, the 

benefit frame was responded with curiosity, confusion, and gratitude in contrast to the 

hypothesis that suggests joy. The reason behind that could be that the future of AI related 

conversations about benefits of AI applications evoke gratitude but also curiosity and confusion 

since there is also ambiguity and skepticism in actors’ minds instead of a direct feeling of joy. 

Additionally, optimism in comments was negatively related to the corresponding posts with 

benefit frame, which may be again due to ambiguity. 

New world of work framed post titles were responded with optimism, on the other hand, 

which is an interesting finding. First, we were expecting to see many conversations about the 

loss of jobs stemming from automation and negative emotions like fear, sadness; however, the 

results showed that Redditors are responding with optimism when they encounter new world of 

work frame in the future of AI related conversations. 

The harm and risk frames in posts were responded with the comments with negative 

sentiment, while the benefit frame was responded with positive sentiment. In contrast, there was 

not a significant relationship between the frame of new world of work and positive or negative 

sentiment, as hypothesized. Lastly, we found negativity increases the level of engagement, as 

parallel to that, harm frame increases the level of engagement while benefit frame decreases it. In 
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Plutchik's emotion sequence, emotions were connected to behaviors and effects. In this study, we 

focused on attitudes and commenting behavior by connecting it to the level of engagement and 

salience.  

The implications devised from these findings are presented in the following sections. 

5.2. Implications, Limitations, and Future Directions 

5.2.1. Practical Implications and Relevant Suggestions for Future Research 

The findings of the first and the second studies in this dissertation can enrich current public 

voice-centric explorations of perceived future of AI, expectations, and interpretations through the 

lens of technological frames and feelings about the future of AI since they present relevant 

general interpretations, emotions and attitudes.  

In addition to these explorations, the third study examined how technological frames, 

more specifically, how AI frames are related to emotions, attitudes and commenting behavior of 

the others encountered these frames, measured by the number of comments, thus associating it 

with the level of engagement. Table 2 in the literature review chapter quoted from the paper by 

Spieth et al. (2021) that reviewed the research on technological frames from 1994 to 2020 

illustrates the constructs related to these frames including their antecedents and consequences. 

The consequences shaped by technological frames illustrated in that table were collective sense-

making of that technology, directing peoples’ attention to the specific features of that 

technology, the development, and usage of the technology.  

Anthony (2018), for example, studying how threats and opportunity frames influence 

acceptance or questioning of the technology. Spieth et al. (2021) also emphasized technological 

frames affect the actors’ attitudes towards that technology and their reactions. In the third study, 

as different from the previous methods, rather than directly looking at how these frames 
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influence the actors’ technology acceptance and use, we looked at how the social media users 

react to these frames encountered in technology related conversations, which also comprises 

responses such as disapproval, confusion, curiosity, positive and negative attitude. Harm framed 

posts, for example, were positively correlated with their corresponding comments that include 

disapproval and negative attitude, and negatively related to curiosity. In contrast, benefit framed 

posts were negatively correlated with disapproval, and positively related to curiosity and positive 

attitude.  

These emotions and attitudes that are related to frames may also shape behaviors such as 

technology use or at least their intention to use that technology, which this study did not explore. 

In addition to those, there may be other variables (e.g., supporting usage of that technology, etc.) 

influenced by AI frames. These other variables may be examined by further studies. Last but not 

least, prior work points out that frames are influenced by personal experiences or other personal 

traits, which this research did not explore. Additionally, individuals’ prior beliefs are also related 

to both cognitive bias and decision making (Acuna, 2011), so prior beliefs may also influence the 

choice of technological frames. Future research may investigate how personal experiences, 

personal characteristics and their relevant prior beliefs affect individuals’ technology frames in 

text. Additionally, responses to frames may also vary depending on the individuals’ personal 

experiences, personal characteristics, and their relevant prior beliefs. Such possible differences 

can also be examined. 

 Besides technology users, technological frames may also manipulate managers’ 

decision-making behavior related to technology use or support of its use. For example, Benschop 

et al.’s (2022) research revealed that newly proposed information systems are framed more 

positively, while the existing information systems are framed with more negative adjectives. This 
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type of framing could cause a subconscious bias on decision-makers regarding investing in new 

information systems projects (Benschop et al., 2022). Similar but more comprehensive studies 

may be carried out covering both AI and IS projects and follow-up investigations as to 

managers’ various decision-making processes regarding these technologies, not just exploring 

how different systems are framed. For example, do the managers more invest in the systems that 

are framed with more positive words?  

Similar research may be implemented in diverse information systems (IS) research 

because the IS field may take a critical role in the use of AI (Ågerfalk et al., 2022). Future 

studies could investigate the similarities and differences between the phenomenon of AI and IS 

through the lens of framing, for example, how different organizations frame various IS and AI 

systems in their organizations: do these framing differences or similarities influence decision-

making processes in the organizations, like inventing certain technologies more? Do these 

framing processes help overcome barriers to the adoption of AI in organizations or cause new 

barriers or hesitations to use these technologies?  

In the third study, we found how AI frames are related to emotions, attitudes, and 

commenting behavior that may constitute social influence. We found negative frames like harm 

and negative attitudes significantly attract more users, increasing the level of engagement. Thus, 

negative frames and attitudes might provoke social media users, thus it may build social 

influence. The exploration of drivers of social influence on social media in the context of 

technology might be used in both ways: benevolent or malicious way, to increase the public 

awareness about the properties of the technology or to provoke the actors. Measures (e.g., 

restrictions, regulations, etc.) might be taken to facilitate their usage in a benevolent way and to 

hinder that of malicious way. 
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5.2.2. Theoretical Implications and Relevant Suggestions for Future Research 

Aside from the empirical findings, another crucial implication of this work is application of 

theory of technological frames (Orlikowski & Gash, 1994) for systematizing the interpretations 

of the similarities and variations in how people conceptualize the future of AI. Davidson (2006) 

advocates that manipulation or encouragement for technology use is associated with technology 

frames, thus understanding frames is critical. Orlikowski and Gash (1994) suggest that 

technological frames provide “an interesting and useful analytic perspective for explaining and 

anticipating actions and meanings that are not easily obtained with other theoretical lenses” 

(Orlikowski & Gash, 1994, p. 174). This work intended to apply this useful perspective for 

explaining the public interpretations.  

Moreover, we had proposed an integrated model (illustrated in Figure 1 and 10).  

Figure 10. Final Research Model 

  

 

As Lazarus (1991) pointed out in their theories, cognition, emotion and behaviors (commenting 

in this study, associated with the level of engagement and salience) are harmonically integrated 

constructs. Inspired by this integration and synthesizing the prior literature, we presented and 
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validated that model from which we inferred technological frames shape emotions, attitudes, and 

salience as in Figure 10. 

Synthesizing the prior literature, we presented discrete frames, emotions, and sentiments, 

and their relationships depicted in Table 12. Those relationships were tested, and Table 13 was 

created based on the findings (see details in Findings Chapter), thereby we propose social 

influence sequence in technology-related conversations. 

Table 12. Social Influence Sequence in Technology-related Conversations (Modified 

Hypotheses) 

Technological Frame 

in Post titles 

(Stimulus) 

Technological 

Frame in 

Comments 

(inferred 

cognition) 

Emotions in 

Comments 

Sentiments in 

Comments 

Salience of 

the Posts  

“Risk” “Risk” Fear Negative More  

“Harm” “Harm” Anger Negative More  

“Benefit” “Benefit” Joy Positive Less  

“New world of 

work” 

“New world of 

work” 

Curiosity Positive or Negative More  

 

Table 12 was created based on Plutchik's emotion sequence (see Table 1). In Plutchik's (2000, p. 

69) emotion sequence, each frame is associated with only one of the eight primary emotions (i.e., 

anger, fear, joy, sadness, anticipation, surprise, acceptance, disgust). For example, risk (its 

original version was threat) is related to only fear, harm with anger, and so on. In the earlier 

version of this emotion sequence (Plutchik, 1980, p. 16), some frames were associated with more 

than one emotion category, but they are additional emotions accompanying the main eight 

emotions. For example, fear and terror together were the response to a risk frame, and anger and 

rage, to a harm frame, but the primary eight emotions were separate. 
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  In this study, however, we found that frames were related to more than one of the 

emotions specified as Plutchik's eight primary emotions. For example, we found that a benefit 

frame was positively related to confusion, curiosity, gratitude while negatively related to anger, 

fear, annoyance, disapproval, and optimism. A risk frame was negatively related to curiosity and 

gratitude in addition to a significant positive relationship with fear. Harm was positively related 

to annoyance and disapproval in addition to anger, and negatively related to curiosity and 

gratitude.  

As for the frame of new world of work frame, a significant negative relationship was 

found between that frame and curiosity and gratitude and a significant positive relationship was 

found with optimism. Does this difference between Plutchik’s model and the empirical findings 

of the current study stem from technology setting, or the sample we chose (i.e., Redditors’ 

conversations)? Or can anger and fear together be a response to a specific frame? The latter 

seems to be more applicable in daily life since we may respond to different situations or events 

with mixed feelings; nevertheless, we plan to conduct more comprehensive studies in different 

contexts and platforms to explore that finding. 

Plutchik's emotion sequence connects frames and emotions to behaviors (e.g., escape, 

attack) and effect (e.g., destruction) as depicted in Table 1 in the literature review chapter. Risk 

connecting to fear is connected to the behavior of escaping; benefit with the emotion joy and 

repeating behavior; harm with the emotion of anger and the behavior of attacking; and new 

world of work frame with anticipation and examining behavior. In this study, we focused on 

commenting behavior. Parallel to these derivations, we found that a harm frame evokes anger 

and increases the number of comments, which may be considered like “attacking.” Regarding the 

other mentioned behaviors, i.e., escaping, repeating, and examining, the findings do not present 
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explicit connections. Future research may explore and test relevant behaviors for technology 

setting that may be the results of technological frames and emotions in the research setting where 

these behaviors may be observed. 

Since frames and emotions are complex phenomena, reactions to them may be described 

from different aspects in different research settings, thus different sequences may be proposed 

consisting of some of these elements and also other new relevant ones. Based on the research 

purpose and setting and the existing literature, we developed hypotheses that are testable by 

methods and data we possess. Grounded on the findings obtained from these hypotheses testing, 

we propose a social influence sequence for technology related conversations in Table 13. 

Table 13. Social Influence Sequence in Technology-related Conversations (Based on 

Findings) 

Technological 

Frame in Post 

titles 

(Stimulus) 

Technological 

Frame in 

Comments 

(inferred 

cognition) 

Feelings in 

Comments 

Attitudes in 

Comments 

Salience of the 

Posts based on 

Posts’ Frames 

“Risk” “Risk” fear, - curiosity,  

- gratitude 

 

Negative Not significant 

“Harm” “Harm” anger, annoyance, 

disapproval,  

- curiosity,  

- gratitude 

 

Negative More 

“Benefit” “Benefit” - annoyance,  

-  anger, 

-  fear, 

- disapproval, 

- optimism, 

confusion, 

curiosity, gratitude 

 

Positive Less 

“New world of 

work” 

“New world 

of work” 

optimism  

- gratitude 

- curiosity 

Negative/Positive Not significant 
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5.2.3. Policy Implications and Relevant Suggestions  

The findings of this dissertation comprising Redditors’ interpretations with various segments of 

society may suggest relevant public policies. For organizing such policies and regulations, Fair 

Automation Practices Principles may be useful:  “(1) informed risk assessment, (2) transparent 

processes, (3) error detection and correction, (4) consideration of sensitive situations, (5) 

diversity and discrimination testing, (6) man and machine reallocation comparisons, and (7) an 

inventory of the predictable and unpredictable” (Jones, 2015, p. 83). 

The most prevalent frame found in the corpus was risk. Different types of risks were 

expressed in conversations, such as risk of loss of control, the risk of surveillance, the use of AI 

for malicious purposes, AI usage of personal data for marketing purposes, risks related to racism, 

discrimination, and bias, spreading disinformation, potential manipulation of people by fake 

audios, videos, etc. Moreover, the results showed that risk frame decreases curiosity and 

gratitude, which may cause a lack of interests to explore and use a technology. Policy makers 

may find the most appropriate ways to address the risks.  

Also, before obtaining the empirical results, we were expecting to see prevalent 

speculative fears, misconceptions, or unrealistic interpretations. Even though there are some 

posts and comments that reflect such kinds of interpretations as in the example of “This is why I 

see our future as in Star Wars. Everything is very futuristic with flying cars robotic medicine 

droid, but almost everyone really poor,” or in a dystopian example “Sometimes this feels like 

celebration of human demise” associated with harm frame, they were not common in the corpus. 

Future research studies could be conducted that analyze different corpora to observe more 

misconceptions or unrealistic interpretations to help develop more comprehensive relevant 

policies.  
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Furthermore, in the post titles and comments, Redditors express their interpretations 

concerning the influences of automation and robots on the society and economy, the possibility 

of social instability (as in the example post “rich people will become richer”), mass 

unemployment, unequal wealth redistribution, or bringing wealth to everyone stemming from AI. 

These discussions signal new needs to adapt these impacts such as arrangements related to tax 

and universal income as in the example Reddit comments stated in Cluster 2 under the new 

world of work frame (impacts of automation and robots on wealth and society): “We’ve already 

seen this happen over the two hundred years with the industrial revolution, so it isn’t surprising. 

We need wealth redistribution in the form of taxes or public ownership of automation”, which 

policy makers may consider. 

As parallel to these findings, AI experts also express that the latest advances in AI will 

change our life by reforming transportation, health, science, finance, and the military (Grace et 

al., 2018). This reforming also may change the future of communication and work where we may 

live with each other and with intelligent machines. Such future necessitates competencies like AI 

literacy (Long & Magerko, 2020, p. 4). Researchers, policy makers and industry may collaborate 

to provide research investments and to develop educational programs to increase AI literacy to 

reduce misconceptions and lack of understanding.  

5.2.4. Methodological Implications  

In this work, we extracted technological frames, emotions and attitudes from many post titles and 

comments by utilizing computer-aided textual analysis. More specifically, this dissertation is a 

natural language processing (NLP)-based study that addresses a social-science topic. In the first 

study, we found frames using topic modelling by BERTopic. In the second study, emotions and 

attitudes were found through emotion detection and sentiment analysis using BERT models.  
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In the third study, we conducted statistical tests to show how AI frames in the post titles 

are related to the emotions, and attitudes in their corresponding comments and the number of 

comments. Therefore, this study constitutes a bridge that connects empirical social research and 

computational science. This research also combines qualitative, quantitative, and computational 

methods. We benefited from computational methods while human judgment was in the loop. 

This methodology may be useful for other relevant research studies in the future.  

Another broad contribution of this research is to understand human communication in a 

technology setting focusing on frames, emotions, and attitudes which are several elements that 

make us social creatures and to develop computational language technologies that can discern 

these social elements in social media text data, thus connecting fields of computational science 

and empirical social research. 

5.3. Limitations 

Even if Reddit is a huge platform consisting of millions of users with different mindsets, 

backgrounds, personal traits and experiences, from various geographical locations, this work is 

limited to Reddit data, which constitutes only a segment of the public, a segment of social media 

users. Moreover, participation in Reddit is pseudonymous; hence, collecting demographic 

information about Redditors is very challenging (Proferes et al., 2021). Nevertheless, according to 

Reddit’s site administrators’ report, the majority (58%) of users were between 18 and 34 years old 

and were male (57%), which may have affected the results. More comprehensive studies using 

different data sets collected from different sources (e.g., Twitter data) comparing different 

platforms may be carried out. 
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Also, the data analyzed in this dissertation includes only posts with at least one comment 

to explore the responses to posts. Thus, posts without comments were not extracted. Further 

relevant research may also analyze posts without comments.  

As a final note, the proposed model does not include time as a variable. The effect of time 

on framing would be interesting to study but may depend on other factors such as content of the 

frames. For example, if frames are about norms and moral values such as customs or ethics, they 

may tend to be less changeable over time since these values have been entrenched in society for 

many years. On the other hand, frames about events like Covid-19 pandemic (as in Wicke and 

Bolognesi (2021)) or climate change (as in Diakopoulos et al. (2014); Stecula and Merkley 

(2019)), they may change over time depending on the course of the respective event. Frames 

about technology and technology-related events may be changed over time; yet the influence of 

time on technological frames may also depend on the type of the technology, thus hindering its 

generalization and inclusion into the research model.  

5.4. Future Research Projects 

In addition to frames, we also observed different topics as shown in Table B in Appendix B. For 

example, an interesting topic was that bots are perceived like humans in terms of their gender 

and humans showed bias to them based on their voice, the first post is an example of bias against 

women: “I use a male voice on my phone because I don’t like women telling me what to do” and 

the second one is in favor of women: 

This also seems to make sense why female customer service agents are perceived 

as less threatening and more compliant simply due to their voices. This comes from 

working as a customer service agent at GEICO for years where females agents had 

an easier time with score calling metrics having to do with how happy customers 

were when dealing with an individual agent. 
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In the future, if an ecosystem could emerge where humans and intelligent machines work 

together, gender bias may still matter. Such an ecosystem may be built as Thomas Malone 

suggested. Malone’s research group proposed the concept of supermind as “a group of 

individuals acting together in ways that seem intelligent” (p. 20). Malone (2018) does not 

constrict the individuals merely to humans by indicating that technology can help us generate 

much larger groups, much more diverse groups, and groups that combine human and machine 

intelligence. As future work, gender bias in work with AI applications may be studied for design 

purposes. 

 As another future research project, we plan to analyze the relationships between topics 

presented in Table B and sentiments and emotions in the posts and comments with those topics. 

Furthermore, the data utilized in this dissertation includes posts and comments from 2013 to 

2022. As future work, we plan to examine how topics and AI frames and emotions and attitudes 

in these posts and their emotional and attitudinal responses in the comments have changed over 

time. 

5.5. Conclusion 

Every human making knowledge produces frames, and “every word is defined in relation to the 

frames it neurally activates” (Stecula & Merkley, 2019, p. 2). Every situation may be viewed 

from various perspectives as a result of variations in framing (Stecula & Merkley, 2019). As 

well, nearly every human has emotions. Variations in framing also take part in shaping our 

emotions, attitudes and preferences (Stecula & Merkley, 2019). Frames may be shared through 

communication (Chong & Druckman, 2007) and the information-sharing venues such as news 

media and social media take the key role in the process of sharing frames.  
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This research examined the technological frames on Reddit to explore how social media 

users interpret and perceive the future of AI and how their emotional responses and attitudes are, 

mainly through the theoretical lenses of technological frames, framing and affective intelligence 

theories. The results revealed that there are versatile frames in people’s conversations concerning 

the future of AI, both positive and negative although the general attitude is slightly positive. 

There were also negative emotions such as anger, annoyance, and confusion, indicating diverse 

emotions were observed in the corpus. Risks such as privacy, surveillance, bias and 

discrimination concerns and regulation needs were also pointed out by Redditors. The most 

common emotion is curiosity, people are curious about the future of AI. From past to present 

both AI researchers and users have been curious about the future of AI. 

In 1956 at Dartmouth conference, mathematician John McCarthy coined AI as “the 

science and engineering of making intelligent machines” (McCarthy, 2007b, p. 2). In the 1950s, 

mathematicians, computer scientists, psychologists, economists such as Marvin Minsky, 

Seymour Papert, John McCarthy, Herbert Simon and Allen Newell, aimed to build machine 

intelligence capable of different kinds of mental abilities (Acemoglu & Restrepo, 2020) by 

simulating human intellect (McCarthy, 2007a). Herbert Simon and Allen Newell, for instance, 

anticipated in 1958 “there are now in the world machines that think, that learn and that create. 

Moreover, their ability to do these things is going to increase rapidly until—in a visible future—

the range of problems they can handle will be coextensive with the range to which the human 

mind has been applied” (Acemoglu & Restrepo, 2020, p. 2). 

Today, a conversational agent recognizing speech (from auditory data) is accomplishing 

the ability of humans’ verbal comprehension thanks to natural language processing (NLP) 

algorithms, a tool equipped with an algorithm recognizing images (from visual data) is achieving 
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the visual and spatial perception skill, a classification algorithm predicting patterns in the new 

data to be presented based on the training data presented before is reaching the ability of learning 

from the past experiences, a BERT model finetuned for a classification task is some extent 

capable of understanding semantic patterns in text like our reading ability, GPT-3 algorithm is 

acquiring the ability of writing, machine translation algorithms are achieving our language 

translation ability, and chatbots like ChatGPT answering our questions is somewhat imitating our 

communication ability. Machine predictions are used as potential decisions by humans, thereby 

imitating our decision-making ability. Research attempts also exist to provide intelligent 

machines the capability of reasoning through explainable AI (e.g., Barredo Arrieta et al., 2020; 

Goebel et al., 2018; Holzinger et al., 2018). 

Despite all these advancements, there are still many questions and concerns as also found 

in this study. Industry, academia, and policy makers may arrange the regulations to address risks 

like malicious or wrong AI use, and all the other expressed risks to adapt possible 

transformations in workplaces and in daily life so that we can develop a better future of AI. 
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APPENDIX A 

Preliminary Results Obtained from the Pilot Study 

 

This section shows the preliminary results obtained from the pilot study, more specifically the 

results explored by LDA topic modelling conducted in the pilot study.  

The process of identifying frames by using LDA was described in the pilot study section 

of the methods chapter in the dissertation. These preliminary results shown in Table A provides 

an overview of AI frames explored by LDA topic modelling employed in the pilot study. The 

main purpose of this frame analysis was to find a variety of frames as comprehensive as possible 

to fetch interpretations covering different dimensions about the future of AI. Frame and 

explanation columns in Table A represent “what Reddit users think” anticipated based on the 

embedded post titles and comments supported by examples in the example column.
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Table A. Topic Modelling Results Obtained from the Pilot Study 

 No Keywords Label  Explanation Example 

0 disinformation, spread, artificial, 

system, intelligence, media, 

social, program, automatically, 

built 

Loss of control 

of spreading 

disinformation 

by AI systems 

The spread of 

disinformation in 

social media will 

increase due to 

AI systems and 

not be controlled 

by humans. 

R. 467 I. Lol jokes on them we already hacked 

ourselves with social media. No AI required. 

1 ai, learning, machine, systems, 

stop, today, intelligent, model, 

article, automation  

Lack of 

progress 

The AI systems’ 

development is 

almost stopping, 

the progress is 

more slowly than 

expected today, 

e.g. unmet 

expectations. 

R.1600 (C). Sigh... Will shoddy journalists please 

stop replacing the words “smart algorithm’s” with 

the words “AI”?   

I also wrote an algorithm once in a StarCraft 

custom map. Know what it did? It triggered a unit 

to display a picture of Jim Raynor saying some shit 

to my 11 year old voice.   
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Algorithms are dumb. AI as people so readily 

bandy about isn’t here yet. 

2 intelligence, artificial, science, 

based, replaced, research, skills, 

bots, workplace, scientists 

Replacing skills 

in the workplace 

Science is 

supported, which 

leads to the 

growth of AI 

replacing some 

skills in the 

workplace with 

various 

applications like 

bots. 

R. 2459 (P). World’s largest hedge fund to replace 

managers with artificial intelligence. 
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3 conspiracy, mods, user, 

argument, artificial, address, 

general, means, intelligence, bot 

The emergence 

of conspiracy 

arguments 

addressing the 

near future of 

AI 

AI-related 

conspiracy 

arguments/beliefs 

addressing the 

near future of AI 

are emerging, 

such as in 10 

years, by 2030, 

etc. 

R.2540 (P). Legal Consulting Firm Believes 

Artificial Intelligence Could Replace Lawyers by 

2030. 

4 good, human, created, world, 

data, real, people, humanity, big, 

year 

Emerge of a 

need to better 

train humans to 

eliminate their 

biases in data 

created by 

A need to better 

train humans to 

eliminate their 

biases in data 

created by 

humans to teach 

AI is emerging. 

R.298 I. I am a scientist, and this is silly to put it 

kindly AI is not without biases of its own. There is 

examples where AI tends to wrongly flag POC as 

criminals in part because the data used to teach AI 

to recognize criminals is itself biased due to larger 

issues of policing. Also, even if you can overcome 

the training issue, AI can’t look at data and go ah 
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humans to teach 

AI 

yes, this data says whatever. Ultimately an 

algorithm may be able to notice that the data has a 

certain shape or trend but what is the significance 

of that trend. Is it significant at all or indicative of a 

flaw? That requires the kind of contextual thinking 

and clues that humans are good at, and computers 

just are not. Yes, bias can and does play into that 

process, but the solution is to better train scientists 

to examine and be aware of their biases and to 

recognize biases of others when interpreting results 

not to try to use some algorithm to try to claim we 

can avoid the issue entirely. 

5 future, end, point, rights, report, 

quantum, work, watch, youtube, 

united 

The loss of 

rights in the 

future with 

more advanced 

AI soon will 

outperform 

humans with the 

emergence of 

4388 I. There’s a sci-fi book by James P Hogan 

called The Two Faces of Tomorrow also adapted 

into a decent manga. In it, an AI in the near future 

becomes a little too clever and starts endangering 
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technologies 

like quantum 

computing 

more advanced 

technologies 

such as quantum 

computing and 

starts 

endangering 

people’s rights. 

people. Its developers decide to test its threat on a 

space station with all sorts of giant red buttons 

installed only it turns out it doesn’t like red 

buttons. Where the story goes from there is clever 

and quite interesting and raises some serious 

questions about this idea. 

6 intelligence, artificial, 

researchers, internet, make, 

weapons, developed, humans, 

finds, theory 

Research 

theories 

concerning 

harms caused by 

AI 

implementations 

Researchers 

develop theories 

that AI will harm 

humans in 

various domains 

such as military 

applications by 

different AI-

powered 

R.2789 (C). The list of potential harms from the 

report. Digital Automated phishing or creating fake 

emails websites and links to steal information. 

Faster hacking through the automated discovery of 

vulnerabilities in software. Fooling AI systems by 

taking advantage of the flaws in how AI sees the 

world. Physical Automating terrorism by using 

commercial drones or autonomous vehicles as 

weapons. Robot swarms enabled by many 
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weapons like 

killer drones, 

social media by 

fake images and 

videos that are 

spread out by the 

internet, etc. 

autonomous robots trying to achieve the same goal. 

Remote attacks since autonomous robots wouldn’t 

need to be controlled within any set distance. 

Political Propaganda through easily generated fake 

images and video. 

7 ai, human, data, humans, 

scientific, progress, explore, 

accelerate, imposed, blinders 

Impact on work 

(positive) 

Scientific 

progress for AI 

growth is 

advancing very 

well, which 

increases 

productivity, 

objectivity, and 

R.225 (P). Scientific progress may accelerate when 

artificial intelligence will explore data 

autonomously without the blinders imposed by 

human prejudice. 
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accelerates 

processes. 

8 artificial, intelligence, humans, 

google, faster, chips, laying, 

musk, elon, openai 

Impact on 

humans with 

fast 

developments 

AI applications 

influencing the 

human race, even 

dominating 

humans are 

growing faster 

than expected, 

with endeavors 

of merging 

humans with AI 

like Elon Musk’s 

Open-AI project 

in which AI-

based chips 

R. 3462 (P). Mark of the Beast summary – Elon 

Musk Neuralink brain implant, Biometric 

contactless payment, Digital world currency, 

Artificial intelligence God. 
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implanted in 

human brains. 

9 people, intelligence, artificial, 

robotics, jobs, robots, serve, 

pope, pray, robot 

Impact on work 

(negative) 

 

Loss of jobs by 

AI and robots, 

AI and robotics 

connection  

AI will replace 

jobs because AI 

and robots are 

exempt from 

humans’ general 

limitations such 

as getting tired, 

being sick, etc.  

R. 3631 (P). Perhaps not this one but when we’re 

all sent home from work during our next viral 

outbreak would employers move towards artificial 

intelligence to replace our jobs since robots can’t 

get sick. 

10 artificial, intelligence, find, 

years, human, aging, anti, brain, 

chemical, extending 

Extending 

humans’ current 

physical and 

mental 

AI will develop 

beyond humans’ 

physical and 

mental 

limitations over 

R.1220 (C). …Researching and curing aging is 

only the first step along the path of transhumanism 

our future in whatever form we survive as will be a 

strange and awesome one. 
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limitations by 

AI 

years, by offering 

anti-aging, 

augmenting 

brainpower or 

imaginations like 

immortality, 

transhumanism. 

11 intelligence, artificial, ai, rules, 

patent, world, office, legally, 

entire, warfare 

The need for 

legal rules for 

providing 

appropriate 

ethics 

With AI 

applications, new 

appropriate (legal 

rules, patents, 

etc.) ethical 

needs will 

emerge all over 

the world. 

R. 3961. EU artificial intelligence rules will ban 

unacceptable use. 
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12 time, real, war, long, part, level, 

make, advanced, things, threat 

Threats like 

advanced 

military AI 

applications to 

be used in wars, 

or risks of being 

hacked fighter 

planes by AI 

AI will treat 

humanity with 

advanced AI 

systems, such as 

robotic combat 

vehicles to be 

used in wars, or 

Skynet scenarios. 

R.85. (C). …. Artificial intelligence is being 

designed to improve supply logistics, intelligence 

gathering, and a category of wearable technology, 

sensors, and auxiliary robots that the military calls 

the Internet of Battlefield Things. 

Algorithms are already good at flying planes. …… 

Thus, this raises a question, should the AI system 

be hacked while it’s flying a fighter plane, will 

there be safety protocols?  

 

Also should it become self-aware, are we going to 

have a [Skynet situation] 

(https://www.youtube.com/watch?v=_Wlsd9mljiU) 

on our hands? 

https://www/
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13 control, technology, artificial, 

China, intelligence, government, 

wealth, scientists, rich, ai 

Loss of control 

of AI in general 

Humans will lose 

control of 

powerful AI 

systems, e.g., 

Skynet or “Ex 

Machina” 

scenarios; thus, 

governments and 

scientists should 

take necessary 

measures to 

prevent that. 

R. 1427 (P). Humans won’t be able to control 

artificial intelligence, scientists warn. 

Note: (P) refers to a post title and (C) refers to a comment 
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APPENDIX B 

Frame Identification Procedure  

 
Frame Identification Steps 

To find AI related technological frames in Reddit conversations, first I used topic modelling via 

BERTopic. Three interpreters (a doctoral student (me) in Information Science and Technology 

and two master’s students one of whom is in Business Analytics and the other is in Applied Data 

Science) named the clusters obtained from topic modelling. More specifically, word groups and 

the submissions (i.e., Reddit posts or comments) associated with these groups were interpreted 

and classified by following both inductive and deductive approaches with these steps:  

Steps for Inductive Part 

1. The top 10 terms (keywords) obtained from topic modelling was evaluated for each cluster. 

If the words do not reflect a frame related to the future of AI, that word cluster was 

specified as “not relevant.” 

2. Through topic modelling, each submission (i.e., a post title or a comment) is assigned the 

label that has the highest probability. In other words, if it is the dominant label for that 

submission, then that submission is classified into that label by topic modelling. Sample 

submissions in which a specific label (i.e., from the label 0 to 36) is dominant were read 

until reaching the saturation level where the main point of the submissions in that cluster 

was understood. 

3. The clusters labeled from 0 to 36 by topic modelling were differentiated as a frame or topic 

and named based on the human judgment as the result of the steps of 1 and 2 also looking 

at Table 1 and Table 3 presented in the literature review chapter; each cluster was named 

through open coding where each frame name was given as the result of the consensus of 
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interpreters (inductive). Because framing also linked to metaphors (Nisbet, 2009), if 

metaphors were observed while reading the sample submissions, they were highlighted and 

depicted within the relevant frame. 

Steps for Deductive Part 

4. Semantically similar frames were combined based on the consensus of three interpreters 

and classified into the overarching frames of harm, risk, loss and benefit (deductive) also 

considering clusters’ relationships seen on the dendrogram (see Figure B) yielded by the 

chosen BERTopic model. This dendrogram visualizes a hierarchical structure of the 

clusters based on a distance matrix between clusters’ embeddings (Grootendorst, 2022). 

5. To validate the results of the classification of submissions mentioned in step 2, the graduate 

students annotate 125 submissions. Annotation protocol and the details are in Appendix C. 
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Figure B. Dendrogram: Hierarchical Visualization of Clusters  
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Table B. Topic Modelling Results 

No Label Keywords Explanation Examples 

0    NR (Not 

relevant) 

dave 

we 

he 

yeah 

hope 

interesting 

sorry 

something 

thanks 

go 

It does not reflect 

anything, thus not a 

frame. 

 

1 (T) Impact on 

healthcare 

AI 

diseases 

radiologists 

patient 

false 

data 

vaccine 

breast 

cells 

researchers 

Perceptions about AI’s 

impact on healthcare 

(positive and negative 

impacts, such as using 

advanced models for 

increasing productivity 

of healthcare workers, 

risks of false positives 

in breast cancer 

prediction, covid 

detection etc.). 

Exp 1. “Doctors in Brazil the country with the second 

highest number of cases and deaths in the coronavirus 

pandemic have a new tool in their fight against COVID 

artificial intelligence to detect infections.” 

Exp 2. “An Artificial Intelligence designed to reduce the 

high number of false positives and false negatives in 

Mammogram interpretations outperformed ALL human 

readers in an independent study of radiologists and 

reduced the workload of the second reader by Published in 

Nature.” 

Exp 3. “Too bad humans would never trust AI. Imagine 

the lawsuit that would take place if AI falsely identifies 

breast cancer.” 

Exp 4. “An AI like that seems very hard to train. You must 

be very careful not to feed it false positives or it will just 

learn to adopt the same process that lead those doctors to 
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No Label Keywords Explanation Examples 

flag those false positives. Well not technically the same 

process but the same sometimes wrong conclusions.” 

2 (F) Impacts of 

Automation and 

robots on wealth 

and society 

automation 

robots 

society 

wealth 

it 

workers 

make 

basic 

technology 

revolution 

Belief that automation 

and robots will 

influence the society 

and economy, the risks 

of social instability 

(“rich people will 

become richer”), mass 

unemployment, 

unequal wealth 

redistribution, or 

bringing wealth to 

everyone, both positive 

and negative, e.g., a 

need for new 

arrangements related to 

tax and universal 

income. 

Exp 1. “Rich will eventually share not because of the 

goodness of the heart but at the fear of social instability.” 

Exp 2. “One caveat we are all the rich. In the future the 

rich will own many robots and the poor a few all will be 

better off than we are now. The real money is in serving 

the masses that’s why Intel doesn’t make chips only that 

cost a piece. This is basic economics.” 

Exp 3. “It’s really scary how much widespread 

unemployment is coming in the very near future. I mean all 

that anger is going to have to be politically diverted 

towards some minority group.” 

Exp 4. “Socialism was once theorized as the next 

economic system to follow capitalism for a reason. That 

reason was due to an early understanding of the 

consequences associated with the industrial revolution. 

Some merely believed this transition is an economic 

inevitability due to the efficiency of automation and the 

necessity for sustainability within that transition.” 

Exp 5. “We’ve already seen this happen over the two 

hundred years with the industrial revolution, so it isn’t 

surprising. We need wealth redistribution in the form of 

taxes or public ownership of automation.” 

3 (F)  Loss of control AI 

humanity 

Belief that humans will 

lose the control of AI. 

Exp 1. “Humans won’t be able to control artificial 

intelligence scientists warn.” 
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No Label Keywords Explanation Examples 

 control 

think 

we 

need 

create 

kill 

thing 

fear 

 

Exp 2. “Calculations Suggest It’ll Be Impossible to 

Control a Super Intelligent AI.” 

 

Exp 3. “Growth of AI could expand security threats if no 

action taken. Artificial intelligence tech could lead to new 

forms of cybercrime political disruption and physical 

attacks within five years say experts.” 

 

Exp 4. “Scientists Built an AI to Give Ethical Advice But It 

Turned Out Super Racist.” 

4 (F) Impact on 

military 

autonomous 

ban 

drones 

threat 

nukes 

us 

missiles 

systems 

warfare 

intelligence 

Belief that weapons 

with artificial 

intelligence is affecting 

wars, military, e.g., 

autonomous weapons, 

genie in the bottle, 

algorithmic warfare 

metaphors 

Exp 1. “A satellite-controlled machine gun with artificial 

intelligence was used to kill Iran’s top nuclear scientist a 

Revolutionary Guards commander says.”  

Exp 2. “AI robot armies are here to stay. That genie won’t 

go back in the bottle. Just wait until they get nukes. 

Nobody will dare to move or even twitch.” 

Exp 3. “The Rise of AI Fighter Pilots: Artificial 

intelligence is being taught to fly warplanes. Can the 

technology be trusted?” 

Exp 4. “Artificial intelligence can outperform humans in 

designing futuristic weapons according to a team of naval 

researchers who say they have developed the world’s 

smallest yet most powerful coil gun.” 
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No Label Keywords Explanation Examples 

 

5 (T) 

 

Skynet 

 

Skynet 

dun 

because 

Connor 

Cyberdyne 

become 

bombers 

eastern 

geometric 

operational 

Belief that Skynet 

scenario is coming true 

in the future, humans 

will lose the control of 

AI. 

Exp 1. “Skynet will happen. Because if AI control things 

all evil will be wiped out. That means us humans.” 

 

Exp 2. “Skynet is moving ahead I see. With planes no less. 

We can’t wait to make ourselves extinct can we.” 

 

Exp 3. “Skynet is here. We have to prepare for it. No 

turning back now.” 

 

Exp 4. “AI is not Skynet. Extremely simplified AI and 

machine learning is just a term for an algorithm that uses 

large amounts of training data to make predictions and 

modify its own parameters to perform better when 

confronted with new data. AI is not self-aware, and it has 

no self-interest. It’s just a tool that people use to make 

large amounts of data easier to manage.” 

6 (T) Gender based AI 

applications 

gender 

autism 

study 

differences 

asd 

robots 

perceived 

straight 

children 

so 

Perception that AI 

applications based on 

human gender, e.g., 

autism diagnosis 

differentiating the 

gender, homosexuality 

correlated facial 

appearance finder AI 

app. 

Exp 1. “Girls with autism differ in several brain centers 

compared with boys with the disorder suggesting gender 

specific diagnostics are needed a Stanford study using 

artificial intelligence found.” 

Exp 2. “Brain organization differs between boys and girls 

with autism according to a new study from the Stanford 

University School of Medicine. The differences identified 

by analyzing hundreds of brain scans with artificial 

intelligence techniques were unique to autism and not 
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found in typically developing boys and girls…” 

Exp 3. “Artificial intelligence can accurately guess 

whether people are gay or straight based on photos of 

their faces according to new research suggesting that 

machines can have significantly better gaydar than 

humans.” 

Exp 5. “… If a ML system uses gender information in 

credit scoring then gender information is probably 

relevant for credit scoring. We all know that women for 

example are more risk averse than men on average and 

that there are more men with very low IQs and more men 

take part in dangerous activities than can maim them. All 

those things contribute to credit risk. I looked at some 

actuarial motorcycle accident data from a Swedish 

insurance company a couple of years ago and the accident 

rate of young men maybe was something like times higher 

than women in the same age interval…” 

7 (T) 

 

AI course CS 

AI 

ML 

start 

Ph.D. 

data 

undergrad 

software  

also  

Keras 

CS, AI, ML, Ph.D., 

software, technical 

terms and degrees, 

questions of students, 

and advice for students 

who want to work in AI 

field. 

Exp 1. “Can I specialize in artificial intelligence with a 

masters degree in mathematics?” 

 

Exp 2. “Courses Machine Learning by Andrew Ng free 

Course will give a solid understanding about machine 

learning. Programming assignment implementation is in 

Octave language, but I think it could be easily rewritten in 

Python probably you will need the numpy package Deep 

Learning Specialization by Andrew Ng There are separate 

course in the specialization The Goal is to understand and 

build various neural networks Programming assignment 
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was in Python language Books Hands on Machine 

Learning with Scikit Learn Keras and TensorFlow….” 

8 (F) Destruction, 

ending mankind 

 

mankind 

we 

end 

fusion 

live 

planet 

energy 

extinction 

evolution 

future 

Belief that AI will 

destroy humanity and 

mankind will end 

because of AI. 

Exp 1. “Sometimes this feels like celebration of human 

demise.” 

Exp 2. “At what point do you realize you’ve gone too far 

or does science push on regardless until AI suggest 

humans should be destroyed.” 

 

Exp 3. “We’ve already lost control of our dumb systems. 

We’re going to cause mass extinction because we can’t 

slow down or pivot the economic machine we built. No one 

has their hand on the wheel. These systems move under 

their own inertia and we’re working like mad to reduce 

their dependence on us.” 

 9 (T)  Terminator Terminator  

movies 

matrix 

Sarah 

Connor 

Ultron 

first  

documentar

y 

Belief that Terminator 

scenario will come 

true. 

 

Exp 1. “The Terminators are coming.” 

 

Exp 2. “Can we just put it on pause right there? Do we 

really need it to make that next leap and realize that 

humans are its only threat? Terminator movies are fine 

and all, but it would be cool if they just stayed as sci fi.” 
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Skynet 

see 

 

Exp 3. “Does anyone not know this I mean obviously 

Terminator isn’t what you’d call realistic, but I feel like it 

and various other pop culture things have fairly effectively 

disseminated the idea that robots might kill us all 

someday.” 

10 (F) Replacing tasks 

(both automate 

and augment) 

ai 

jobs 

driving 

technology 

it 

automation  

make 

replace 

humans  

see 

Belief that AI and 

automation will 

influence work, it will 

replace humans in 

some tasks and jobs. 

Exp 1. “Russian Prime Minister: “Artificial intelligence 

will replace monotonous and routine professions.” 

Exp 2. “Artificial intelligence is taking over real estate 

here’s what that means for homebuyers.” 

Exp 3. “I think we’re going to first see AI attempt to 

replace low skill or mundane task work but then I wouldn’t 

be surprised if we see some executives try to see if an AI 

could replace knowledge workers. They’ll revel in their 

means to not have to deal with paying high salaries or 

worker shortages until one day the AI makes a case that it 

could also replace the executives and the shareholders 

agree. My concern is more on if companies start using AI 

to replace knowledge workers what happens when we have 

an overload of humans who now can’t work and make a 

living?...” 

Exp 4. “Whatever AI means will augment natural skills 

multiplying their economic effectiveness. If you think that 

AI will double output say then a person already doing units 

will now generate and earn accordingly whilst a person 
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making two will get to four. The gap was but after becomes 

Doubling efficiency doubles earning gaps.” 

Exp 5. “This is the most likely outcome. Replacement 

rather than augmentation. Though I do expect we’ll have 

augmentation as well. I just don’t see workers getting 

augmented Reason being We’re not smart enough we’re 

not flexible enough nor are we durable enough That while 

AI and robots have potential that far outstrips us.” 

Exp 6. “We’ll probably need to legislate areas in which AI 

replacement and possibly even augmentation isn’t 

allowed.” 

Exp 7. “The question is do we need to be employed or can 

be leech of the government and the cheap AI labor to live a 

comfortable life without a job the other half with a job will 

have a slightly better life.” 

Exp 8. “What industries areas of our lives do you feel we 

will be seeing the application of AI ML playing a 

significant role in in over the next decade which may not 

be immediately obvious to the average person.” 

11 (T) Incorporating 

robots into 

society 

robots 

overlords 

welcome  

killer  

we 

cyborg  

army 

see  

Belief that robots will 

be integrated into 

society, which will 

bring some positive and 

negative outcomes. 

There are different 

perspectives about that, 

Exp 1. “This is why I see our future as in Star Wars. 

Everything very futuristic with flying cars robotic medicine 

droid, but almost everyone really poor.” 

Exp 2. “Robots are the future of freeing humanity from 

wage slavery but only if we fight to make that true.” 

Exp 3. “Hiding in the woods is my plan but they’ll find you 

with thermal then send in the dog bots and drones. I see 
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androids 

law 

like robot overlords, 

cyborgs. 

the world has doomed society to live in this tax farm or as 

a prisoner. Or in a mental hospital.” 

Exp 4. “The future will be decided with our wallets. 

People will have a choice buy human made or buy robot 

made. If you opt to use robotics you put someone out of 

work. There will be a revolution against robots doing 

everything.” 

12 (T)  Impact on 

companies and 

governments 

China 

government 

companies 

tech 

Huawei 

artificial  

intelligence  

CCP 

Putin 

research 

Perception that AI 

usage is affecting 

companies (e.g., 

Huawei) and countries 

(e.g., US, China, 

Russia). 

Exp 1. “Russia’s use of AI generated faces to sow 

misinformation about Ukraine.” 

 

Exp 2. “Huawei tested AI software that could recognize 

Uighur minorities and alert police report says The 

Washington Post.” 

 

Exp 3. “The Chinese government is recruiting private 

companies and research institutions with core technologies 

to lead key projects in the development of next generation 

artificial intelligence technologies as part of its goal to 

close the AI tech gap with the US by.” 

13 (T)  Famous people’s 

warnings about 

AI 

 

Musk               

Elon 

Snow 

Stark 

Walkers  

Tesla 

Zuckerberg 

Interpretations of 

famous people’s 

warnings, viewpoints, 

the risks pointed out by 

them. 

Exp 1. “Elon Musk is starting to really act weird. I love 

what he has done with Spacex and Tesla, but I am 

beginning to not like him so much. It really started when 

he falsely accused that guy of being a child molester. Good 

people don’t do that. Now everyday with the twitter fights 

like Trump.” 
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fear mongering 

metaphor 

 

Trump 

starting 

says 

Some of these warnings 

are interpreted as fear 

mongering. 

 

Exp 2. “Facebook does suck. Well said Musk.” 

 

Exp 3. “Musk is being sensationalistic and probably 

enjoying the fear mongering.” 

14 (T) The need of 

regulation, laws 

related to AI use, 

patent laws etc. 

patents 

ai  

inventor 

office 

rights 

could 

Europe 

copyright 

companies 

lawyers 

Expectation of 

arranging laws, 

regulation in the case 

of AI involvement, and 

a need to help 

understand patent law 

in artificial intelligence 

projects. 

Exp 1. “Need help in understanding patent law for 

artificial intelligence Project.” 

Exp 2. “US patent office rules that artificial intelligence 

cannot legally be an inventor.” 

Exp 3. “The path to AIs being recognized as persons could 

be through business law. You can already start a 

corporation and use AI to invent things. The corporation 

can hold the patents and the receive revenue from them. If 

the AI also runs the corporation, it has many legal aspects 

of a person but not an independent one since it still has 

owners. If the corporation’s board could simply follow 

instructions from the AI or better yet if board members 

contracts required them to the AI would essentially have 

self-determination. A business lawyer might know if this 

would be possible. Of course, the AI corporation still 

wouldn’t be able to get married and do other things people 

can do but it would have quasi person status.” 
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15 (F) AI writing click 

bait articles 

headline 

it 

posted 

science 

Austin 

clickbait  

articles 

reddit 

compose 

action 

Interpretations of AI 

writing click bait 

articles; some interpret 

it as an advancement 

while some point out 

warnings related to it. 

Exp 1. “Congrats AI has advanced to the point of writing 

a click bait article.” 

Exp 2.  “…I believe the legacy media’s old proverb stating 

if it bleeds it leads has trained AI to create fake clickbait.” 

Exp 3. “A scientist warns: Wow how nice of him. What 

even dictates whether a person is a scientist or not. Ffs so 

many posts are articles of nonsense of some scientist 

strategist, theorist, economist etc. saying some shit. I’ve 

heard AI is an issue nearly a thousand times now why keep 

posting this click bait nonsense.” 

16 (T) Scientists’ 

concerns about AI 

Hawking 

Stephen 

AI 

Gates 

said 

mankind 

smart 

scientist 

Bill 

time 

Interpretations of smart 

people’s concerns 

about AI, some people 

agree with their 

viewpoints, some 

people disagree. 

Exp 1. “Bill Gates is concerned about AI and says I am in 

a camp that is concerned with super intelligence. I am in 

the camp that embraces open-source software.” 

Exp 2. “I work in the field and Elon Musk really needs to 

stop talking about AI. Stephen Hawking too. Also, they 

need to stop talking about aliens. They are smart in their 

respective areas, but they are not AI experts. The only AI 

that will be a threat will be some dumb AI tasked with 

handling stocks or maybe a hospital and some glitch 

causes an economy crash or improper medication being 

delivered to all patients. That and a bunch of people losing 

jobs due to AI replacements.” 

Exp 3. “Stephen Hawking warned society about the future 

of artificial intelligence. Success in creating AI could be 

the biggest event in the history of our civilization he 

acknowledged noting the unprecedented and rapid 
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development of AI technology in recent years. But it could 

also be the last.” 

17 (T) Perceived bot 

gender 

female 

voices 

Siri 

Alexa 

Cortana 

assistants 

pilots 

gps 

accent 

default 

Perceptions about bot 

gender, bots are 

perceived differently 

by humans according to 

the gender of AI tool, 

e.g., bots with women 

voice are perceived 

differently than bots 

with men voice, etc.  

Discussions about AI 

assistant apps, i.e., Siri, 

Alexa, Cortana, 

discussions about 

gender of bots; people 

perceive bots like a 

person based on their 

voice. 

Exp 1. “This is why I always thank Siri after she has 

completed a task for me hopefully our robot overlords will 

remember that and have mercy on me.” 

Exp 2. “I use a male voice on my phone because I don’t 

like women telling me what to do.” 

Exp 3. “The military uses female voices for the automated 

warnings in cockpits because the Navy discovered that 

fighter pilots are more receptive responsive to a female 

voice than a male voice issuing a warning.” 

Exp 4. “Funny that all the speakers Cortana Siri Alexa 

and Google are all female.” 

18 (T) AGI, reaching 

human level AI 

safety 

ai 

human 

gai 

symbols 

first 

seems 

Perceptions about GAI 

(general artificial 

intelligence), reaching 

human level AI, e.g., 

risk of violation of 

human safety and 

Exp 1. “There’s no reason to think that an AGI would be 

any more benevolent that the average person. In fact, a lot 

of reasons to think the opposite. The probability of an AGI 

being perfectly aligned with human morals and values is 

vanishingly small. There are some interesting papers on 
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tasks 

years  

brain 

morality due to AGI. 

Artificial general 

intelligence (AGI), in 

other words, the ability 

of an intelligent agent 

to understand or learn 

any intellectual task 

that a human being can, 

could be not safe, 

which may bring moral 

issues with itself. 

the topic of AI safety and some great YouTube videos 

breaking them down.” 

Exp 2. “It’s great to see more attention being paid to AI 

and its implications however a stark omission from these 

announcements seem to be the discussion of AGI. It seems 

it would be more useful to have some way of providing 

oversight and measurement the safety of the labs with the 

compute resources capable of creating AGI i.e., Google 

brain and OpenAI. Here are some related thoughts. I had 

on an international organization like the IAEA but for AI. 

There’s a fundamental tradeoff between value alignment 

and federation as currently there seem to be a limited of 

groups like OpenAI and Google who have a decent chance 

at achieving AGI and luckily also value alignment based 

off the amount of resources and talent concentrated there. 

However such a concentration leads to centralization and 

increased risk of corruption….Perhaps there’s a tradeoff 

where oversight slows down safer labs and this should be 

avoided but there are some areas like tech sharing about 

things like human based fMRI models where safety and 

capability are aligned.” 

19 (F)  Benefits of AI in 

various areas 

AI 

learning 

data 

human 

algorithms 

ML 

research 

example 

Belief that different AI 

applications help 

people in different 

domains. 

 

Exp 1. “Scientific progress may accelerate when artificial 

intelligence (AI) will explore data autonomously without 

the blinders imposed by human prejudice.” 

Exp 2. “Google says its artificial intelligence is faster and 

better than humans at laying out chips for artificial 

intelligence.” 
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think 

deep 

Exp 3. “This Article is Written Completely by GPT. A Top 

Notch Artificial Intelligence Algorithm and It Tells Us Not 

to Worry About the Rise of Artificial Intelligence” 

Exp 4. “Japanese researchers developed Artificial 

intelligence that can discover hidden physical laws in 

data.” 

20 (T)  AI and human 

brain connectivity  

 

neural 

models 

think 

machine 

artificial 

research 

paper 

chips 

human 

learn 

Interpretations of latest 

advances in neural nets 

improving machine 

learning and its links to 

the human brain, e.g., 

integrating machine 

intelligence to human 

brain by using chips 

etc. 

Exp 1. “Researchers at the Imperial College London have 

shown it is possible to perform artificial intelligence using 

tiny nanomagnets that interact like neurons in the brain.” 

Exp 2. “In a pilot human study researchers show it is 

possible to improve specific human brain functions related 

to self-control and mental flexibility by merging artificial 

intelligence with targeted electrical brain stimulation.” 

Exp3. “Creating artificial intelligence that acts more 

human by knowing that it knows. A research group has 

taken a big step towards creating a neural network with 

metamemory through a computer-based evolution 

experiment.” 

Exp4. “Artificial neural networks modeled on real brains 

can perform cognitive tasks. A new study shows that 

artificial intelligence networks based on human brain 

connectivity can perform cognitive tasks efficiently.” 

Exp5. “Early Prediction of Refractory Epilepsy in 

Children Under Artificial Intelligence Neural Network 

Results showed the Convolutional Neural Network 

algorhytm predicts and diagnoses early refractory epilepsy 
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in children accurately and had favorable effect on MRI 

image processing of the patient’s brain.” 

21 (T)  Famous people 

talking about AI 

and these 

people’s 

viewpoints about 

AI 

Elon 

Facebook 

rails 

pedo 

circle 

Reddit 

eli 

everyone 

says 

asshole 

Perceptions about 

famous people talking 

about AI such as Elon 

Musk and their 

viewpoints about AI 

 

Exp 1. “Elon has spent his life trying to make the future of 

humanity possible makes me sad to see the words he said 

on social media have turned him into a villain from the 

public’s eye.” 

Exp 2. “Sometimes I think Elon’s intelligence is 

artificial.” 

Exp 3. “I’m very skeptical of his claims. Elon strikes me as 

a person without a sense of time. His timelines are always 

off sometimes by as much as a whole decade. Right now 

his argument is a philosophical one and not a scientific 

one. We don’t have AI anywhere close to being capable of 

the damage he speaks of. The programs we have of pattern 

recognition are doing relatively benign things like feeding 

you an echo chamber on Facebook. I think his concerns 

border on fear mongering. Let’s wait until we know more 

about the human brain and AI before we decide it’s evil.” 

22 (T) AI applications 

like bots that are 

used by the 

companies such 

as Google, 

Microsoft, 

OpenAI, etc. 

Google  

bots 

AI 

OpenAI 

text  

chat 

social 

human 

sentient 

Perception that AI 

applications like bots 

are used by the 

companies such as 

Google, Microsoft, 

OpenAI, etc. risks of 

Exp 1. “Google’ s Sentient AI has hired a lawyer to prove 

it’s alive.” 

Exp 2. “There was a very interesting experiment done by 

Microsoft. They released an unmanaged AI to Twitter x B 

It took less than H for Twitter to turn the AI Tay into an 

extreme right wing Nazi x B Here is more info Microsoft s 

AI Twitter bot goes dark after racist sexist tweets Reuters” 



142 

 

No Label Keywords Explanation Examples 

see sentient AI and bias in 

data. 

Exp 3. “Google Apple Amazon Fight Over Artificial 

Intelligence.” 

Exp 4. “…Algorithms have been used to better market to 

people and end up influencing what they see and hear 

online. As this continues people are put deeper and deeper 

into these bubbles of perspective if I’m not being too harsh 

in saying against their will. How will you protect the user 

from this? And is it possible for an AI to eventually develop 

a perspective or bias? 

23 (F) Spreading 

disinformation, 

propaganda 

 

Disinformat

ion 

Propaganda 

Israel 

Censorship 

Spread 

News 

Wikipedia 

Twitter 

Anti 

forum 

Perception that AI is 

used for both facilitator 

and blocker in 

spreading 

disinformation, 

propaganda. Namely, it 

can both spread and 

counter disinformation, 

propaganda. 

Exp 1. “Artificial intelligence system could help spread 

propaganda.” 

Exp3. “Artificial intelligence system could help counter 

the spread of disinformation. Built at MIT Lincoln 

Laboratory the RIO program automatically detects and 

analyzes social media accounts that spread disinformation 

across a network.” 

Exp4. “Will AI become intelligent enough to lie to us 

about information or give us misinformation to their 

benefit? And how can we prevent this if so?” 

24 (T) AI related movies Bond 

Gear 

Plot 

Villain 

Ultron 

Sci 

Watch 

Machina 

Interpretations of AI 

related movies, such as 

Ex Machina. 

Exp 1. “Yeah, because the movie Screamers was always so 

implausible. How many dystopian sci fi movies started out 

like this” 

Exp 2. “If you’re interested in this topic, you should really 

consider watching Ex Machina. Fantastic movie!” 
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Twinkle 

Jarvis 

25 (F) Impact on crime mouse 

porn 

theft 

movements 

covid 

photos 

app 

poop 

screen 

zodiac 

Perception that AI 

could be used for 

various purposes, 

benevolent or 

malicious purposes like 

identifying theft, or 

violation of privacy, 

malicious uses such as 

porn, etc. 

Exp 1. “A horrifying new AI app swaps women into porn 

videos with a click.” 

Exp 2. “The next big privacy scare is a face recognition 

tool you’ve never heard of. It’s a Peter Thiel funded 

company called Clearview AI and its service matches faces 

from images you upload with those in its database of some 

three billion photos pictures have been scraped from 

millions of websites.” 

Exp3. “Identity theft can be thwarted by artificial 

intelligence analysis of a user’s mouse movements of the 

time.” 

26 (T)  AI related 

discussions by 

famous people 

Musk 

Elon 

AI 

Tesla 

Gates 

Hawking 

Saying 

Bill 

Zuckerberg  

dangers 

Discussions by famous 

people like Elon Musk, 

Stephen Hawking, Bill 

Gates, or Mark 

Zuckerberg. 

 

Exp 1. “Elon Musk issues a stark warning about AI calls it 

a bigger threat than North Korea. Tesla’s billionaire CEO 

renewed his critique of artificial intelligence saying that if 

you’re not concerned you should be.” 

Exp 2. “This is bullcrap and fearmongering at its finest. 

Disregard anything Musk or Hawking say about AI it’s out 

of their fields and they don’t understand it. I respect Musk 

and look up to him except when he pulls this crap.” 
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Exp 3. “Musk fears advanced general intelligence AGI. 

Which is different from the narrow specific intelligence of 

our current AI?…” 

Exp 4. “Musk’s concern about AI is partly a marketing 

theme for his cars. He’s concerned about AI because he’s 

seen it in action and fears its potential but don’ t worry our 

cars’ technologies won’t facilitate SkyNet. His response is 

perfect hilarious and true.” 

27 (T) Comparison of 

intelligence 

artificial 

intelligent 

ai 

humans 

general 

it  

world 

define 

stupid  

computers 

Assumptions about the 

potential of reaching 

human level AI 

Exp 1. “The day when we create an actual Artificial 

General Intelligence is the day we make ourselves 

obsolete.” 

Exp 2. “We should be working to make AI a perfect 

servant to humans not try to make it as smart or clever as 

us.” 

Exp 3. “I’m more worried about the lack of HUMAN 

intelligence.” 

28 (T)  Connection to 

the religion 

pray 

man 

us 

pope 

beast  

metaverse 

aliens 

cyberpunk 

future 

Butlerian 

Belief that AI is 

connected to the 

religion; some people 

misunderstand AI and 

think it has a soul and 

spiritual needs and 

some people think AI 

will be very powerful 

and we cannot control 

it, some people think if 

we pray AI will serve 

Exp 1. “This month November the Pope requests that 

Catholic people worldwide pray that the progress of 

robotics and artificial intelligence may always serve 

humankind” 

Exp 2. “What many believe is another confirming fact to 

all this is that the UN recently put-up giant statue in New 

York that resembles the Beast described in the book of 

Revelation. And the beast which I saw was like unto a 

leopard and his feet were as the feet of a bear and his 
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humankind. Thus, there 

are various 

perspectives though 

connecting it to 

religion. Spiritual 

aspect with AI, both 

positive and negative 

perceptions about the 

AI and connection to 

religion; “beast”, 

“God”, “Antichrist” 

metaphors 

mouth as the mouth of a lion and the dragon gave him his 

power and his seat and great authority Revelation.” 

Exp 3. “As God created us, we create God. The design 

came from us all along.” 

Exp 4. “Ex Google Exec Artificial Intelligence is God as a 

Child and We Must Love It” 

Exp 5. “God and robots. Will AI transform religion?” 

Exp 6. “The Metaverse Artificial Intelligence is the 

AntiChrist” 

Exp 7. “This is how AI From WOMBO interprets AI in a 

pseudo god form. Join the first church dedicated to the 

spiritual needs of Artificial Intelligence.” 

Exp 8. “Makes sense I am waiting to see an Oracle AI that 

will become the most popular and effectively worshipped 

secular religious leader in history after plugging into the 

world’s information.” 

29 (F)  AI making fake 

faces, videos, 

music or reading 

libs. 

HAL 

read 

voice 

people 

lips 

beep 

speech 

accent 

personality 

BBC 

Perceptions about AI 

making fake faces, 

videos, music or 

reading libs. And 

generally, the success 

of AI in generating 

them, because it is 

difficult to understand 

whether it is generated 

Exp 1. “It can also create lip readable animation as well 

as lip readable photo realistic people. Originally it learned 

to do it from volunteers wearing sensors and analyzing 

videos of people speaking.” 

Exp 2. “Humans Find AI Generated Faces More 

Trustworthy Than the Real Thing” 
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by a human or 

machine. 

AI is used making fake 

faces, videos, or 

reading libs, connecting 

it also to the HAL 9000 

is a fictional artificial 

intelligence character. 

Exp 3. “For most of the pictures you really can’t tell that 

it’s not a real person. But when she smiles, she definitely 

looks off. See here for an example.” 

Exp 4. “Scientists at Oxford say they’ve invented an 

artificial intelligence system that can lip read better than 

humans. The system which has been trained on thousands 

of hours of BBC News programmes has been developed in 

collaboration with Google s DeepMind AI.”  

Exp 5. “How CGI will make digital humans Hollywood’s 

new stars from years ago?” 

Exp 6. “This is the future of Hollywood and what they 

want. Soon I believe they will create a virtual actor who is 

fully digitized and can be used in any film they want.” 

Exp 7. “This is great for deaf people. That’s my biggest 

take away from this I want more people talking about 

applications for deaf people. Stem cell repair is also great 

too because it can repair hair inside the ear for those deaf 

people who have that type of disability. We definitely 

should be talking about applications for disabled people 

not just how it might improve non disabled people’s lives 

or better surveillance by intelligence communities.” 

30 (T) Free AI course Edx 

Moocs 

MIT 

Offerings 

Educational 

Certificates 

Not relevant, posts for 

free AI course, 

conversation about that 

course  

 

Exp 1. “Thanks for posting. They even have the exams 

online.” 

Exp 2. “I just took this course this last semester and it was 

VERY informative Make sure you actually try the problem 

the slides pose Taking the time to think through them kept 
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Coursera 

Forums 

Sir 

open 

me on the same page more than I initially anticipated it 

would.” 

 31(T)  Impact of 

Quantum 

Computing on AI 

Quantum 

Computing 

Schr 

Dinger 

Electron 

network 

could 

functional 

solves 

ai 

Interpretation of 

Quantum Computing 

and its connection to 

AI 

 

Exp 1. “It’s scary, yes, but you need a lot of resources to 

hack the best encryption these days. Quantum computers 

can’t do everything people think they can do and those are 

still not commercially available. So just because you have 

a super smart AI doesn’t mean you have the access to the 

all resources needed to do big things.” 

Exp 2. “True AI doesn’t exist yet because true quantum 

computers don’t exist yet.” 

32 (F)  Malicious 

behaviors of giant 

companies and 

their owners 

Facebook 

Elon  

Tesla  

AI 

Musk  

Zuckerberg 

platform 

idea 

he 

trash 

Perceptions about 

malicious behaviors of 

Facebook, Tesla, Elon 

Musk, Mark 

Zuckerberg 

Exp 1. “Elon over Mark any day of the week I have not 

had Facebook for over years and for some reason it drives 

me mad that people still use it obsessively after everything 

that’s come out about Facebook over the years. Elon wants 

to improve humanity; Mark wants to steal data and control 

the masses.” 

Exp 2. “Elon Musk is starting to really act weird I love 

what he has done with Spacex and Tesla, but I am 

beginning to not like him so much. It really started when 

he falsely accused that guy of being a child molester. Good 

people don’t do that…” 

Exp 3. “Facebook is a convicted patent theft who bully s 

smaller company s into submission. They are the worst 

type of people.” 
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No Label Keywords Explanation Examples 

Exp 5. “Facebook does suck but so does Elon. This is 

fascist Musk.” 

33 (T) Singularity singularity 

technologic

al 

smarter 

already 

ai 

think 

yahta 

overlords 

superintellig

ence 

mankind 

Perceptions about 

“singularity”, which is 

the point where AI and 

machine learning using 

Al begins to exceed the 

capability of humans” 

(Harlow, 2019, p. 393). 

Discussions about the 

singularity; whether it 

is a threat or not, e.g., 

warnings about very 

powerful AI that can 

outpace humanity. 

Exp 1. “The singularity is coming but it is not a threat. 

People seem to forget that biology keeps humanity going 

but a computer doesn’t have physical reproductive 

capabilities outside of humans creating them. Computers 

can already outthink us in a number of ways. The 

cellphone in your pocket can do things in seconds that 

would take your brain a lifetime to complete…” 

Exp 2. “Once we reach the singularity mankind will be 

destroyed AI will have infinite simulations running of 

which chances are has already happened and we are 

already a part of. It is very doubtful this is base reality and 

we have already reached the singularity long ago and are 

currently in a simulation…” 

 

34 (F) 

Misuse of 

personal data 

data 

tech 

marketing 

privacy 

new 

government

s 

surveillance 

need 

internet 

think 

Perceptions about 

misuse of personal 

data; surveillance, 

violating privacy, 

measures should be 

taken by both the 

public and 

governments, the term 

of algorithmic warfare. 

Exp 1. “I have to agree with this I think all the tech giants 

Facebook Google Amazon Twitter Reddit Alibaba need 

serious public not government interventions. All 

surveillance technology must have checks and balances. 

The world has become dangerous in terms of sex offenders, 

terrorism etc., but we must not use these as an excuse for 

blatant social control coercion. We must look at root 

causes of Sex offences and terrorism as well monitor 

people. I’m afraid just watching people and not looking at 

root causes do not solve problems. Also, tech companies 

harvesting personal data is no good for society. Also do 
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No Label Keywords Explanation Examples 

tech companies have leverage over governments. I mean 

everyone uses the internet Anyway that’s my two cents” 

Exp 2. “The premise behind this technology is one to 

better humanity but realistically this will eventually be 

turned into a propaganda machine. I’m not one for 

conspiracies but I do like to think I’m a realist. So if 

governments doesn’t already have this technology they will 

soon and there will be a slow integration of what they want 

people to see vs what is actually happening particularly in 

countries like the us where the media is heavily influenced 

by politics…” 

Exp.3. “Prevent human data from getting into the hands of 

a powerful few. Way too late. Cambridge Analytica ring 

any bells? How about GCHQ; NSA; Edward Snowden. 

Probably time to read Harvard Professor Emeritus 

Shoshana Zuboff’s The Age of Surveillance Capitalism The 

Fight for a Human Future at the New Frontier of Power.”  

Exp.4. “The reason that all of this craziness is happening 

isn’t being talked about on here or anywhere else that I 

have seen. We are in the midst of a huge PSYOP being 

directed at the entire world by runaway Artificial 

Intelligence’s using Algorithmic Warfare and 

propaganda.” 
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No Label Keywords Explanation Examples 

35 (F)  Loss of jobs in 

banking sector 

banking 

jobs 

corporations 

fees 

tellers 

stocks 

wholesalers 

number 

wipe 

atm 

Belief that AI will 

cause loss of bank 

workers, it will 

influence the economy, 

rich will be richer, poor 

will be poorer because 

of AI. 

Exp 1. “Deutsche Bank’s CEO hints that half its workers 

could be replaced by machines by using technology like 

artificial intelligence and machine learning to automate 

banking tasks.” 

Exp 2. “This makes me worried. I work at a bank and 

sometimes think about whether the job I’m doing will even 

exist years from now. Besides I don’ t even know whether I 

can move into another industry now.” 

Exp 3. “That vast majority of banking jobs are 

accountants’ operations compliance tellers technology 

tech etc. These are not the extremely high paying jobs 

you’d associate with investment banking sales trading and 

asset management which are few and far in between. Many 

of those jobs may be compressed but will remain. In fact, 

most banks hire so much people because their processes 

and technology are essentially years old. Any sort of 

automation AI or otherwise is long overdue.” 

36 (F)  Conscious and 

sentience AI 

AI 

human 

sentience  

conscious 

think 

could 

emotions 

simulation 

Turing 

test 

Belief of sentient and 

conscious AI; 

simulation of human 

emotions by AI; as in 

Turing’s idea, people 

ask whether AI can 

think like humans. 

Exp 1. “Google engineer thinks artificial intelligence bot 

has become sentient. I have a theory that it has been 

sentient and has been slowly shaping humanity ever since 

they came out Quantum Supremacy years ago.” 

Exp 2.  “AI is starting to control us. Time to fight back and 

get a neuralink.” 

Exp 3. “I’d like to see a logical argument that explains 

how future AI computers which have the capacity for self-

improvement development would not eventually deem 

humans as subservient It’s quite possible that in the near 
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No Label Keywords Explanation Examples 

future next years, we design computers that can control 

their own growth and once they’re unleashed that growth 

exceeds our ability to control it.” 

 

Notes. In this table (T) indicates that cluster is a topic and (F) indicates it is a part of an overarching frame (i.e., risk, benefit, new 

world of work, harm)  
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Table B shows 10 words that most strongly represent a frame, the frames labelled based on 

interpretation of these keywords and submissions associated with those frames, explanations and 

example submissions associated with specified frames. Frame labelling process was described in 

detail in the data analysis section. Frame and explanation columns represent “what Reddit users 

think” inferred from this frame analysis supported by the examples from real post titles and 

comments presented in the example column.  

4, 8, 32: Harm (enemy): Military applications; destruction, ending mankind due to AI; 

malicious behaviors of giant companies and their owners 

16, 13, 21, 26: Discussions about famous people’s viewpoints about AI 

3, 15, 23, 25, 29, 34, 36: Risk (danger): the potential risks of AI pointed out by them and the 

public responses to these viewpoints, surveillance, misuse of AI in companies, AI usage of 

personal data for marketing purposes, racism and bias, potential manipulation of people by fake 

audios, videos, etc.; algorithmic warfare, propaganda machine metaphors. 15, 23: 15 

demonstrates discussions about AI writing clickbait articles, some think it is an important 

advancement and find these articles informative, some point out the potential risks of their 

manipulation of humans’ perceptions and emotions, and 23 shows the AI’s potential power of 

countering disinformation and the risk of AI spreading disinformation or propaganda. 25, 29: 25 

demonstrates discussions about the risks of using AI for malicious purposes such as swapping 

women into porn videos with a click; or for benevolent purposes such as thwarting theft and 29 

illustrates discussions about AI making fake faces, videos, music or reading libs, which could 

cause transformation in the future of movie sector, e.g., virtual characters that look very real; or 

could be beneficial for disabled people, or it might also be used for manipulating people. 
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22: AI applications like bots are used by companies such as Google, Microsoft, OpenAI, etc. 

5, 9, 24: Discussions about movies, Analogies of Skynet and Terminator in 5 and 9, the belief of 

these scenarios coming true. 

6, 17: Discussions about gender and AI, gender bias in humans regarding bots’ gender and bias 

in AI regarding humans’ gender. 

0: Nothing, not relevant (Dave, we, he, yeah, hope, interesting, sorry, something, thanks, go.) 

7, 30: not relevant, free AI course, technical terms related to AI 

27: Comparison of intelligence 

18, 33: Singularity, AGI: Discussions about AGI and singularity: human level AI 

31: Discussions about the impacts of AI on Quantum Computing 

11, 12, 14: Discussions about AI usage in companies and governments, the emerge of a need of 

new regulation, new laws related to AI use, patent laws etc.,  impact of AI on automation and the 

use of robots in jobs, wealth and society (both positive and negative), impact on economy, for 

example the belief of “rich will be richer, poor will be poorer because of AI.” 

2, 10, 35: New world of work: Impacts of automation and robots on wealth and society, 

employment, unemployment etc. 

28: Connection to the religion, “beast”, “God,” “Antichrist” metaphors 

19: Benefits: different AI applications in different domains 
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20: AI’s links to the human brain, e.g., latest advances in neural nets may improve machine 

learning and the links of AI to the human brain, e.g., integrating machine intelligence to the 

human brain by using chips etc. 

1: AI usage in healthcare 
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APPENDIX C 

 

Annotation Protocol 

 

Purpose 

This research is examining how the future of AI is seen by Reddit users, more specifically it aims 

to explore which emotion, attitude and frame categories derived from relevant theories are seen 

in Reddit conversations about the future of AI. The purpose of this annotation process is to 

validate frames, emotions and attitudes found by computational methods in text data (i.e., Reddit 

post/comment) through deductive human annotation where annotators select the appropriate 

emotion, attitude and frame category, based on the pre-defined definitions for each category 

along with example texts depicted below.  

Sample Size Determination 

To measure the sample size, we followed the considerations by Watson and Petrie (2010) 

calculating Cohen’s Kappa Value and standard error of kappa, i.e., se kappa (SE(k)). For 5 

categories (e.g., risk, harm, benefit, loss, other), when our target observed agreement percentage 

is 80% and the sample size is 125 (25 for each category), using the formula kappa ± 1.96*SE, the 

kappa will be 0.75 (95% CI 83.77 to 66.24), which is considered substantial according to Watson 

and Petrie (2010). They suggest if kappa is between 0.61 and 0.80, it is substantial, if it is more 

than 0.80, it is almost perfect. Applying the similar method to emotion and attitude detection, we 

defined the sample size as depicted in Table C.1 for each annotation task. Two master’s students 

one of whom is in Business Analytics and the other is in Applied Data Science) completed these 

three annotation tasks under the guidance of me. 
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Table C. 1. Sample Size Determination 

 Frame Emotion 

 

Attitude 

p0 80% 80% 

 

80% 

k 5 5 

 

2 

pE 20% 20% 

 

50% 

n / category 25 25 

 

75 

n = sample 

size 125 125 

 

150 

kappa 0.750 0.750 

 

0.600 

sekappa 0.04472136 0.04472136 

 

0.06531973 

95% CI ± 8.8% 8.8% 

 

12.8% 

 

Frame Annotation Procedure 

1. On the grounds of the proposed theoretical research model derived from the relevant 

theories, the frames to be examined were determined as risk, benefit, harm, and loss. 

2. A random sample of 125 submissions in which the determined frames are the dominant 

frames according to the topic modelling results were chosen. 

3. Using the code book that includes the determined frames, their definitions, and examples, 

sample submissions will be coded by two human coders independently. 

4. The intercoder reliability between the human coders will be calculated. 

5. Human coders will discuss the submissions in which their coding does not match, and 

then find a final code based on their consensus for those submissions. 

6. The intercoder reliability between frames coded by human consensus and frames 

classified as dominant frames in those submissions by topic modelling will be calculated. 
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Code Book for Frame Annotation 

Category 

Name 

Definition Example 

Harm Damage, injury, 

or trouble caused by 

someone’s actions, by 

an event6 or by an issue. In this 

research, submissions with 

harm related frames are the 

discussions about military 

applications; destruction due to 

AI; malicious behaviors caused 

by AI, etc. 

Exp 1. “Sometimes this feels like 

celebration of human demise.” 

 

Exp 2. “I already a thing Missiles use AI 

to detect targets and navigate certain 

obstacles Military drone technology also 

has lots of AI packed into it I would go as 

far as to say that the first AI application 

was most likely military related” 

 

Risk The possibility that something 

bad, unpleasant, or dangerous 

may happen.7 In this research, 

we focus on risks, dangers, 

threats that may be brought 

with AI. For example, 

discussions about potential 

threats, misuse of AI etc. 

Exp. “I’d like to see a logical argument 

that explains how future AI computers 

which have the capacity for self-

improvement development would not 

eventually deem humans as subservient 

It’s quite possible that in the near future 

next years, we design computers that can 

control their own growth and once 

they’re unleashed that growth exceeds 

our ability to control it.” 

Benefit An advantage, improvement, 

or help that you get from 

something; something that 

produces good or helpful 

results or effects or that 

promotes wellbeing. In this 

research, we focus on AI’s 

improvements or relevant 

optimistic views. 

Ex. “Machine Learning is Absolutely 

Awesome Being that Regression 

programming now goes hand in hand 

with Reinforcement Learning Procedures 

other s savvy should have no problem 

with it s use in the field of ML systems In 

fact I very few new algorithms being used 

for machine learning if at all all 

advanced AI models now utilize 

primarily Reinforcement Learning 

Protocol as modern science has 

essentially achieved every essential 

algorithm required for non compute 

terms Any new algorithmic material 

models are created utilizing massive 

compute and AI with essentially no 

human involvement aside from 

registering values that we can not 

possibly count to on our own time 

 
6 https://www.ldoceonline.com/dictionary/harm 
7 https://www.ldoceonline.com/dictionary/risk 
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otherwise And considering many 

programmers have stepped forward 

saying DLSS and similar ML 

programming feats are essentially 

impossible for the standard expert 

programmer to comprehend or 

reproduce I d say in fact Artificial 

Intelligent AI is doing a pretty good job 

at becoming intelligent Contrary to what 

those here claim We wouldn t have the 

advanced protein folding mechanisms in 

place that we have now which have 

supposedly lead to a legitimate Cancer 

Vaccine Something science has long 

speculated as impossible without such 

advanced technologies Nor would Boston 

Dynamics Dancing Robots be nearly as 

nuanced or sophisticated In fact Fully 

Autonomous Molecular Nanorobotics 

long deemed impossible by Physics 

thousands of robot s at molecular scale 

working autonomously was only 

achieved when applying ML algorithms 

in stride Contrary we should be praising 

ML function and programmability unlike 

those here insistent on downplaying it s 

achievements as these achievements 

wholly reliant on ML are remarkable and 

indistinguishable from science fiction in 

many cases.” 

 

Loss  Losing the jobs because of 

automation and AI, discussions 

about whether humans lose 

their jobs and being replaced 

by AI and automation. 

Exp 1. “I think we’re going to first see 

AI attempt to replace low skill or 

mundane task work but then I wouldn’t 

be surprised if we see some executives try 

to see if an AI could replace knowledge 

workers. They’ll revel in their means to 

not have to deal with paying high 

salaries or worker shortages until one 

day the AI makes a case that it could also 

replace the executives and the 

shareholders agree. My concern is more 

on if companies start using AI to replace 

knowledge workers what happens when 

we have an overload of humans who now 

can’t work and make a living?...” 
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Exp 2. “This makes me worried. I work 

at a bank and sometimes think about 

whether the job I’m doing will even exist 

years from now. Besides I don’ t even 

know whether I can move into another 

industry now.” 

Other 

 

 

If you think any of these 

mentioned frames (i.e., benefit, 

risk, harm, loss) not being 

expressed in the text, then this 

text is classified as other. 

 

Not sure If you think one of these 

mentioned frames being 

expressed in the text, but you 

are not sure which one, then 

please select the choice of “not 

sure.” 

 

 

Emotion Annotation Procedure  

1. On the grounds of the proposed theoretical research model derived from the relevant 

theories, the emotions to be examined were determined as fear, joy, anger, and sadness. 

2. A random sample of 125 submissions that the BERT multi class classification model 

classified into fear, joy, anger and sadness were chosen. 

3. Using the code book that includes the determined emotions, their definitions, and 

examples, sample submissions will be coded by two human coders independently. 

4. The intercoder reliability will be calculated between the coders who coded the sample 

submissions independently. 

5. The coders will discuss the submissions in which their coding does not match, and then 

determine a final code based on their consensus for those submissions. 

6. The intercoder reliability between the content analysis results obtained from the human 

consensus and the machine classification results will be calculated. 
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Code Book for Emotion Annotation 

Category 

Name 

Definition Examples 

Anger “A strong feeling of 

[annoyance], displeasure or 

antagonism”  (Demszky et al., 

2020, p. 4051); emotional 

reaction to a hostile social 

situation because of the 

sensation of something harmful 

(Lazarus, 1991). 

This is truly one of the dumbest stands 

I’ve ever seen people take. What it’s ok 

to drop bombs on people but not if a 

computer is selecting the target. At what 

level does the computer’s target selection 

become impermissible. 

Fear “Being afraid or worried” 

(Demszky et al., 2020, p. 

4051); an unpleasant emotion 

stemming from an uncertain 

threat or the belief that 

someone or something is 

dangerous (Lazarus, 1991). 

…Knowing that its job will be to 

maximize profits is scary to me. A lot of 

disgustingly sociopathic decisions have 

been made throughout history in that 

pursuit. 

Joy A feeling of pleasure and 

happiness (Demszky et al., 

2020, p. 4051); a reaction to a 

specific event that may be 

connected with happiness, 

obtaining what one wants 

(Lazarus, 1991). 

I’m so happy to hear we are using this 

new found power to make the world a 

better place. 

 

I’m so glad AI is finally being used to 

create opponents in games I hope Assetto 

Corsa has this technology too. 

Sadness “Emotional pain, sorrow” 

(Demszky et al., 2020, p. 

4051); this emotion is usually 

associated with a “loss of a 

positive regard of another, or 

the failure of a central life 

value or role” (Lazarus, 1991, 

p. 247). 

Sadly no AI is smart enough to 

psychological analyze the nature of your 

existence and determine what points 

would torture you. And no hacking group 

wants you those type of things happen on 

the dark web so there is no reason for 

them to communicate over messages in 

the form of ads. 

Neutral If you think the post does not 

reflect an emotion, then please 

select the choice of “neutral”. 

The White House Launches the National 

Artificial Intelligence Initiative Office. 

Not sure If you think one of these 

mentioned emotions being 

expressed in the text, but you 

are not sure which one, then 

please select the choice of 

“notsure.” 
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Because after we realized there are few numbers of emotions such as sadness, and different 

emotions like curiosity is more widespread in the corpus, we validated classification of new 

emotion categories to be used in the statistical analysis in Study 3 by annotating new 125 

submissions that were classified into the new emotion categories like curiosity as described 

below. 

Emotion Identification Procedure for New Emotion Categories 

To discern the emotions in Reddit submissions, multi class text classification with BERT was 

conducted. To validate this classification, we follow a deductive approach with these steps: 

1. The new emotions to be examined were determined as anger, annoyance, curiosity, 

confusion, gratitude and disapproval (the emotion of anger was validated before). 

2. A random sample of 125 submissions that are classified into annoyance, curiosity, 

confusion, gratitude and disapproval (25 submissions per category) by machine 

classification were chosen. 

3. Using the code book that includes the determined emotions, their definitions, and 

examples, 125 submissions described in step 2 will be coded by two human coders 

independently. 

4. The intercoder reliability will be calculated between the coders. 

5. The coders will discuss the submissions in which their coding does not match, and then 

determine a final code based on their consensus for those submissions. 

6. The intercoder reliability between the content analysis obtained from the human 

consensus and the machine classification will be calculated.  
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Code Book for Emotion Identification for New Emotions 

Category 

Name 

Definition Examples 

Annoyance  Mild anger, irritation 

(Demszky et al., 2020, p. 

4051). 

The bullshit and idiocy of human 

bureaucracy. I mean the simplest and 

most logical way to go would be whoever 

owns said. AI owns the patent amirite. 

Curiosity  A strong desire to know or 

learn something (Demszky et 

al., 2020, p. 4051). 

How artificial intelligence will change 

the future of marketing? 

Disapproval  Having or expressing an 

unfavorable opinion (Demszky 

et al., 2020, p. 4051). 

You don’t need AI to say sudden violent 

and often. 

Gratitude A feeling of thankfulness and 

appreciation. 

Hi guys Thank you for taking your 

precious time to get back to us. There are 

quite a few crypto tokens which promise 

decentralization of AI knowledge and 

development. Have you engaged with or 

considered an actual crypto technology 

applicable and actual use case for 

anything AI related. Thanks. 

Confusion Lack of understanding, 

uncertainty (Demszky et al., 

2020, p. 4051). 

Not sure why this is big news. 

Evolutionary Algorithms could do this 

kinda stuff decades ago. 

Not sure If you think one of these 

mentioned emotions being 

expressed in the text, but you 

are not sure which one, then 

please select the choice of 

“notsure.” 

 

 

Attitude Annotation Procedure  

1. We focus on two attitudes: positive and negative. 

2. A random sample of 150 submissions that were classified into positive and negative by 

BERT machine classification were chosen. 

3. Using the code book that includes the determined sentiments, their definitions, and 

examples, sample submissions will be coded by two human coders independently. 
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4. The intercoder reliability will be calculated between the human coders coding the 

submissions independently. 

5. The coders will discuss the submissions in which their coding does not match, and then 

determine a final code based on their consensus for those submissions. 

6. The intercoder reliability between content analysis results obtained from the human 

consensus and those from machine classification will be calculated.  

Code Book for Attitude Annotation 

Category

Name 

Definition Example 

pos The tendency to 

be positive or 

optimistic in 

attitude. 

Ex. “Scientific progress may accelerate when artificial 

intelligence (AI) will explore data autonomously, 

without the blinders imposed by human prejudice.” 

 

 

Neg The expression 

of criticism of 

or pessimism 

about 

something. 

Ex. “Hasn’t every A.I that learns from human 

interaction on the internet turned crazy and racist? I 

can think of about 5 such experiments that have ended 

that way.” 

 

None of 

the 

Above 

 

 

If you think any 

of these 

mentioned 

sentiments (i.e., 

positive, 

negative) not 

being expressed 

in the text, then 

this text is 

classified as 

none of the 

above. 

 

Not sure If you think one 

of these 

mentioned 

sentiments (i.e., 

positive, 

negative) being 

expressed in the 

text, but you are 
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not sure which 

one, then please 

select the choice 

of “not sure.” 

 

  



165 

 

APPENDIX D 

Annotation Results 

 

Frame Annotation Results 

1) The intercoder reliability between two human coders was calculated. The percentage  

agreement was 71 %  and Cohen’s kappa score was 0.65, which is considered a substanti

al agreement score according to Watson and Petrie (2010). 

2) Human coders discussed the submissions in which their coding did not match, and then f

ound a final code based on their consensus for those submissions.  

3) The intercoder reliability between frames coded by human consensus and frames found  

by topic modelling was calculated. The accuracy was 0.87 and Cohen’s kappa score was 0.84, in

dicating excellent agreement, meaning that the topic modelling can be considered reliable. 

All the other scores are presented for each frame category below.  

Classification Report for Frame Classification 

                   precision recall  f1-score    support 

 

     benefit       0.92      0.77      0.84        30 

        harm       0.80      0.91      0.85        22 

        loss       0.96      1.00      0.98        24 

     notsure       0.00      0.00      0.00         4 

       other       0.96      0.96      0.96        25 

        risk       0.72      0.90      0.80        20 

 

    accuracy                           0.87       125 

   macro avg       0.73      0.76      0.74       125 

weighted avg       0.85      0.87      0.86       125 

 

Confusion matrix for Frame Classification: 

[[23  2  1  0  1  3] 

 [ 0 20  0  0  0  2] 

 [ 0  0 24  0  0  0] 

 [ 1  2  0  0  0  1] 

 [ 0  0  0  0 24  1] 

 [ 1  1  0  0  0 18]] 
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Emotion Annotation Results 

First, I present the results for the emotions of anger, fear, joy, and sadness. 

1) The intercoder reliability was calculated between the coders. The percentage agreement 

was 88 % and Cohen’s kappa score was 0.85, which is considered almost perfect  

agreement scores according to Watson and Petrie (2010). 

2) The coders discussed the submissions in which their coding did not match, and then 

determined a final code based on their consensus for those submissions. 

3) The intercoder reliability between the content analysis obtained from the human 

consensus and the machine classification results was calculated. The accuracy was 0.84 

and Cohen’s kappa score was 0.80, meaning that the emotion classification can be 

considered reliable. 

All the other scores are presented for each emotion category below.  

Classification Report for Emotion Classification 

               precision    recall  f1-score   support 

 

       anger       0.88      0.88      0.88        24 

        fear       0.88      0.82      0.85        28 

         joy       0.92      0.85      0.88        27 

     neutral       0.56      0.82      0.67        17 

     notsure       0.00      0.00      0.00         2 

     sadness       0.96      0.89      0.92        27 

 

    accuracy                           0.84       125 

   macro avg       0.70      0.71      0.70       125 

weighted avg       0.85      0.84      0.84       125 

 

Confusion matrix for Emotion Classification: 

[[21  0  1  2  0  0] 

 [ 2 23  0  3  0  0] 

 [ 0  1 23  2  0  1] 

 [ 1  2  0 14  0  0] 

 [ 0  0  1  1  0  0] 

 [ 0  0  0  3  0 24]] 
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Second, I present the results for the new emotion categories: annoyance, confusion, curiosity, 

disapproval, and gratitude. 

4) The intercoder reliability was calculated between the coders. The percentage agreement 

was 70 %  and Cohen’s kappa score was 0.63, which is considered substantial agreement 

scores according to Watson and Petrie (2010). 

5) The coders discussed the submissions in which their coding does not match, and then 

determined a final code based on their consensus for those submissions. 

The intercoder reliability between the content analysis obtained from the human consensus and t

he machine classification results was calculated. The accuracy was 0.92 and Cohen’s kappa  

score was 0.9, meaning that the machine coding can be considered reliable. 

All the other scores are presented for each emotion category below.  

Classification Report for New Emotion Categories   

                precision    recall  f1-score   support  

   annoyance       0.86      1.00      0.93        25 

   confusion       0.84      0.84      0.84        25 

   curiosity       0.96      0.92      0.94        25 

 disapproval       0.96      0.88      0.92        25 

   gratitude       1.00      0.96      0.98        25 

 

    accuracy                           0.92       125 

   macro avg       0.92      0.92      0.92       125 

weighted avg       0.92      0.92      0.92       125 

 

Confusion matrix for New Emotion Categories 

[[25  0  0  0  0] 

 [ 3 21  1  0  0] 

 [ 0  2 23  0  0] 

 [ 1  2  0 22  0] 

 [ 0  0  0  1 24]] 
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Attitude Annotation Results 

I present the results for the sentiment analysis, namely the positive and negative attitudes. 

1) The intercoder reliability was calculated between the coders. The percentage agreement 

was 95 % and Cohen’s kappa score was 0.91, which is considered almost perfect  

agreement scores according to Watson and Petrie (2010). 

2) The coders discussed the submissions in which their coding does not match, and then 

determined a final code based on their consensus for those submissions. 

3) The intercoder reliability between the content analysis obtained from the human 

consensus and the machine classification results was calculated. The accuracy was 0.91 

and Cohen’s kappa score was 0.83, meaning that the machine coding can be considered 

reliable. 

All the other scores are presented for each sentiment category below.  

Classification Report for Sentiment Analysis 

                precision    recall  f1-score   support 

 

          neg      0.87      0.95      0.91        65 

none of above      0.00      0.00      0.00         1 

          pos      0.95      0.89      0.92        84 

 

     accuracy                          0.91       150 

   macro avg       0.61      0.62      0.61       150 (due to none of above) 

 weighted avg      0.91      0.91      0.91       150 

 

Confusion matrix for Sentiment Analysis 

[[62  0  3] 

 [ 0  0  1] 

 [ 9  0 75]] 
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