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Abstract 

 The water temperature of global river networks (also referred to as ‘stream temperature’ 

or ‘river temperature’) is an influential control on numerous aspects of water quality and riverine 

ecology, impacting rates of solute processing, dissolved oxygen content, and habitat viability for 

aquatic ecosystems. River water temperatures arise from the complex interplay of hydrological 

processes, atmospheric forcings, anthropogenic disturbances, making river thermal regimes 

challenging to understand and predict at the reach, regional, and global scale. In the absence of 

widespread water temperature observations, models are commonly used to simulate aspects of 

water temperature variability by integrating the influence of basin-specific controls and heat 

fluxes into and out of river systems. In addition to their role as a critical water quality parameter, 

water temperatures can also be leveraged as a practical tool to probe hydrologic interactions 

between stream channels and the underlying subsurface. This dissertation explores three diverse 

applications of water temperature modeling: 1) tracing groundwater-surface water interactions 

around stream restoration structures using water temperature observations; 2) leveraging 

machine learning to infer continental-scale drivers of river thermal behavior; and 3) predicting 

water temperatures at high spatial and temporal resolutions with coupled temperature-hydrologic 

models. 

 The first chapter of this dissertation uses water temperature heat tracing methods, in 

combination with other field observations, to characterize hyporheic exchange induced by beaver 

dam analogue restoration structures. Beaver dam analogues are process-based restoration 

structures designed to mimic the effects of natural beaver dams and stabilize degraded and 

incised river reaches. Despite their frequent application, the influence of these structures on 

groundwater-surface water hydrology remains unclear. Vertical heat tracing, measurements of 



 

 

hydraulic head, and analyses of porewater biogeochemistry were used to investigate hydrologic 

behavior associated with three beaver dam analogues installed on Red Canyon Creek, WY, USA. 

These analyses demonstrated that while the restoration structures had a negligible effect on 

overall stream chemistry, beaver dam analogues were capable of producing heterogeneous and 

localized regions of hyporheic exchange. These results highlight the effectiveness of using water 

temperatures to trace vertical heat flow and related groundwater-surface water interactions in 

tandem with other field-based observations. 

 Given the demonstrated impacts of water temperatures on river water quality, it is critical 

to better understand how the dominant controls on river thermal regimes vary in time and across 

broad spatial scales in order to design more effective watershed management strategies. Machine 

learning models are well suited to this objective, as they can generate accurate predictions of 

environmental processes while revealing key interactions between variables in large datasets. In 

the second chapter of this dissertation, a suite of random forest models was used to predict 

metrics of river temperature variability across the conterminous US using watershed 

characteristics extracted from a publicly-available dataset. Variable importance metrics were 

then interpreted to infer the underlying controls on river temperatures. Regional climate forcings 

tended to most closely control river temperature magnitude, though those forcings were mediated 

by the influence of hydrological processes, watershed characteristics, and anthropogenic 

disturbances. Results from the random forest models underscored the challenge in predicting 

aspects of water temperature variability at continental scales, particularly when river thermal 

regimes are disrupted by dams and reservoirs. The presented machine learning approach to river 

temperature prediction illustrates how large environmental datasets can be leveraged to provide 

discerning insight into the drivers of hydrologic and thermal processes. 



 

 

 To supplement predictions of water temperatures at point locations along the river 

network, deterministic energy balance models are often applied to provide spatially distributed 

and temporally continuous water temperature simulations. Deterministic water temperature 

models function by quantifying radiative, turbulent, and advective heat fluxes into and out of a 

river at the air-water and water-streambed interfaces. While such water temperature models are 

often applied within single catchments, many watershed management applications require high 

resolution predictions of temperatures at a broader spatial extent. The third chapter of this 

dissertation focuses on the development of a coupled hydrological-water temperature energy 

balance model in a single test basin with the potential for expansion to the full conterminous US. 

Using forcings and outputs from the National Water Model, a continental-scale hydrologic 

model implemented by NOAA and NCAR, several water temperature model configurations of 

increasing complexity were tested to evaluate tradeoffs between performance and computational 

efficiency. Modeling efforts demonstrated that the National Water Model can be effectively 

leveraged to provide high-quality predictions of hourly water temperatures throughout a river 

network, though critical challenges remain in expanding coupled water temperature models to 

continental scales.  
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Abstract 

Beaver dam analogues (BDAs) are a cost-effective stream restoration approach that 

leverages the recognized environmental benefits of natural beaver dams on channel stability and 

local hydrology. While natural beaver dams are known to exert considerable influence on the 

hydrologic conditions of a stream system by mediating geomorphic processes, nutrient cycling, 

and groundwater-surface water interactions, the impacts of beaver-derived restoration methods 

on groundwater-surface water exchange are poorly characterized.  To address this deficit, we 

monitored hyporheic exchange fluxes and streambed porewater biogeochemistry across a 

sequence of BDAs installed along a central Wyoming stream during the summer of 2019. 

Streambed fluxes were quantified by heat tracing methods and vertical hydraulic gradients. 

Biogeochemical activity was evaluated using major ion porewater chemistry and principal 

component analysis (PCA).  Vertical fluxes of approximately 1.0 m/day were observed around 

the BDAs, as was the development of spatially heterogeneous zones of nitrate production, 

groundwater upwelling, and anaerobic reduction. Strong contrasts in hyporheic zone processes 

were observed across BDAs of differing sizes. This suggests that structures may function with 

size-dependent behavior, only altering groundwater-surface water interactions after a threshold 

hydraulic step height is exceeded. Patterns of hyporheic exchange and biogeochemical cycling 

around the studied BDAs resemble those around natural beaver dams, suggesting that BDAs may 

provide comparable benefits to channel complexity and near-stream function over a one-year 

period. 

1. Introduction 

 In recent years, stream restoration techniques have increasingly been applied to degraded 

riparian systems to reduce reach-scale homogeneity and promote hyporheic exchange (Bernhardt 
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et al., 2005; Kasahara & Hill, 2006; Zimmer & Lautz, 2015). Shifts in land-use practices and 

livestock overgrazing in the western United States have reduced vegetation cover and accelerated 

surface runoff, leading to downcutting and stream incision (Chaney et al., 1993). The 

deterioration of streams in the western US has led to the development and application of a 

variety of stream restoration techniques that include the installation of log dams, debris dams, 

and cross-vanes (Fanelli & Lautz, 2008; Lautz et al., 2006; Lautz & Fanelli, 2008). These 

engineered restoration approaches generate bedforms that induce hydraulic head differentials, 

driving surface waters into the biologically active hyporheic zone (Brunke & Gonser, 1997; 

Kasahara & Hill, 2006). With increased exchange between surface water and groundwater, the 

hyporheic zone of a restored stream becomes a critical region of solute processing, contributing 

to improvements in near-stream hydrological and ecological function (Lautz & Fanelli, 2008). 

 Although engineered restoration structures alter hyporheic exchange (Daniluk et al., 

2013; Fanelli & Lautz, 2008; Kasahara & Hill, 2006; Zimmer & Lautz, 2015), land managers in 

the western US have sought a less expensive and more dynamic solution to address stream 

homogenization and incision. New restoration approaches have taken inspiration from natural 

dam designs of the North American beaver, Castor canadensis. Aptly referred to as “ecosystem 

engineers”, the North American beaver drastically modifies riparian systems by building 

channel-spanning dams that impound water, elevate water tables, reduce discharge velocities, 

and trap organic matter and sediment (Naiman et al., 1988; Westbrook et al., 2006). These 

riparian zone alterations are particularly beneficial to semi-arid landscapes, where the hydrologic 

effects of beaver dams can provide resiliency to near-stream wetlands and vegetation threatened 

by drought (Fairfax & Small, 2018). Much like engineered restoration structures, beaver dams 

also create streambed pressure gradients that enhance hyporheic exchange and subsurface 
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biogeochemical activity (Briggs et al., 2012, 2013). However, by contrast, beaver dams are 

inherently transient structures. Their permeable nature, coupled with frequent breaching events, 

promotes complexity in stream morphology and minimizes channelization (Pilliod et al., 2018; 

Pollock et al., 2014; Wegener et al., 2017). Despite the recognized hydrologic benefits of beaver 

dams, the historical extirpation of beaver populations in the western US has left riparian systems 

at risk of degradation, increased channel erosion, and lowered groundwater tables (Lautz et al., 

2019; Naiman et al., 1988).   

To leverage the benefits of natural beaver dams in the absence of beaver populations, 

beaver dam analogues (BDAs) have emerged as a dynamic stream restoration solution in the 

western US (Lautz et al., 2019; Pilliod et al., 2018; Pollock et al., 2014). BDAs are temporary, 

semi-permeable, and inexpensive channel-spanning structures constructed with the intent of 

mimicking the effects of beaver dams on riparian systems (Pollock et al., 2014, 2015). A BDA 

consists of several wooden posts pounded vertically into the streambed, willow branches woven 

between these posts, and cobble fill material placed upstream of the structure (Pollock et al., 

2015). Grass, sand, and mud are also packed into the woven willow branch fabric to improve the 

structure’s ability to retain water. While a BDA requires consistent maintenance to sustain its 

structural integrity, the construction process is cost-effective and requires little machinery in 

comparison to engineered restoration designs.  

The primary hydrologic goal of a BDA is to create an area of slow-moving water 

upstream of the dam (Shahverdian et al., 2019). The impoundment of water behind a BDA raises 

the local water table, reconnecting an incised stream to its floodplain (Pollock et al., 2015). 

BDAs are most effective when installed in sequence because, much like natural beaver dams, 

interactions between the structures amplify the net effect on a riparian system (Pollock et al., 
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2015; Shahverdian et al., 2019). Unlike static engineered restoration structures, BDAs are 

intentionally dynamic features intended to allow a channel to return to its natural heterogeneous 

state (Pollock et al., 2014). Generally, BDAs are constructed with the geomorphic goal of 

inducing aggradation and limiting incision, but they may also contribute ancillary benefits such 

as increased hyporheic flow and subsurface biogeochemical cycling. 

While the popularity of beaver-inspired restoration approaches in the western United 

States has grown swiftly in recent years (Lautz et al., 2019; Pilliod et al., 2018), fundamental 

questions about their effect on groundwater-surface water interactions, including hyporheic 

exchange, remain unanswered. Beaver dam analogues are inherently distinct from both 

engineered restoration structures and natural beaver dams and therefore may alter stream 

function in different ways. For example, it is unclear if BDAs can induce similar magnitudes of 

hyporheic exchange fluxes relative to other channel-spanning structures given that they may be 

present for only short, single-year time scales. To address this gap in knowledge, this study seeks 

to (1) characterize patterns of hyporheic exchange and biogeochemical redox zonation associated 

with BDAs and (2) examine the causes of variability between the hydrologic effects of BDAs at 

the reach scale. 

2. Methods 

2.1. Study Site 

Red Canyon Creek is a third-order, meandering stream located near Lander, WY, east of 

the Wind River Range (Figure 1). The magnitude and frequency of peak streamflow events in 

this semi-arid region are generally controlled by spring snowmelt, resulting in large variance 

between average monthly stream discharges (Lautz et al., 2006). Streamflow rates at the time of 

this study were typical of summer baseflow conditions, at around 150 to 200 L/s (Jin et al., 
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2012). The Red Canyon Creek watershed is underlain by the Permian Phosphoria Formation and 

the gypsum-rich Triassic Chugwater Formation, which source the silt and sandy gravels that 

make up the streambed substrate and alluvial valley floor. A previous study of Red Canyon 

Creek estimated that the streambed has a hydraulic conductivity between 10-5 and 10-6 m/s 

(Lautz et al., 2010). The majority of the 80 km2 Red Canyon Creek watershed is sustainably 

managed as a cattle ranch by The Nature Conservancy (TNC) of Wyoming. Red Canyon Creek, 

like many other streams in the western US, has been degraded by stream incision, largely as a 

result of livestock activity. In an effort to counteract accelerated erosive processes, TNC has 

employed a variety of in-stream restoration structures including log dams and debris dams to 

disperse the focused energy of incisive flows. Restoration structures installed by TNC within the 

Red Canyon Creek watershed have been extensively studied to evaluate their ability to alter 

stream morphology, hyporheic exchange, and porewater geochemistry (Fanelli & Lautz, 2008; 

Jin et al., 2012; Lautz et al., 2006). The Red Canyon Creek watershed is part of a larger 

ecoregion in the western US that has historically sustained beaver populations (Gibson & Olden, 

2014). As such, the watershed has been the subject of numerous studies exploring the 

hydrological and geochemical effects of natural beaver dams on riparian function and stability 

(Briggs et al., 2012, 2013, 2014; Jin et al., 2009). While isolated beaver populations still inhabit 

the upper tributaries of the watershed, few beaver have occupied the lower reaches of Red 

Canyon Creek since 2015.  

To reduce stream incision and promote streambed aggradation, five beaver dam 

analogues were constructed on Red Canyon Creek from April to August of 2018 as part of a field 

workshop hosted by the Natural Resources Conservation Service and Utah State University, in 

collaboration with TNC.  The BDA restoration structures (BDA 1-5) were installed along a 
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~200-m reach of Red Canyon Creek (Figure 1).  BDAs 2, 3, and 4 were built in sequence with a 

spacing of approximately 30 m using best-practice construction techniques involving wooden 

posts, woven willow branches and other riparian vegetation, and streambed sediment (Figure 2). 

After their installation, the BDAs formed discontinuous hydraulic steps over the structures. BDA 

2 and BDA 3 induced water surface drops of 0.14 m and 0.12 m respectively, while BDA 4 

formed a larger water step of 0.40 m. BDAs 1 and 5 were excluded from analysis in this study, as 

they were built using experimental designs and failed before the summer of 2019. Field data 

were collected roughly one year after the installation of the BDAs on Red Canyon Creek. 

2.2. Field Data Collection 

To assess the magnitude and direction of vertical water fluxes in the streambed around 

the BDAs, 11 vertical temperature profiles were installed to measure the propagation of the 

diurnal temperature signal of the stream water into the subsurface (Figure 2). Each vertical 

temperature profile consisted of three Thermochron iButton temperature loggers (DS1922L, 

Maxim Integrated Products, Inc., San Jose, California) imbedded into wooden dowels with 

diameters of 3.2 cm.  The iButton temperature loggers have a manufacturer-reported accuracy of 

±0.5°C and a resolution of 0.0625°C. The vertical profiles were driven into the streambed such 

that the iButton sensors were positioned at the streambed interface and at depths of 10 cm and 20 

cm. Stream water and porewater temperatures were recorded at 10-minute intervals over 188 

hours, spanning from July 23 to July 31, 2019. 

The streambed surrounding the BDAs was also instrumented with 47 mini-piezometers to 

allow for the collection of hyporheic porewater samples and the measurement of vertical 

hydraulic gradients. The mini-piezometers were composed of 1.25 cm diameter polyvinyl 

chloride (PVC) pipe screened over the bottom 5 cm. The mini-piezometers were inserted into the 
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streambed such that the screened depth extended from 17.5 cm to 22.5 cm below the bed, 

allowing for a mean sampling depth of 20 cm. Vertical hydraulic gradients (VHGs) were 

determined at each mini-piezometer by measuring the difference in water height between the 

stream surface and the water level in the mini-piezometer (Lautz & Fanelli, 2008).  

To collect streambed porewater, the mini-piezometers were purged and water samples 

were extracted using a syringe and plastic tubing. Porewater samples (n = 47) were filtered 

during extraction using 0.45 μm Millex-HN nylon filters and refrigerated in preparation for 

laboratory analysis. A streamwater sample was collected concurrently to the collection of 

porewater samples and filtered using the same process. Samples were analyzed for major ions 

and nutrients using ion chromatography (Dionex ICS-2000, Thermo Fisher Scientific Inc., 

Waltham, MA) and induced coupled plasma optical emission spectrometry (Perkin Elmer 

Optima 3300DV, Perkin–Elmer, Waltham, MA). 

The bed topography, dam crests, and water surface elevations were surveyed using a 

Nikon Nivo 5.M total station. A total of 281 elevation points were measured along the study 

reach.  Recorded elevations were used to generate thalweg topography cross-sections via inverse 

distance weighting interpolation in ArcGIS Pro. Water surface drops over the dams were 

assessed by calculating the difference in surveyed elevation between the wetted dam crest and 

the downstream water surface. 

2.3. Vertical Heat Tracing 

Vertical exchange fluxes were calculated at each temperature profile using the Vertical 

Fluid Heat Transport Solver (VFLUX 2; Gordon et al., 2012; Irvine et al., 2015) using analytical 

solutions to the one-dimensional heat transport equation (Hatch et al., 2006). The VFLUX script 

employs time-series measurements of water temperature to isolate the diurnal signals and 
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calculate vertical streambed flux using a variety of phase amplitude and lag-based solutions 

(Gordon et al., 2012). Vertical flux accuracy was optimized using a workflow introduced by 

Irvine et al. (2017) that leverages the sequential application of heat transport solutions developed 

by Hatch et al. (2006) and Luce et al. (2013) to minimize error, especially in the case of 

upwelling conditions (Irvine et al., 2017). The first and last 24 hours of time-series flux estimates 

were removed to prevent edge effects introduced by the VFLUX filtering process (Hatch et al., 

2006). Vertical temperature profile sensor pairs were individually selected at each measurement 

location to minimize the uncertainty of VFLUX results for varying upwelling and downwelling 

conditions (Figure 3). The selected sensor pairs produced amplitude ratios and time lags within 

the expected bounds, ensuring VFLUX converged on real flux values in each location (Gordon et 

al., 2012). Thermal and physical parameter inputs to VFLUX (Table 1) were adapted from 

previous heat tracing studies within the watershed (Briggs et al., 2012). 

2.4. Water Chemistry Principal Component Analysis 

Principal component analysis (PCA) is a widely used linear transformation technique that 

aims to summarize interdependent variance within a complex set of variables and reduce the 

dimensionality of a dataset to ease interpretation (Abdi & Williams, 2010; Jolliffe & Cadima, 

2016). PCA has been used extensively to classify hyporheic porewaters, particularly in studies 

concerning the effects of dams and restoration structures on biogeochemical cycling (Briggs et 

al., 2013; Gordon et al., 2013; Lautz & Fanelli, 2008; Zimmer & Lautz, 2014). A PCA procedure 

was applied to a set of redox-sensitive ion concentrations (NH4
+, NO3

-, SO4
2-, Mn, Fe) measured 

in Red Canyon Creek porewaters in order to group porewaters into distinct chemical categories. 

Prior to the application of PCA, the concentrations of each chemical species were normalized to 

a mean of 0 and a standard deviation of 1, such that the relative magnitudes of concentrations 
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were not unduly weighted during linear transformation (Zimmer & Lautz, 2014). First and 

second principal component scores with accompanying loadings and eigenvalues are reported for 

47 porewater samples and one stream water sample. 

3. Results 

3.1. Vertical Streambed Fluxes 

Estimates of vertical flux from heat tracing were calculated at each of the 11 vertical 

temperature profiles. Over the seven days of temperature measurements, hourly estimates of flux 

showed negligible variation. Given the stationarity of the flux estimates, median flux rates were 

used to summarize flux magnitude and direction at each measurement point in order to enable 

comparison between structures (Figure 3). These median fluxes along the reach ranged from -

1.00 m/day (downwards) to 1.25 m/day (upwards).  Magnitudes of temperature-derived vertical 

fluxes were spatially organized as a function of distance from the BDAs (Figure 3).  At vertical 

temperature profiles distant from the dams, median flux values were consistently small (-0.15 < q 

< 0.05 m/day) with no clear directionality. These locations were considered to be outside the 

range of influence of the BDAs. In general, flux rates increased in magnitude with proximity to 

the dams in both the upstream and downstream directions. Flux measurements at P2 and P10 

immediately upstream of BDAs 2 and 4 had strong downwelling signals, with median flux 

values of -0.64 and -1.00 m/day, respectively. Median upwelling fluxes of 0.70 and 1.25 m/day 

were observed at P7 and P11, downstream of BDAs 3 and 4. Flux measurements adjacent to 

BDA 4 were larger than those observed at the other beaver dam analogues in both the upstream 

and downstream directions. 

The directions of vertical hydraulic gradients (VHGs) obtained from direct measurements 

of hydraulic heads in piezometers generally coincided with the spatial distribution of thermally-
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derived exchange fluxes (Figures 3 & 4). VHGs were either neutral or small and negative 

(downward) at all measurement locations near BDAs 2 and 3. Median vertical hydraulic 

gradients at BDAs 2 and 3 were -0.08 and -0.09 respectively, equating to head differences of 

approximately 2 cm between the stream and the streambed. No relationship was observed 

between VHG and distance from these BDAs. Conversely, gradient measurements at BDA 4 

were spatially organized similar to the pattern observed in the thermally-derived vertical fluxes. 

Upstream of BDA 4, hydraulic gradients were consistently downward and larger in magnitude 

than those observed at BDAs 2 and 3. VHGs were an order of magnitude larger in a narrow 

region immediately upstream of BDA 4, with vertical gradients reaching values up to -2.0. This 

area of large, downward hydraulic gradients extended roughly 3 m upstream of BDA 4. 

Downstream of BDA 4, positive VHGs of up to 0.1 were observed at the three mini-piezometers 

closest to the dam. Point measurements of hydraulic gradients and thermally-derived exchange 

fluxes were not co-located and differed at some locations near BDAs 2 and 3, likely due to 

small-scale heterogeneity in streambed sediment conductivity. Head gradients are a function of 

both true downward flux and hydraulic conductivity. Therefore, the magnitude of large head 

gradients around the BDAs could either reflect significant downwelling, effectively measured by 

heat tracing, or regions of low hydraulic conductivity. 

3.2. Streambed Porewater Chemistry 

The collected stream water samples and a set of 33 historical groundwater samples (Lautz 

& Fanelli, 2008) provided two distinct end-member compositions for comparison to streambed 

porewater samples (Figure 5). Lautz & Fanelli (2008) collected groundwater samples in 2005 

and 2006 from 33 wells spread throughout the meadow immediately south of the Red Canyon 

Creek study reach. The wells were located between 5 m and 125 m from the BDA reach and 
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were screened at depths ranging from 0.8 m to 3.7 m (Lautz & Fanelli, 2008). Both the stream 

water and groundwater were dominated by high concentrations of Ca2+ and SO4
2-, attributed to 

the dissolution of gypsum (CaSO4·2H2O) from the underlying bedrock. The stream and 

groundwater had sulfate concentrations of 206.4 and 434.7 mg/L, respectively. As the dissolution 

of gypsum produces Ca2+ and SO4
2- ions in a 1:1 molar ratio, porewater samples falling near the 

gypsum dissolution line in Figure 5a represent direct mixing between in-stream waters and 

groundwater with little biogeochemical activity. Several streambed porewater samples had 

deficits in SO4
2- with respect to Ca2+, deviating from the gypsum dissolution line. The sulfate 

deficit in these samples was ascribed to biogeochemical reduction processes occurring within the 

hyporheic zone. Conversely, porewaters with elevated concentrations of sulfate in exceedance of 

the stream water end-member by >50% indicate an interaction with groundwater flow paths. 

Such conditions occurred exclusively downstream of BDA 4 at three mini-piezometers, where 

SO4
2- ranged from 305.6 to 445.9 mg/L. 

Concentrations of nitrate in the stream water and groundwater were moderately low at 

0.16 and 0.18 mg NO3
-/L, respectively. Figure 5b shows the range of nitrate present in porewater 

samples and the relationship between NO3
- and SO4

2- within the streambed. Nitrate production in 

porewater was observed within a narrow range of SO4
2- concentrations centered around an in-

stream value of 206.4 mg/L. In samples with low amounts of NO3
- (<0.05 mg/L), SO4

2- was 

often reduced from stream-like concentrations to values approaching zero, producing a 

characteristic “L-shaped” pattern (Gordon et al., 2013). Deficits in sulfate attributed to reduction 

processes were also associated with elevated concentrations of manganese (Figure 5c), iron, and 

ammonium. 
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3.3. Classification of Water Types 

Amongst porewater samples, strong linear correlations between redox-sensitive ions 

(NH4
+, NO3

-, Mn, Fe, and SO4
2-) were observed. To summarize the relationships between 

correlated ion concentrations, principal component analysis (PCA) was used to reduce the 

dimensionality of the dataset into two principal components. Cumulatively, the first two 

principal components accounted for 78.1% of the total variance between redox-sensitive ions. 

Additional principal components accounting for less than 10% of total variance were excluded 

from further analyses. Loadings, eigenvalues, explained variance percentages, and correlations of 

the first two principal components are presented in Table 2. 

The first principal component (PC1) was termed the “redox function” while the second 

principal component (PC2) was termed the “nitrate function”, following the convention of 

previous applications of PCA on porewater geochemistry at Red Canyon Creek (Lautz & Fanelli, 

2008). PC1 was significantly correlated to all redox ions used in the principal component 

analysis (Table 2). The “redox function” serves as a strong proxy for summarizing the loss of 

nitrate and sulfate and the gain of soluble manganese, iron, and ammonia due to biogeochemical 

reduction in the streambed. While PC1 accounts for considerable variation within nitrate values, 

PC2 allows for further discrimination of porewaters based on nitrate production and reduction. 

Of the five ions included in PCA, the “nitrate function” is only significantly correlated to nitrate 

concentrations (Table 2). 

 Each of the 47 porewater samples was assigned two scores corresponding to the loading 

values of the first two principal components and plotted to show variation in “redox” and “nitrate 

scores” (Figure 6). Samples were classified into four porewater types based on the values of the 

principal component scores: reducing conditions, nitrate production, groundwater signature, and 
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stream water signature. Porewater samples within the reducing conditions bin were characterized 

by high redox scores, corresponding to low nitrate and sulfate concentrations and high 

manganese, iron, and ammonia concentrations. The reducing conditions classification accounted 

for the most porewater samples of the four bins (n = 30), containing 64% of all samples. The 

nitrate production class of porewater samples (n = 11) was distinguished by elevated nitrate 

scores, low redox scores, and high concentrations of nitrate. Samples in the groundwater 

signature bin (n = 3) had the lowest redox and nitrate scores, due to their high concentrations of 

sulfate and their relative lack of nitrate. The mean of previously collected groundwater samples 

(Lautz & Fanelli, 2008) fell within the bounds of the groundwater signature category. While the 

porewaters within this classification had chemical signatures most similar to those of 

groundwater, they generally had lower concentrations of Ca2+ and SO4
2- as compared to the 

groundwater end member. This suggests that these porewaters reflect a mixing of surface water 

and groundwater, rather than the discharge of pure groundwater. The stream water signature bin 

(n = 3) was defined by stream-like concentrations of redox-sensitive ions and contained the 

stream water sample in the redox-nitrate space.   

 The porewater classifications at each mini-piezometer were plotted spatially to explore 

the distribution of water types at each BDAs (Figure 7). BDAs 2 and 3 were dominated by large 

regions of reducing conditions, with minor areas of nitrate production upstream and downstream 

at both dams. At BDA 4, porewater conditions were more heterogeneous and tended away from 

the widespread streambed reduction seen at the other dam sites. BDA 4 had a region of nitrate 

production immediately upstream of the dam, followed by a region with a stream water signature 

further upstream. A strong groundwater signature was present on the downstream side of BDA 4. 

Stream water and groundwater signatures were exclusively present at BDA 4 and were not 
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identified at BDAs 2 or 3. 

4. Discussion 

4.1. How do BDAs affect patterns of hyporheic flow and biogeochemical cycling? 

To characterize how the beaver dam analogues altered hyporheic exchange, we first 

considered the state of the streambed prior to the installation of the BDAs. While this study did 

not monitor the channel in its undisturbed state, prior work on the same reach of Red Canyon 

Creek provides a baseline for hydrological conditions. Previous heat tracing results using the 

same methodology as this study found minimal seepage fluxes (< 0.15 m/day) where BDA 4 is 

presently located (Lautz et al., 2010). The historical observations on the reach indicate that 

background exchange fluxes were small in magnitude in the absence of BDAs. This is further 

confirmed by the observations at monitoring sites most distant from the BDAs (e.g., P1, P4, P5, 

P8), which had thermally-derived exchange fluxes of less than 0.1 m/day (Figure 3). Hyporheic 

exchange at these distant sites appears to reflect background conditions, rather than the effects of 

the BDAs. The presence of soluble manganese and iron and the depletion of nitrate and sulfate at 

these locations suggest that residence times were sufficiently long to enable the anaerobic 

reduction of alternate electron acceptors (Lautz & Fanelli, 2008). In a study of neighboring 

Cherry Creek, Briggs et al. (2013) found that the hyporheic zone remained oxic along flow paths 

with residence times up to 1 hour in length, after which the streambed tended towards anoxia and 

reducing conditions. We note that the length of this residence time threshold is highly variable 

across physical settings and is controlled by the supply of DO and DOC, water temperature, and 

the hydraulic properties of the hyporheic zone (Zarnetske et al., 2011). Further exploration of 

residence time thresholds and their biogeochemical effects across diverse settings is presented in 

Gomez et al. (2012). 
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If we assume conditions are consistent throughout the Red Canyon Creek watershed, 

Briggs et al. (2013)’s determination of residence times on Cherry Creek can be applied to the 

hyporheic zone surrounding the BDAs on Red Canyon Creek as a first order approximation. 

Using this method at Red Canyon Creek, a 1-hour residence time is equivalent to a vertical flux 

rate of roughly 1.2 m/day at a depth of 20 cm (Briggs et al., 2013). Streambed fluxes smaller in 

magnitude than this value will permit microbial reduction of terminal electron acceptors in the 

streambed. Therefore, the beaver dam analogues must produce hyporheic flow paths with 

vertical fluxes larger than this threshold to shift regions of the shallow streambed from anaerobic 

reduction to oxic nitrification. 

At BDAs 2 and 3, regarded as smaller dams due to their small hydraulic steps, principal 

component analysis of porewaters indicated that the dams did not produce hyporheic fluxes of 

sufficient magnitude to overcome the natural background of reduction in the streambed (Figure 

7). The presence of isolated regions of nitrification shows that in some locations, hyporheic 

fluxes were sufficiently strong to oxygenate the streambed. However, the spatially heterogeneous 

and limited extent of these areas suggests that their fluxes were more likely controlled by sub-

meter scale variance in streambed conductivity rather than by the influence of the BDAs. 

Thermally-modeled fluxes show that BDAs 2 and 3 did induce exchange in a 1 m region 

upstream and downstream of the dams, but these flows did not exceed the 0.5 m/day threshold 

demonstrated by Briggs et al. (2013) to prompt widespread nitrification. The hyporheic flow 

cells generated around these smaller BDAs follow a general pattern of downwelling upstream 

and upwelling downstream of the dams, but the residence times along these flow paths do not 

appear considerably different than the reach’s natural background. 

In contrast to BDAs 2 and 3, spatial patterns of porewater geochemistry and exchange 
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fluxes at BDA 4 show evidence for a robust hyporheic flow cell with connection to regional 

groundwater flow paths. Strong downward hydraulic gradients upstream of BDA 4 (Figure 4) 

confirm the presence of a significant head differential over the structure. Furthermore, the 

latitudinal homogeneity of these gradients across the channel demonstrates that such gradients 

are likely controlled by the existence of the larger BDA rather than by heterogeneity in 

streambed sediment conductivity. Moderate downward fluxes upstream of BDA 4 enable 

nitrification and the accumulation of nitrate in the streambed, processes that can only occur in 

conditions with sufficient dissolved oxygen (Zarnetske et al., 2011). 

In some regions upstream of BDA 4, the streambed had a geochemical signature similar 

to that of the stream with little evidence of nitrate production (Figures 6 & 7). Zimmer et al. 

(2015) found that along hyporheic flow paths with high rates of exchange (3 m/day), nitrification 

products were unable to accumulate in the streambed due to the brevity of residence times and 

rapid recycling of water through the hyporheic zone. A similar process of ‘hyporheic flushing’ 

occurred upstream of BDA 4, where downward fluxes were sufficiently strong to prevent the 

buildup of nitrate, resulting in a region with stream water signatures. Downstream of BDA 4, the 

ascending limb of the hyporheic flow cell reemerges with an upwelling flux exceeding 1 m/day, 

carrying with it significant concentrations of calcium and sulfate. The geochemistry of these 

upwelling waters suggests that the flow cell produced by BDA 4 extends deep enough into the 

subsurface to interact with regional groundwater paths, which are enriched with products of 

gypsum dissolution (Fanelli & Lautz, 2008; Jin et al., 2010). The spatial extent of nitrate 

production and groundwater signatures in the streambed at BDA 4 indicates that it influences a 

larger spatial range than BDAs 2 and 3, extending up to 4 m upstream and downstream of the 

dam. 
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By considering the spatial distribution of porewater chemistry and estimates of 

downward flux in the context of BDA geometry, the size of the dams and the heights of their 

respective water drops appear to act as a first-order control on the degree of induced hyporheic 

exchange. Prior investigations of debris dams and other channel-spanning features show that the 

generation of hyporheic flows is strongly coupled to the magnitude of hydraulic head drop over a 

structure (Crispell & Endreny, 2009; Hester & Doyle, 2008; Janzen & Westbrook, 2011; 

Kasahara & Wondzell, 2003). Moreover, Janzen & Westbrook (2011) suggest that natural beaver 

dams may function with a size threshold behavior, altering hyporheic flows only after a certain 

dam height is exceeded. With a water surface drop of 0.40 m, BDA 4 was the only structure to 

produce a vertical, looping hyporheic cell that significantly affected spatial patterns of streambed 

porewater biogeochemistry. BDAs 2 and 3, with hydraulic steps of 0.14 m and 0.12 m 

respectively, were unable to replicate effects of BDA 4, generating minor hyporheic flows that 

did not overcome the streambed’s natural background of reduction. 

The disparity in behavior between the structures indicates that BDAs could act in a 

threshold-based manner similar to natural beaver dams. The positive relationship between dam 

height, measured by the hydraulic step, and hyporheic exchange magnitude may arise from the 

model of hydraulic pumping, where longitudinal gradients in streambed hydraulic head govern 

the magnitude of advective transport caused by a channel feature (Elliott & Brooks, 1997). Based 

on observations at this site, the threshold beaver dam analogue hydraulic step height required to 

produce a vertical, looping hyporheic flow cell is between the height of BDA 2 (0.14 m) and the 

height of BDA 4 (0.40 m). This size threshold is expected to differ across physical settings and is 

likely a function of local stream hydraulics (e.g., stream water level, streamflow velocity), 

streambed sediment properties, and dam construction techniques. The dependence of BDA 
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function on hydraulic step height is likely tied to the physical characteristics inherent to BDAs. 

Beaver dam analogues, composed of wooden posts, woven willow branches, and fill material, 

are intrinsically transient and leaky structures. Although BDAs do impound water and create 

upstream pools, their permeable nature does not promote the formation of fixed geomorphic 

conditions such as glides that are typically observed upstream of engineered restoration 

structures (Lautz et al., 2019; Lautz & Fanelli, 2008). Glides are a key geomorphic control on 

hyporheic exchange around other engineered restoration structures, as the change in streambed 

slope associated with these bedforms creates zones of contrasting hydraulic head that drive 

downward flows (Crispell & Endreny, 2009; Tonina & Buffington, 2009). If defined glide-slopes 

are not formed upstream of the BDAs, the dams will not produce the bedform-driven 

hydrodynamic flows that are often observed around impermeable, long-lasting restoration 

structures. Instead, hyporheic exchange will be driven solely by the hydrostatic head differentials 

created by hydraulic steps over the dams, accounting for the observed difference in exchange 

flux intensity between the individual BDAs. Though few field-based studies of BDAs exist, the 

link between BDA height and function has been affirmed in other work. Scamardo & Wohl 

(2020) found that BDA height was a significant predictor of sedimentation volume associated 

with the structures. These findings provide further confirmation that ability of a BDA to alter 

riparian processes is closely linked to BDA size. 

Although BDAs at Red Canyon Creek did produce observable alterations of hyporheic 

exchange, the limited spatial extent of these changes compared to the overall length of the reach 

suggests BDAs did not impart a considerable influence on net surface water chemistry. While the 

hyporheic zone acts as a hotspot for biogeochemical activity, especially around in-stream 

structures, only a small proportion of total streamflow passes through the region, limiting its 
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effectiveness in mediating reach-scale solute concentrations (Briggs et al., 2013; Kasahara & 

Hill, 2006). Instead, the findings of this study suggest that BDAs promote moderate 

groundwater-surface water exchange and induce hyporheic flow paths with a wide spectrum of 

residence times. This may improve near-stream function by creating local heterogeneity in 

streambed biogeochemical cycling, evidenced by the presence of tightly-spaced regions of 

anaerobic reduction, nitrate production, and groundwater upwelling (Figure 7). The varied 

streambed environments induced by BDAs have the potential to support unique microhabitats for 

aquatic fauna, whose biodiversity is strongly coupled to the physical complexity of the hyporheic 

zone ecotone (Boulton et al., 1998; Brunke & Gonser, 1997). 

4.2. Do BDAs function similarly to natural beaver dams? 

As BDAs draw their primary inspiration from the designs of beaver, it is worth 

considering their ability to alter groundwater-surface water interactions in comparison to the 

function of natural beaver dams. The considerable breadth of work on natural beaver dams 

within the Red Canyon Creek watershed (Briggs et al., 2012, 2013, 2014) allows for a 

straightforward comparison with the BDAs of this study, assuming physical and hydrologic 

conditions are consistent throughout the watershed. The formerly observed beaver dams on 

neighboring Cherry Creek had water surface drops of 0.35 m and 0.75 m (Briggs et al., 2012), 

making them most closely comparable to BDA 4 in terms of size. At these sites, Briggs et al. 

(2012) estimated that downward hyporheic fluxes ranged from 1.2 m/day to 1.6 m/day at 

upstream glide locations and that fluxes were generally organized by streambed morphology, 

decreasing in magnitude with distance from the beaver dams. The presence of similar fluxes 

upstream of BDA 4 suggests that beaver dam analogues and natural beaver dams of equivalent 

size can produce hyporheic fluxes of comparable magnitudes. 
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The BDAs were also capable of reproducing spatial patterns of biogeochemical cycling 

observed around natural beaver dams. At locations closest to both the BDAs and the natural 

beaver dams, high flux rates diverted oxygenated stream water into the streambed, allowing 

shallow hyporheic flow paths with short residence times to remain oxic (Briggs et al., 2013). 

With increasing distance from both types of structures, limited downward fluxes resulted in a 

shift toward low dissolved oxygen conditions supporting anaerobic reduction (Figures 3 & 7). 

The signature of groundwater mixing present downstream of BDA 4 was not observed at the 

natural beaver dams on Cherry Creek, though this dissimilarity may be attributed to local 

differences in sediment hydraulic conductivity or the position of the structures within regional 

groundwater flow paths. The BDAs on Red Canyon Creek were capable of recreating the spatial 

distribution of hyporheic exchange created by similarly-sized natural beaver dams within a one-

year period. However, it remains unclear if the effects of BDAs can be scaled up to replicate 

those of larger, maintained beaver dam complexes or extended to time scales longer than the one 

year of this study. 

4.3. What factors influence the function of BDAs? 

 In their commentary on the widespread installation of beaver-related restoration 

approaches, Lautz et al. (2019) call for a thorough investigation into the underlying factors that 

regulate BDA efficacy. While this study identifies that dam size acts as a first-order control on 

the function of BDAs, there are a number of other factors that likely influence the effects of 

BDAs on groundwater-surface water interactions. Beaver dam analogues are intended to be 

installed in sequence, allowing for interaction between dams (Pollock et al., 2015), yet the effect 

of this cumulative behavior on hyporheic exchange remains largely unquantified. Although the 

most effective dam in this study was the most downstream structure in its sequence, it is difficult 
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to separate the cooperative contributions of BDAs 2 and 3 from the impact of the larger size of 

BDA 4. The upstream BDAs have the potential to affect hyporheic flows at downstream 

structures via multiple mechanisms. In the case of natural beaver dams, the first dam in a 

sequence has been shown to aggrade a larger proportion of pore-clogging, fine sediment before it 

can be transported and deposited further downstream (Curran & Cannatelli, 2014). A similar 

process may occur along a sequence of BDAs. This would result in higher streambed 

conductivity and larger magnitude hyporheic flows at more downstream dams due to the lack of 

available sediment. While this hypothesis is promising, further study of the BDAs’ longitudinal 

effect on sediment character is required to verify its legitimacy. Waters diverted into the 

hyporheic zone by the upstream BDAs also have the potential to reemerge at downstream dams, 

contributing to the upwelling signal observed at the last BDA in the sequence. However, this 

scenario is likely implausible at Red Canyon Creek given the configuration and roughly 30 m 

spacing of the BDAs. At this site, hyporheic cells induced by restoration structures were 

observed to have flow paths that become horizontal at depths less than 1 m (Briggs et al., 2012; 

Lautz et al., 2006). The limited depths of these flow cells suggest that exchange fluxes generated 

by individual BDAs are unable to directly interact with other BDAs in a sequence due to their 

spacing. Additional study of the function of beaver dam analogues in sequence is required to 

isolate their additive interactions and to establish an optimal spacing interval between the 

structures. 

 The ability of a beaver dam analogue to effectively influence hyporheic exchange, as 

observed at BDA 4 (Figure 4), is also expected to strongly depend on the location of the structure 

in the broader spatial context of channel meanders and regional groundwater flow. Previous 

modeling of Red Canyon Creek demonstrates that the stream rapidly oscillates between gaining 
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and losing water over its length, as the complex geometry of its meanders interacts with the 

regional south to north trend in groundwater flow (Figure 1) (Lautz & Siegel, 2006). Lautz et al. 

(2006) show that hyporheic interactions around debris dams are particularly dependent on 

whether a reach is gaining or losing to the subsurface. At BDAs 2 and 3, where vertical hydraulic 

gradients and prior modeling suggest that the stream is losing, downward hyporheic flows were 

more likely to be captured by regional subsurface flows and not reemerge downstream (Lautz et 

al., 2006). By contrast, BDA 4 was located in a portion of the reach where regional flow paths 

are expected to rejoin the stream. When a debris dam is positioned along a gaining reach, water 

diverted into the subsurface by the structure may be quickly returned to the channel, potentially 

bearing with it the geochemical signature of groundwater (Lautz et al., 2006). This process may 

contribute to the upwelling of sulfate-rich waters downstream of BDA 4, though it remains 

challenging to decouple the magnitude of this effect from other explanatory factors such as dam 

size. The interactions between the BDAs and regional hydrology are also dependent on the 

streamflow conditions at the time of observation. While the results of this study hold for 

baseflow conditions, further work is required to extend these findings to other points in time 

throughout the annual hydrograph. 

5. Conclusion 

 The results of this study indicate that, under certain circumstances, beaver dam analogues 

effectively promote spatial heterogeneity in hyporheic exchange fluxes and subsurface 

biogeochemical cycling. While the two smaller dams, BDAs 2 and 3, produced fluxes that 

exceeded those of pre-restoration conditions, residence times along these flow paths remained 

sufficiently long such that anaerobic reduction persisted as the dominant streambed process. 

Exchange fluxes associated with BDA 4 were larger in magnitude, prompting the development 
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of hotspots of varied biogeochemical activity via increases in the supply of dissolved oxygen to 

microbial communities in the hyporheic zone. This study attributes the difference in performance 

between the BDAs to a size threshold behavior, where patterns of streambed biogeochemical 

cycling are altered after a site-dependent dam height is reached. The functional similarity 

between BDAs and beaver dams of equivalent size demonstrates that the structures likely induce 

hyporheic exchange by a common hydrodynamic mechanism. We observed that BDAs 

effectively replicate the functions and impacts of their natural counterparts in the short term, 

though it remains unclear if they can maintain these effects over years to decades. 

 As one of the first field studies examining the influence of BDAs on hyporheic processes, 

these results guide the future design and implementation of beaver-inspired restoration 

approaches. In order to achieve heterogeneity in hyporheic conditions, this study suggests that 

BDAs be constructed to produce a hydraulic step exceeding a specified threshold height, though 

this threshold value is likely a function of local hydrology and streambed sediment character. 

The additive nature of BDAs in sequence is widely acknowledged, but our observations from the 

three structures on Red Canyon Creek were insufficient to isolate the degree to which this effect 

influenced hyporheic exchange. While the behavior of the dams in sequence, coupled with other 

factors such as regional hydrology, may affect the performance of the structures, these results 

indicate that the size of a BDA’s hydraulic step acts as the primary control on its ability to alter 

groundwater-surface water interactions. 
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Figures 

 

Figure 1. Aerial image of the study site and its location within the United States. The installation 

and monitoring of three BDAs occurred along a roughly 60 m segment of Red Canyon Creek. 
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Figure 2. Site maps of beaver dam analogues with locations of instrumentation. Vertical 

temperature profiles are labeled from P1 (upstream, BDA2) to P12 (downstream, BDA4). The 

direction of streamflow is indicated by black arrows. 
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Figure 3. Simplified boxplots indicating the minimum, median, and maximum vertical water 

flux estimated at each temperature profile plotted against thalweg distance. Positive flux values 

indicate upwelling and negative flux values indicate downwelling. Vertical temperature profiles 

(P1-P12) are displayed with iButtons at depths of 0 m, 0.1 m, and 0.2 m. White highlighted 

iButtons indicate the optimal sensor pair used to obtain thermally-derived exchange fluxes. 

Relative elevations were standardized at each BDA by subtracting the mean elevation from each 

survey point.  Flow is from left to right in all profiles. 
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Figure 4. Spatial distribution of vertical hydraulic gradients (VHG) at (A) BDA 2, (B) BDA 3, 

and (C) BDA 4. Positive gradient values are upwards and negative gradient values are 

downwards. Interpolation of mini-piezometer hydraulic gradient measurements was performed 

using inverse distance weighting interpolation 
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Figure 5. Bivariate plots of major ion chemistry collected from streambed porewater, stream 

water, and groundwater. The slope of the dissolution line in (A) represents the dissociation of 

gypsum at a 1:1 equivalence ratio. ✝Groundwater value from October 2005 (Lautz & Fanelli, 

2008).  
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Figure 6. Redox score (PC1) and nitrate score (PC2) results from principal component analysis 

(PCA) plotted by beaver dam analogue. Samples were classified into four categories (nitrate 

production, reducing conditions, groundwater signature, and stream water signature) based on 

PCA results. ✝Groundwater value from October 2005 (Lautz & Fanelli, 2008). 
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Figure 7. Classification of porewater type (collected and analyzed at each mini-piezometer) 

based on principal component analysis at (A) BDA 2, (B) BDA 3, and (C) BDA 4. 

  



 

 

32 

Tables 

Table 1. Sediment parameters used in vertical flux heat transport modeling. ✝ 

Parameter Value Units 

Porosity 0.35 Dimensionless 

Thermal dispersivity (β) 0.001 m 

Thermal conductivity of the sediment (λ0) 0.0033 cal s-1 cm-1 °C-1 

Volumetric heat capacity of the sediment (Cs) 0.5 cal cm-3 °C-1 

Volumetric heat capacity of the water (Cw) 1.0 cal cm-3 °C-1 

✝Parameter values adapted from prior heat transport modeling in the watershed 

by Briggs et al. (2012.). 
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Table 2. Loadings, eigenvalues, and explained variance of the first two principal components. 

Correlations presented between the principal components and the concentrations of individual 

redox species. 

 
PC1 

 (Redox function) 
 p 

PC2 

 (Nitrate function) 
 p 

PCA loadings    
 

NH4
+  0.45  0.78 0.12 ns 

NO3
- -0.24 -0.41 0.96  0.91 

Mn  0.51  0.89 0.02 ns 

Fe  0.50  0.87 0.18 ns 

SO4
2- -0.47 -0.81 -0.15 ns 

     
     
Eigenvalue 3.02  0.89  

Explained variance  60.3%   17.8%  

Cumulative explained 

variance 
 60.3%   78.1%  

ns = not significant at p < 0.05 
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Chapter 2: Machine learning unravels controls on river water temperature regime 
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Abstract 

Water temperature is vitally important to the health of rivers and streams, influencing the 

integrity of ecosystems, aquatic biogeochemistry, and the habitability of waterways for a variety 

of species. While climate is often regarded as the primary driver of stream temperature regimes, 

other factors - including hydrology, watershed characteristics, and human impacts - add 

substantial complexity to the variability of water temperatures. However, it remains challenging 

to disentangle the influence of these drivers through time and across rivers spanning diverse 

settings. To quantify the underlying controls on river thermal regimes, we applied random forest 

algorithms to model maximum monthly temperatures and thermal sensitivities at 410 watersheds 

spanning the conterminous United States. We interpreted these random forest models using 

variable importance rankings, describing seasonal and spatial variability in the dominant controls 

on water temperatures. Although our empirical results confirm that climate is indeed a primary 

control on temperature magnitude, our models highlight the diversity in drivers of water 

temperature variability across seasons, hydrologic regions, and between metrics. By combining 

random forest models with process-based understanding of stream thermal regimes, we provide 

new insights on the dynamic controls of water temperature variability across broad geographical 

domains, informing region- and season-specific controls for tailored thermal watershed 

management and guiding the framing of future water temperature modeling. 

1. Introduction 

The water temperature of streams is a leading control on overall water quality, mediating the rate 

of solute processing and the viability of aquatic habitats (Caissie, 2006; Ouellet et al., 2020; Steel 

et al., 2017; Webb et al., 2008). As such, it is critical to understand the distribution of stream 

thermal regimes and to identify the underlying environmental drivers of water temperature 
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variability. Though there are many examples of studies that have characterized key drivers of 

river flow regimes at regional, national, and global scales (Hammond et al., 2021; Konapala & 

Mishra, 2020; Price et al., 2021; Singh & Basu, 2022), there are comparatively fewer studies that 

seek to categorize river thermal regimes over large geographical domains. Recent efforts to 

classify stream temperature behavior into distinct groups have emphasized that while general 

patterns in variability driven by regional climate gradients exist, thermal regimes are strongly 

heterogeneous - indicating the presence of other, second-order drivers (Garner et al., 2014; Hill 

et al., 2014; Maheu et al., 2016; Willis et al., 2021).  

The controls on stream thermal regimes are diverse, spanning a range of meteorologic, 

landscape, and hydrologic processes across nested space and time domains (Dugdale et al., 2017; 

Hannah & Garner, 2015; Webb, 1996). Although climate appears to be the dominant macro-scale 

control on stream temperature, hydrologic and watershed characteristics likely moderate climate 

forcings, introducing complexity at the basin and reach scale (Hannah & Garner, 2015; Laizé et 

al., 2017). Supplementing these site-specific controls, the transformative effect of anthropogenic 

activity on earth system processes can perturb numerous aspects of stream thermal regimes 

(Croghan et al., 2019; Ficklin et al., 2023). Broadly, human activity alters climate forcings on 

streams (anthropogenic climate change), as well as the hydrologic and landscape controls that 

mediate those forcings (urbanization, deforestation, GW pumping, channelization, dam 

construction, wetland destruction) (Caissie, 2006; Poole & Berman, 2001). Given the close links 

between global climate patterns and stream thermal regimes, future anthropogenic warming is 

anticipated to propagate into warming of water temperatures (Caldwell et al., 2015; Isaak et al., 

2012; Michel et al., 2022; van Vliet et al., 2011). However, trends in future water temperatures 

are likely to be geographically non-uniform due to the space-time variability of watershed and 
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hydrologic forcings (Kelleher et al., 2021). Therefore, it is remarkably important, both to the 

management of thermal regimes and to the ecosystem services provided by river networks, to 

better understand how climate and watershed processes interact in space and time to control 

water temperature behavior. 

 The relationships between thermal regimes and moderating environmental factors are 

likely nonlinear and interactive. As such, nonparametric data-driven methods are needed to 

disentangle the primary controls on stream temperatures (Konapala & Mishra, 2020). Despite 

large volumes of environmental data, many process-based models struggle to uncover complex 

macro- and basin-scale patterns inherent to hydrologic systems (Nearing et al., 2021). In this 

context, supervised machine learning algorithms are a popular tool to overcome this hurdle 

because such tools are capable of parsing large environmental datasets and inferring subtle 

relationships between input predictors and output variables without explicitly representing 

physical processes (Konapala & Mishra, 2020; Nearing et al., 2021; Tyralis et al., 2019). While 

machine learning approaches have been increasingly applied to water resources prediction, only 

a limited number of studies use the technique to identify influential controls on hydrologic 

behavior (Addor et al., 2018; Gannon et al., 2022; Hammond et al., 2021; Hill et al., 2014; 

Konapala & Mishra, 2020).  

Though our understanding of controls on river temperature regimes continues to develop, 

we still lack insight regarding how the dominant controls on thermal characteristics vary 

seasonally and across broad spatial scales. To address this, we leverage publicly available 

records of stream temperature and environmental covariates at 410 sites to explore the following 

questions: 

1. What are the relative influences of climate, watershed characteristics, hydrologic 
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controls, and anthropogenic disturbances on stream temperature magnitude and 

variability in the conterminous US?  

2. Do the dominant drivers of stream thermal regimes differ seasonally and across spatial 

domains? 

While stream thermal regimes are complex and can be quantified in myriad ways, we 

focused on two primary metrics – maximum water temperature and thermal sensitivity – 

calculated monthly for all sites. To infer key drivers of water temperature, we applied a 

supervised machine learning approach to derive models predicting monthly water temperature 

metrics using a suite of environmental covariates. To our knowledge, our study represents one of 

the most comprehensive data driven investigations of empirical drivers of water temperature 

regimes, that not only accounts for regional variability, but also considers how drivers may vary 

at seasonal scales. Such insight is vital for not only improving our understanding of river 

temperature regimes but managing complex landscapes and the ecosystems they support now 

and into the future. 

2. Materials and Methods 

The general approach of our methodology is outlined in Figure 1 and explained in detail 

below. Across selected stream sites, we quantified two metrics of water temperature variability at 

a monthly time scale and extracted variables describing climate, watershed characteristics, 

hydrology, and human impacts thought to either directly or indirectly shape water temperatures. 

We then fit a suite of random forest models to predict water temperature metrics using these 

environmental covariates. Finally, by leveraging variable importance metrics to rank predictors 

by their relative influence, we inferred how dominant controls on river thermal regimes vary 

seasonally, within specific geographic domains, and across degrees of anthropogenic disruption. 
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2.1. Site Selection 

 We chose to investigate the dominant drivers of stream temperature regimes in the 

conterminous US given the availability of public data and the presence of strong gradients in 

climate, physiographic landscapes, and degrees of human impacts across US watersheds. Our 

analysis focuses on 410 U. S. Geological Survey (USGS) sites with relatively complete records 

(<10% missing) of daily stream temperature and discharge observations from 2016 to 2020 

(Figure 2). This recent period was chosen to maximize the number of sites available, given the 

continual expansion of the USGS stream temperature monitoring network over time. All sites are 

present in the Geospatial Attributes of Gages for Evaluating Streamflow dataset (GAGES-II; 

Falcone et al., 2010), as this dataset contains quantitative descriptors of watershed 

characteristics, climate, and anthropogenic influence for USGS stream gages. The sites chosen 

span a broad range of watershed sizes, geographic settings, and degrees of human influence 

(Figure 2). 

2.2. Stream Temperature Signatures 

 To explore and explain variability in stream temperature regimes, we adapted the 

concepts of hydrologic signatures (Hannah et al., 2000; McMillan, 2020) and thermal facets 

(Casado et al., 2013; Steel et al., 2017) to calculate two quantitative stream temperature 

signatures that capture aspects of a site’s thermal behavior. Stream temperature signatures were 

calculated from mean daily stream temperature observations across 4 years of data, retrieved 

from the USGS National Water Information System (NWIS). 

 First, we extracted the maximum monthly stream temperature (abbreviated STmax) at each 

gage. STmax has clear ecological implications, with extreme water temperatures being linked to 

aquatic ecosystem mortality (O’Neal, 2002). Values were first calculated at a monthly scale and 
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then averaged for each month across the analysis period. We also calculated monthly thermal 

sensitivity, which represents the linear slope between daily air temperatures and stream 

temperatures (abbreviated TS).  TS describes how water temperatures are coupled to air 

temperatures, and has been linked to stream and watershed characteristics (Kelleher et al., 2012). 

Air temperature observations at each site used in calculations of TS were derived from the 

PRISM gridded climate dataset (Daly et al., 2008). As with STmax, TS values were taken as a 

monthly average across the analysis period. 

2.3. Site Predictors 

We selected 23 quantitative variables, primarily derived from the GAGES-II dataset, that 

could be linked to aspects of stream temperatures regimes (Figure 3). As the GAGES-II dataset 

does not include discharge data, we also included median monthly discharge from 2016-2020 in 

the predictor set, retrieved at each site using the USGS NWIS. With the exception of monthly air 

temperature, precipitation, and discharge, all selected predictor variables were static in time. We 

acknowledge that by using static GAGES-II variables as predictors in our models, we are not 

necessarily representing the time-varying states of selected watersheds. This choice may affect 

our ability to detect seasonal patterns in importance, and further inclusion of variables that track 

temporal changes in landscape states may improve model quality (Singh & Basu, 2022).  

Variables were excluded from the final set of input predictors if they displayed strong 

multicollinearity with other variables of interest (ρ > 0.8). These included: the removal of annual 

mean air temperature, which was correlated with monthly air temperature; the removal of PET, 

which was correlated with monthly air temperature; the removal of developed land cover and 

road density, which were correlated with imperviousness. This left us with a set of 23 variables 

for further analysis. 
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We classified variables from our analysis into four broad categories: climate, watershed 

characteristics, hydrology, and human impacts.  These categories enable a comprehensive 

evaluation of the relative and cumulative effect of each variable category. While many of the 

variables may span multiple potential categories, we placed them into the category that most 

closely described their relationship with stream thermal processes. Complete descriptions of the 

selected predictor variables are available in Table S2. 

2.4. Applying Random Forest Models to Infer Drivers of Stream Temperature Regimes 

2.4.1. Training Random Forest Models 

To infer controlling drivers of stream thermal regimes, we applied random forest (RF) 

models, an ensemble learning algorithm based on the aggregation of numerous independent 

regression trees (Breiman, 2001; Tyralis et al., 2019). The primary goal of an RF model is to use 

a set of input predictor variables (covariates) to simulate an observed value of interest. Random 

forest models have been used to predict streamflow in ungauged basins (White, 2017), assess 

flood severity and extent (Albers et al., 2016; Woznicki et al., 2019), and evaluate the dominant 

controls on hydrologic behavior (Konapala & Mishra, 2020; Price et al., 2021). The original 

random forest algorithm (Breiman, 2001), which is underlain by classification and regression 

trees, has been modified to function using conditional inference trees to reduce model bias 

(Strobl et al., 2007). While similar in structure to a typical regression tree, conditional inference 

trees differ in that their splitting criteria for recursive partitioning is based on hypothesis tests of 

independence between covariates and the response variable, rather than an arbitrary maximum 

tree depth (Hothorn et al., 2006). 

 Using the cforest tool in the R party package (Strobl et al., 2009), we generated a series 

of conditional inference RF models to predict stream temperature signatures (STmax and TS) at a 
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monthly time scale using 23 quantitative variables as predictors. Each RF model was created 

using a geographically stratified training set (80%) and validated against a test set (20%). Model 

hyperparameters (mtry and ntree) were tuned using 5-fold cross-validation on input training sets 

to prevent overfitting. We fit the models using a ntree value of 1000, an mtry value of 10, a 

bootstrapped fraction of 0.63 without replacement, and a minimum splitting criterion of 0.1. For 

each stream temperature signature and unique subset of input sites, we created 12 independent 

models corresponding to each month of the year. Performance for each of these RF models was 

assessed using test set error, applied to 20% of sites not used in model training. Further analysis 

of error is reported in the results section. 

To further investigate spatial drivers of stream temperature regimes, we subdivided the 

full dataset into smaller subsets based on geographic regions, representing gradients in climate 

and physiography, and the influence of dams. The geographic subsets included sites from three 

data-rich hydrologic regions: New England – Mid-Atlantic (HUC 01/02, n = 58), South Atlantic 

– Gulf (HUC 03, n = 65), and Pacific Northwest (HUC 17, n = 96). We also filtered the input 

sites into two subsets based on the presence of a major dam in each watershed (Major Dam, n = 

239; No Major Dam, n = 171) to disentangle the relationship between dams and stream 

temperature regimes. In the GAGES-II dataset, major dams are defined as dams greater than 15 

m in height or with a total storage greater than 6 million m3 (Falcone et al., 2010). 

2.4.2. Identifying Influential Predictors of Stream Temperature Signatures  

The output of random forest models, like other so-called ‘black box’ machine learning 

algorithms, may be challenging to interpret in isolation (Ribeiro et al., 2016). However, variable 

importance metrics help to translate the ensemble of trees into an understandable explanation of 

the model’s behavior. Permutation variable importance may be used to rank predictor variables 
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based on their relative utility in predicting model output. These importance algorithms function 

by randomly permuting each predictor variable while holding all others constant, mimicking the 

removal of that predictor from the ensemble of trees in the model (Strobl et al., 2008). After 

permuting each variable, it is possible to assess the decrease in model accuracy to measure the 

relative importance of a specific variable to model performance.  

While random forest models tend to be resistant to multicollinearity in explanatory 

variables (Konapala & Mishra, 2020), permutation importance (hereby referred to as ‘marginal 

permutation importance’) may struggle to correctly identify important predictors in datasets with 

highly correlated variables (Strobl et al., 2008). When a variable is randomly permuted, its 

correlative links with other predictor variables are broken, disrupting the underlying structure in 

the dataset. As datasets containing environmental variables tend to have strong multicollinearity 

(e.g., elevation and precipitation), marginal permutation importance may be a sub-optimal option 

for assessing variable importance. Conditional permutation importance, introduced by Strobl et 

al. (2008), is an alternative RF importance metric that accounts for predictor correlation in a 

dataset. Rather than permuting each variable randomly while holding others constant, conditional 

permutation importance permutes predictor variables of a conditional inference tree model only 

within set ranges of other variables, preserving the dataset’s correlation structure (Strobl et al., 

2008). Given the outlined benefits, we make use of this method in our study. 

For all models, we computed the conditional permutation importance for each predictor 

variable, ranking predictors by their relative importance in simulating the stream temperature 

signatures (Strobl et al., 2008). Variable importance values were normalized within each RF 

model to enable comparisons in variable rankings between models. Although RF importance 

metrics indicate the relative importance of each variable in predicting a temperature signature, 
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they give no information on the direction of that importance. Therefore, we also quantified the 

Spearman’s rank correlation, a measure of nonlinear association, between temperature signatures 

and each predictor variable to characterize the direction of impact for each variable of interest.  

3. Results 

3.1. Observed Spatial and Temporal Variability in Stream Thermal Regimes 

 At the 410 selected water temperature gages during the 2016-2020 study period, we 

observed considerable space-time variability in the calculated STmax and TS metrics across the 

conterminous US (Figure 4). Across all sites and months, monthly STmax had a mean value of 

15.2°C and a range of 0°C (at many sites during winter months) to a maximum of 32.0°C. TS had 

a mean value of 0.3 across all months and sites, ranging from -0.4 to 0.9.  

 During winter months, both STmax and TS were generally organized along a North-South 

latitudinal trend (Figure 4a, 4c). Sites in the Northern and Rocky Mountain regions of the US has 

STmax values ranging from 0 to 5°C and TS values ranging from -0.1 to 0.2. In comparison, 

streams in the Southeastern US tended to have higher STmax values and TS values closer to unity. 

TS appeared to be more heterogeneous at regional scales than STmax during winter months.  

In contrast, summer STmax and TS values did not display the same latitudinal organization 

as observed during winter months (Figure 4b, 4d). Instead, STmax tended to be relatively 

homogeneous and warmer (25-32°C) in the Eastern US, and generally cooler and more variable 

in the Western US. Summer TS displayed a similar, albeit weaker, east-to-west pattern as STmax, 

though variability in TS appeared to be greater between proximal basins than at large regional 

scales. In the US Northeast, TS varied noticeably between neighboring watersheds. Across most 

sites selected for analysis, summer TS was larger in magnitude (nearer to unity) as compared 

with winter values. 
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3.2. RF Model Error 

Test set error for all RF models is organized in Table 1. Error metrics are presented as 

RMSE normalized against the mean observed test set value (RMSEn, %) to enable comparisons 

between months and metrics. Additional plots of model training and test set error are included in 

Supporting Information.  

Overall, models of monthly STmax outperformed models of TS in all months for 

comparable subsets of input sites. In general, test set error tended to be higher in winter for 

models of STmax and higher in summer for models of TS, though this pattern was not universal 

across all months and subsets of sites. Models of undammed sites had lower error than both 

models of dammed sites and all sites for each of the studied metrics. The normalized RMSE of 

STmax predictions in each of the selected hydrologic regions was relatively low; however, other 

metrics of error suggest that these values may be artificially depressed by the lack of variability 

in the magnitude of observations within each region. We also concluded that the error of TS 

model predictions in the HUC-specific models was too large for further interpretation, and as 

such, the importance results of these models are excluded from this analysis.  

3.3. Exploring Inferred Controls on Stream Temperature Variability 

Using a combination of variable importance metrics and Spearman’s rank correlations, 

we inferred the dominant drivers of variability of monthly maximum stream temperatures (STmax) 

and thermal sensitivity (TS). Air temperature, the average annual percentage of precipitation 

falling as snow, baseflow index, and watershed slope were the most important variables in 

predicting STmax at all sites (Figure 5a).  Air temperature was the strongest predictor of STmax in 

all months, though its importance diminished in June, July, and August. Across all months, 

climate was the leading predictor category for STmax models (Figure 7a). Predictor importance 
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metrics of TS showed more variability than those of STmax models.  

In contrast, dam storage volume was the most important predictor of TS for all sites and 

across all months, with larger storage volumes corresponding to less variability in stream 

temperature with respect to air temperature (Figure 6a). This dominance of dam storage was 

most apparent in summer and early autumn, with this single predictor accounting for 76.3% and 

81.2% of total August and September importance, respectively. Air temperature and snow 

percentage also emerged as important winter predictors of TS, accounting for 48.6% and 12.2% 

of total January importance, respectively.  

Given the clearly identified influence of dams on stream thermal regimes both in this 

study and in published literature (Ahmad et al., 2021; Casado et al., 2013), we also generated RF 

models for monthly temperature signatures at sites without major upstream dams. Models of sites 

with major dams showed similar patterns of importance to models of the full dataset, and as 

such, are only presented in Supporting Information. Considering only sites with no major 

upstream dams, we observed a strong shift in the dominant predictors of TS (Figure 6b; 7d) and 

negligible change in the predictors of STmax (Figure 5b; 7c). Much like the models of STmax at all 

sites, air temperature and snow percentage made up the largest proportion of relative importance 

in predicting stream temperature magnitude at undammed sites. The aggregate predictor 

importance values of STmax were relatively unchanged between models for all sites versus models 

for undammed sites (Figure 7a; 7b). Climate predictors became slightly more important and less 

seasonally variable in undammed STmax models, along with a slight loss of importance in 

hydrological predictors during summer months. With the removal of dammed sites, the leading 

predictors in TS models shifted away from dam storage to a broader suite of variables (Figure 

6b). These predictors, which tended to be temporally inconsistent, included air temperature, 
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measures of precipitation, snow percentage, baseflow index, and watershed slope. The relative 

magnitude of these importance metrics was highly variable from month to month. At sites 

without dams, we identified climate as the most important winter predictor class and hydrology 

variables as the dominant summer controls on TS (Figure 7d). 

      By modeling stream temperature signatures at a monthly time-step, we were able to 

discern seasonal patterns in the controls of variability that would not be revealed by annual-scale 

models. We observed these time-varying patterns in predictors of both STmax and TS for each of 

the modeled subsets, though to differing degrees. While the two most important predictors of 

STmax (air temperature and snow percentage) were generally consistent throughout the year, their 

relative importance decreased from late spring to early autumn. During these summer months, a 

broader set of predictors, including baseflow index, drainage area, watershed slope, and dam 

storage, had increased importance in predicting STmax (Figure 5a). We observed this pattern in 

STmax models of all sites and undammed sites, with winter variance primarily explained by air 

temperature and summer variance explained by a suite of predictors from each of the four 

variable categories.  

Seasonal variability in predictor importance was notably more pronounced in models of 

TS. As noted above, dam storage was the leading predictor of TS during summer months, though 

its relative importance diminished during winter and early spring (Figure 6a). While dam storage 

did contribute roughly 20% of relative importance during these months, monthly air temperature 

became the most importance winter predictor of TS in December, January, and February. We 

found a similar seasonal contrast in predictors of TS at undammed sites, though summer models 

identified baseflow index, snow percentage, watershed slope, and watershed elevation as 

relatively important predictors instead of dam storage. Spearman rank correlations tended to 
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have little seasonal variability in direction for each predictor across months. 

Using smaller scale geographic models (HUC-01/02: New England-Mid-Atlantic; 

HUC03: South Atlantic-Gulf; HUC17: Pacific Northwest), we observed regional variability in 

the leading controls of STmax.  While all three regional models identified air temperature as a 

relatively important predictor, each region also had unique predictors within the categories of 

human impacts, hydrology, and watershed characteristics. In addition to air temperature, 

influential predictors of STmax included snow percentage, dam storage, watershed elevation, and 

forest land cover in the New England-Mid Atlantic region and snow percentage, wetland land 

cover, water table depth, and baseflow index in the South Atlantic-Gulf. In the Pacific 

Northwest, snow percentage was the leading predictor across all months, peaking in importance 

in January and February. Agricultural land cover (linked to warmer maximum STs), forested 

land cover, riparian forest land cover, and watershed slope (linked to cooler maximum STs) were 

also influential predictors of STmax in the region. Our results from the three selected hydrologic 

regions highlight the complexity of basin-scale controls on stream temperature.   

4. Discussion 

4.1. Revealing Relative Controls on Stream Temperature Variability 

In an era of changing climate and increasing human influence on the landscape, it has 

become increasingly necessary to better constrain the drivers of stream thermal variability across 

spatial and temporal scales (Steel et al., 2017). The results of our models confirm that river 

temperatures are influenced by a complex set of variables describing climate, hydrology, 

watershed characteristics, and human impacts (Caissie, 2006; Hannah & Garner, 2015; Webb, 

1996). Within this nested predictor set, regional climate is often recognized as a first-order 

control on stream temperature magnitude, given the strong coupling between latitudinal variance 
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in net radiation and water temperatures (Garner et al., 2014; Hannah & Garner, 2015). As the 

leading predictor of STmax in all our models, the high relative importance of monthly air 

temperature reflects this overarching control of climate on continental-scale variability (Figure 5; 

7). Air temperature is often used as a predictor in models of water temperature magnitude when 

heat fluxes at a site are unknown, acting as a proxy for heat received by a stream from incoming 

solar radiation (Arismendi et al., 2014; Caissie, 2006; Casado et al., 2013; Lisi et al., 2015). As 

air temperature tends to vary along the same latitudinal gradient as stream temperatures (Figure 

4), particularly during winter months, the variable is useful in predicting STmax at a continental 

scale. 

We found that the percentage of annual precipitation received as snow (snow percentage) 

was the second-most influential predictor of STmax in models of all sites and undammed sites 

(Figure 5). Snowmelt runoff represents a considerable proportion of spring and summer 

streamflow in seasonally cold watersheds and can drastically alter stream thermal regimes 

(Leach & Moore, 2014; Michel et al., 2020; Yan et al., 2021). When streamflow is sourced from 

snowmelt, the relative temperature of its relatively cool source water can overcome radiative heat 

fluxes, resulting in buffered water temperatures (Blaen et al., 2013; Leach & Moore, 2014). We 

observed a similar effect, where predicted STmax tended to be lower at sites that received higher 

proportions of precipitation as snowmelt. However, it’s not clear whether the importance of 

snow in our models reflects the hydrologic relationship between streamflow source and water 

temperature, or if the predictor is simply another manifestation of climate gradients. Continental-

scale patterns in snow percentage coincide closely those of air temperature, making it difficult to 

disentangle the spatial correlation between the variables and isolate the true source of the 

predictor’s influence. Furthermore, within the GAGES-II dataset, the snow percentage variable 
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only represents a static, average annual proportion of precipitation rather than a more detailed 

record of monthly snowpack volume. Therefore, the snow percentage predictor likely derives 

some of its importance in models of STmax by acting as a secondary proxy of regional climate. 

Nonetheless, our models show tentative evidence of a mechanistic link between snow and colder 

water temperatures. 

While we attribute broad spatial patterns in stream thermal regimes to regional climate 

variability, basin- to reach-scale characteristics impart an additional layer of complexity on 

stream thermal regimes. These watershed characteristics, which include riparian shading, land 

cover, and subsurface hydrology among others, modify a stream’s radiative and hydrologic 

inputs to produce varied thermal responses from a single set of climate forcings (Hannah & 

Garner, 2015; Orr et al., 2015). Our second stream temperature metric, the slope of the 

regression relationship between air temperatures and water temperatures (TS) is an explicit 

representation of how basin-scale processes moderate broad-scale climate conditions (Kelleher et 

al., 2012). Thermal sensitivity has been linked to measures of baseflow index, stream size, 

snowpack, watershed slope, and elevation (Beaufort et al., 2020; Kelleher et al., 2012; Lisi et al., 

2015; Segura et al., 2015). Geographic trends in TS were weaker than those observed in STmax 

(Figure 4), confirming prior findings that metrics of water temperature sensitivity tend to be 

highly variable at regional and sub-regional scales (Kelleher et al., 2012).  

Our analysis captured not only the importance of climate, but equally the moderating 

effects of basin-scale controls in importance metrics of STmax and TS models (Figure 5; 6). In 

models of STmax, a combination of hydrologic and watershed characteristics variables gained in 

relative importance during summer months. The importance of baseflow to both STmax (Fig 5) 

and TS at undammed sites (Figure 6b) aligns with our expectations of groundwater-induced 
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cooling of water temperatures.  Summer stream temperatures are often depressed and decoupled 

from air temperatures along reaches receiving large fluxes of groundwater inflow due to the 

relatively cold temperature of groundwater (Beaufort et al., 2020; Kelleher et al., 2012). We also 

identified two proxies of hydrologic residence time, drainage area and watershed slope, as 

influential geomorphic predictors of STmax and TS (at undammed sites) (Figure 5a, 6b). In large 

watersheds draining low-gradient terrain, long hydrologic residence times allow surface waters 

to accumulate radiative inputs and reach thermal equilibrium (Caissie, 2006; Garner et al., 2014; 

Lisi et al., 2015). In contrast, smaller and steeper watersheds tend to produce buffered and cooler 

thermal responses due to their shorter residence times (Lisi et al., 2015; Segura et al., 2015). 

Watershed elevation also imparted a buffering effect on models of TS at undammed sites, likely 

due to correlative links between elevation, watershed slope, and snowpack (Figure 6b). During 

winter and into early spring, TS had a strong positive relationship with air temperatures, where 

colder temperatures corresponded to decoupled air-water temperatures. While it was challenging 

to identify a definitive mechanism for this control, prior studies have observed that air and water 

temperatures tend to become disconnected when water temperatures approach 0°C (Kelleher et 

al., 2012; Mohseni et al., 1998). This effect could be attributed to river ice cover, which would 

insulate waters from radiative forcings, or to the presence of snow, that melting of which would 

provide an external source of cold water to buffer waters against temperature change (Brown & 

Hannah, 2008; Mellor et al., 2017). Rain-on-snow events could also contribute relatively cool 

water to streams, further decoupling air and water temperatures (Leach & Moore, 2014). 

While our findings do agree with the existing literature, it is important to keep in mind 

that our findings are based on empirical inference. Though RF models can effectively detect 

influential predictors of temperature behavior, our analysis does not pinpoint how a certain 
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predictor affects a stream’s thermal regime. To alleviate this shortcoming, deterministic water 

models, which explicitly quantify energy and fluid fluxes, could be paired with machine learning 

models to confirm the role of a predictor of interest. 

4.2. Anthropogenic Influence on Stream Thermal Regimes 

The river network of the continental US, through a wide range of anthropogenic 

modifications, has been heavily fragmented, disrupted, and impounded (Dynesius & Nilsson, 

1994; Grill et al., 2019). The construction of dams, deforestation of riparian buffers, 

channelization, and urbanization have interrupted the natural hydrologic regimes of free-flowing 

rivers and in turn, dramatically altered their thermal behavior (Grill et al., 2019; Hester & Doyle, 

2011). While each catchment is affected by a unique suite of anthropogenic influences, human 

disturbances generally tend to cause net warming of water temperatures through loss of shading, 

reduced groundwater exchange, and the effects of a warming global climate (Caissie, 2006; 

Hester & Doyle, 2011; Hill et al., 2014; Somers et al., 2013). The most notable exception to this 

general trend of anthropogenic warming is that of dams and their associated upstream reservoirs. 

Along river reaches downstream of large dams, the seasonal patterns of stream thermal regimes 

are altered, often resulting in cooler and more insensitive water temperatures in the summer and 

warmer temperatures in autumn and winter seasons (Ahmad et al., 2021; Angilletta et al., 2008; 

Casado et al., 2013; Kelleher et al., 2012). This effect is most pronounced for dams that bottom 

release from the relatively cold hypolimnion of deep, thermally stratified reservoirs (Cheng et al., 

2020). 

The anthropogenic impacts on stream thermal regimes are readily apparent in models of 

both STmax and TS, overprinting other natural controls. Across all sites, the volume of dam 

storage (normalized to watershed area per the National Inventory of Dams) was the single most 
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important predictor of TS (Figure 6a; 7c). In our dataset, larger volumes of dam storage in 

watersheds corresponded to decoupled air-water temperatures and more insensitive water 

temperature responses. The importance of dam storage in models of TS likely illustrates the 

strong contrast in sensitivity between undammed streams, where water temperatures tend to be 

more atmospherically coupled, and impounded streams, which have relatively flat TS 

relationships (Kelleher et al., 2012). These effects were mirrored, though to a lesser degree, in 

models of monthly STmax. Although dam storage was relatively uninfluential across all sites 

(Figure 5a), reservoir volume exhibited a strong negative correlation with predicted summer 

STmax for dammed sites (Figure S2). The diminished importance of dam storage in models of 

STmax relative to models of TS could indicate that extreme temperatures, although moderated by 

the effects of reservoirs, are still primarily controlled by atmospheric forcings.  

Amongst sites in impounded watersheds, the apparent cooling and atmospheric-

decoupling effects of dams may also reflect the contrast in hydrologic function between 

impoundments of varying sizes. Though large reservoirs often cause cool and insensitive 

downstream temperatures (Casado et al., 2013; Cheng et al., 2020), comparatively smaller 

storage dams can induce the opposite effect, resulting in downstream warming. For instance, 

Maheu et al. (2016) found that releases from shallow impoundments (depth < 6 m), which have a 

larger proportion of surface area exposed to radiative heating, caused warming of summer stream 

temperatures by up to 2°C. Given that our dataset contains a wide range of reservoir volumes, the 

importance of dam storage in our models may highlight these opposing end-member behaviors. 

We also emphasize that although the mean distance from gages effected by impoundments (n = 

239) to the nearest major dam was 18.3 km, we still observed the alteration of stream thermal 

regimes by dams. This underscores the longitudinal persistence of dams’ downstream thermal 
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effects, which, under some circumstances, can still be observed up to 100 km downstream 

(Angilletta et al., 2008; Lowney, 2000; Willis et al., 2021). The importance of dam storage in our 

models clearly indicates the necessity to better understand the thermal implications of dam 

operations on river networks to accurately predict future stream temperatures.  

 While dams may embody the most direct disruption of natural hydrologic systems,  

urbanization, climate change, and other human actions on the landscape also intersect with 

stream thermal regimes (Hester & Doyle, 2011; Kurylyk et al., 2015; Steel et al., 2017). 

Deforestation of riparian buffers (Wondzell et al., 2019), declines in groundwater inflow due to 

pumping and other diversions (Kurylyk et al., 2015), warmer air temperatures (Hill et al., 2014; 

Wondzell et al., 2019), and power plant effluent discharges (Miara et al., 2018) all been linked to 

warmer stream temperatures (Hester & Doyle, 2011). Mechanistically, anthropogenic activities 

alter hydrological and thermal process and yet, outside of dam storage, little of this influence is 

captured in our models. There are several potential explanations for this lack of importance given 

to human-related predictors. First, while our models contain key predictors that explicitly 

represent anthropogenic disruption, there are many other impacts associated with human activity 

that cannot be determined at the scale of our investigation. Additionally, anthropogenic impacts 

are also implicitly represented by their modification of predictors such as air temperature, 

riparian forest land cover, and baseflow index. As human activities on the landscape overprint 

natural hydrologic and thermal responses, it is difficult to discern whether the importance of a 

particular predictor such as baseflow index is controlled by natural patterns in subsurface flow or 

human disruption of hydrologic systems. Finally, the paucity of sites used in this study (due to 

limited ST observations) makes it likely that our models undersample urban streams and 

therefore underrepresent the influence of humans on stream thermal regimes. Of the urbanized 
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sites that we do include, our models may struggle to adequately represent stream temperature 

behavior given the inherent difficulty in modeling the complex variability of urban hydrologic 

systems. 

4.3. Seasonal Variability in Key Controls of Stream Temperatures 

     The importance of individual predictors, as well as the aggregate importance of predictor 

categories, tended to vary seasonally for both modeled ST metrics in response to the relative 

strength of dynamic drivers (Figure 5; 6; 7; 8). In models of STmax at all sites, this effect was best 

demonstrated by the relative rise in importance of baseflow index, drainage area, dam storage, 

and watershed slope during summer months (Figure 5a). We observed a similar summer decline 

in the influence of climate predictors accompanied by a shift to a more complex suite of basin-

scale predictors for TS (Figure 6). Prior modeling studies of stream temperature regimes have 

found comparable summer-winter contrasts in influential model predictors. In monthly multiple 

linear regression models of maximum and mean stream temperature, respectively, Hrachowitz et 

al. (2010) and Imholt et al., (2013) noted that summer models of thermal behavior required more 

parameters than winter models. These results, coupled with findings from our models, suggest 

that the controls on both stream temperature magnitude and TS are more complex during summer 

months (Hrachowitz et al., 2010; Imholt et al., 2013).   

While these seasonal patterns in importance are logically supported by our understanding 

of stream thermal processes, it is also possible that a component of this signal may be an artifact 

of ensemble learning algorithms and associated variable importance metrics. When applied to RF 

models, variable importance metrics assess which predictors are most useful in differentiating 

the behavior of a metric across a set of sites. In winter, we observe strong latitudinal contrasts in 

both air and stream temperatures in the conterminous US, which likely reflect differences in 
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incoming radiation received by between Northern and Southern sites (Figure 4a). These 

coincident spatial patterns make air temperature an effective winter predictor of STmax (Figure 5). 

This does not mean that regional climate and radiative inputs are less influential controls on 

summer stream temperatures at individual sites, only that that differences in thermal behavior 

across sites are not easily explained by summer climate.  

4.4. Implications for Watershed Management 

 Globally, climate change is expected to alter the thermal regimes of streams, with the 

warmest water temperatures projected to increase by up to 2°C (Ficklin et al., 2013; van Vliet et 

al., 2013; Wanders et al., 2019). Watershed management strategies, including riparian planting, 

preservation of natural land cover, and groundwater and flow manipulation, have been employed 

to resist this regime shift and to preserve cold-water refugia for sensitive instream ecosystems 

(Beaufort et al., 2020; Kurylyk et al., 2015). Machine learning and big-data investigations of 

stream temperature can supplement these efforts, as such approaches are capable of efficiently 

identifying the most influential atmospheric and landscape controls on thermal processes from 

large environmental datasets. We do, however, acknowledge that the conclusions drawn from 

continental-scale models may be challenging to translate into actionable management solutions 

at specific sites. The rivers of the US drain catchments that span a diverse spectrum of 

physiography and climate, and as such, it is probable that stream thermal regimes in each 

ecoregion are influenced by different landscape processes. The spatially-unfocused continental-

scale RF models likely struggle to capture this regional heterogeneity in controls. 

Regional models of water temperature behavior present a promising alternative to nation-

wide models, as they can discern relevant controls at scales better suited to the management of 

individual watersheds. In our models of STmax in three distinct regions, we show that although 
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climate remained a dominant influence across the US, its influence was mediated by a suite of 

watershed-scale predictors unique to each geographic area (Figure 8). For example, wetland land 

cover and water table depth were relatively influential predictors of STmax in the South Atlantic-

Gulf region, yet the variables showed negligible importance in the other two selected regions 

(Figure 8b). Similarly, riparian forest land cover had a strong negative effect on spring water 

temperatures in the Pacific Northwest, an effect not observed in the US Northeast or South 

(Figure 8c). These contrasts confirm that much like the drivers of hydrologic behavior, the 

controls on stream thermal regimes are also non-uniform across the US, with considerable 

implications for the management of water temperatures (Gannon et al., 2022; Hammond et al., 

2021). This spatial heterogeneity suggests that the efficacy of successful thermal management 

strategies in one geographic region may not translate into similar levels of success elsewhere. 

However, regional inference is limited in under-monitored regions such as the US Southwest. 

With additional stream temperature monitoring, machine learning models of stream temperatures 

at sub-regional scales could become increasingly practical. Future investigations of landscape 

controls on stream thermal regimes should attempt to discern influential processes at local spatial 

scales. By leveraging the information provided by data-intensive, yet regional, models, thermal 

management strategies can be tailored to target watershed modifications that are most effective 

for a specific region (Hrachowitz et al., 2010; Imholt et al., 2013). 

5. Conclusions 

 In this study, we evaluated the distribution of two water temperature metrics, STmax and 

TS, across 410 rivers in the conterminous US and used RF models to infer the dominant space-

time drivers of stream thermal regimes. Our results highlight that, above all else, there is not a 

single set of universal controls that comprehensively explain stream temperature behavior. 
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Instead, we found that the most influential controls on select water temperature metrics varied 

across a range of predictor categories (climate, watershed characteristics, hydrology and human 

influence). Broadly, maximum water temperatures were linked most closely to air temperatures, 

although the role of climate was mediated by basin-scale processes - especially in summer 

months. 

The presence of major dams was the most influential predictor of thermal sensitivity 

within our dataset, illustrating the profound impact anthropogenic disturbances have on stream 

thermal processes. Often, these human impacts on river water temperature have been somewhat 

overlooked (Ficklin et al., 2023). Although many approaches to the study of stream temperatures 

focus solely on the warmest summer water temperatures, we highlight explicitly the need to 

explore the controls on additional modes of water temperature variability in both space and time. 

While we address maximum temperatures and thermal sensitivity at a monthly time step in our 

models, there are many other stream temperature metrics of ecological importance, including 

degree-day accumulation, diurnal range, and the timing and frequency of extreme events (Casado 

et al., 2013; Steel et al., 2017). These metrics will almost certainly be controlled by unique 

combinations of land surface processes, and a comprehensive understanding of their dominant 

drivers will allow for the development of more effective management approaches.  

 As well as providing new information on river water temperature controls, we believe our 

results make a methodological contribution. Our analysis exemplifies the discerning power of 

machine learning approaches when applied to large and complex environmental datasets. 

Random forest algorithms and related tree-based models are relatively simple ML applications, 

yet they allow us to resolve complex and seasonally variable controls on stream thermal regimes. 

While the findings of our analysis demonstrate the advantages provided by big-data approaches 
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to hydrology, they also emphasize that caution and nuance are needed in translating model 

results into human-interpretable insights. The types of models used in this study rely only on 

statistical relationships between water temperature behavior and landscape covariates, meaning 

that their implications are inferential rather than causal. To extend confidence in predictions and 

to support management predictions, we recommend that machine learning approaches should be 

supplemented by process-based hydrologic understanding and models to confirm the influence 

and interaction of variables across individual sites. Nonetheless, by powerful comparative 

analysis, our research yields new perspectives into the time-varying controls water temperature 

regimes across watersheds that span strong gradients in climate, hydrology, watershed 

characteristics, and degrees of human impacts.   
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Figures 

 

Figure 1. Graphical representation of the analytical steps used to fit RF models and assess the 

dominant drivers of stream temperature regimes through time. 
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Figure 2. Locations of 410 USGS gages present in the GAGES-II dataset with complete records 

of daily stream temperature and discharge from 2016 to 2020. Hydrologic units selected for 

further analysis are highlighted. The watersheds of the selected gages span a wide and 

continuous range of contributing areas (see inset). 
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Figure 3. Conceptual depiction of the complex nature of the controls of stream temperature 

regimes. Random forest predictor variables selected from the GAGES-II dataset are displayed in 

their respective categories. The two quantitative stream temperature signatures, monthly 

maximum temperature (STmax) and thermal sensitivity (TS), arise from the nested interactions of 

climate, watershed characteristics, hydrology, and human impacts. 
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Figure 4. Spatial variability of (a, b) maximum stream temperature (STmax) and (c, d) thermal 

sensitivity (TS) in February and August across the conterminous US. 
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Figure 5. Aggregated heatmap of RF relative variable importance in predicting monthly 

maximum stream temperatures (STmax) for (a) all sites and (b) sites with no major dam in their 

watersheds. The size of each point represents its magnitude of relative importance. The color of 

each point indicates the direction and strength of the relationship between a variable and the 

modeled metric as assessed by Spearman’s rank correlations. Plot columns represent individual 

RF models for each month and display differences in relative importance between predictor 

variables. Plot rows track variability in the importance of a single predictor over months. 
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Figure 6. Aggregated heatmap of RF relative variable importance in predicting thermal 

sensitivity (TS; slope of linear relationship between daily air and water temperatures) for (a) all 

sites and (b) sites with no major dam in their watersheds. Symbology repeated from Figure 5.  
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Figure 7. Cumulative relative importance of predictor variables classified within each of the four 

variable categories (climate, watershed characteristics, hydrology, and human impacts). Variable 

importance percentages over time displayed for monthly maximum stream temperatures (STmax) 

at (a) all sites and (b) sites with no major dam in their watersheds, and for monthly thermal 

sensitivity (TS) at (c) all sites and (d) sites with no major dam in their watersheds. 
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Figure 8. Aggregated heatmap of RF relative variable importance in predicting monthly 

maximum stream temperature (STmax) for three hydrologic regions: (a) New England/Mid-

Atlantic, (b) South Atlantic-Gulf, and (c) Pacific Northwest. Symbology repeated from Figure 5. 
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Tables 

Table 1. Test set errors of monthly random forest models for maximum ST (STmax) and thermal 

sensitivity (TS) across all sites, sites with major dams (Dam), sites with no major dams (No 

Dam), and sites in selected hydrologic unit code regions (HUC 01/02 - New England/Mid-

Atlantic; HUC 03 - South Atlantic-Gulf; HUC 17 - Pacific Northwest). HUC-specific models of 

thermal sensitivity were excluded from analysis due to poor performance. 

    Values in nRMSE (%) 

  Maximum ST  Thermal Sensitivity 

Month All Sites Dam No Dam 
HUC 

01/02 

HUC 

03 

HUC 

17 
All Sites Dam No Dam 

Jan 21.7 27.2 20.4 22.4 13.5 14.6 49.2 48.3 39.9 

Feb 19.9 26.2 23.3 23.4 14.7 15.8 46.0 43.5 30.3 

Mar 16.7 23.1 18.7 18.5 12.5 20.1 38.5 40.9 27.6 

Apr 15.6 18.3 13.3 14.1 13.3 20.3 39.0 44.7 23.2 

May 15.4 16.0 9.0 13.2 16.4 18.2 37.8 37.9 18.6 

Jun 16.2 15.8 7.5 13.2 17.0 17.6 42.9 44.8 27.0 

Jul 17.2 15.3 8.6 14.1 18.2 18.3 51.5 65.1 30.4 

Aug 16.4 14.5 8.6 12.4 17.3 17.3 49.6 59.7 32.2 

Sep 14.7 13.5 8.8 13.2 15.2 15.5 45.4 51.8 26.1 

Oct 11.9 12.9 11.3 10.8 13.4 16.5 33.3 33.4 19.9 

Nov 13.2 16.0 13.6 9.7 8.3 13.1 36.3 31.6 23.0 

Dec 18.0 23.2 20.4 17.6 13.0 17.3 47.7 49.0 28.6 
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Table 2. Summary statistics (minimum, mean, maximum) for maximum ST (STmax) and thermal 

sensitivity (TS) across all sites. 

   Key: Min - Mean - Max 

Month Maximum ST (°C) Thermal Sensitivity 

January 0.00 - 7.2 – 21.8 -0.06 - 0.2 - 0.8 

February 0.00 - 8.2 – 24.6  -0.05 - 0.2 - 0.6 

March 0.8 - 10.4 – 25.8 -0.02 - 0.3 - 0.6 

April 2.4 - 13.8 – 27.6 -0.01 - 0.3 - 0.6 

May 4.8 - 18.2 - 30.1 0.00 - 0.4 - 0.7 

June 5.9 - 20.7 - 31.6 -0.08 - 0.4 - 0.8 

July 6.0 - 22.7 - 32.0 -0.2 - 0.3 - 0.8 

August 6.0 - 22.3 - 31.3 -0.4 - 0.3 - 0.8 

September 6.3 - 20.8 – 31.0 -0.2 - 0.4 - 0.9 

October 5.2 - 17.5 – 28.9 -0.05 - 0.4 - 0.7 

November 3.0 - 12.1 – 25.9 -0.01 - 0.4 - 0.6 

December 0.05 - 8.1 – 23.4 -0.1 - 0.3 - 0.6 
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Table 3. Descriptions of predictor variables used in RF models, adapted from Falcone et al. 

(2010). (1) – (Falcone et al., 2010) 

 
Variable Name Category Description (1) 

Annual 

Precipitation 

Climate Mean annual precip (cm) at the gage location, from 800m 

PRISM data.  30 years period of record 1971-2000.  

Relative 

Humidity 

Climate Site average relative humidity (percent), from 2km PRISM, 

derived from 30 years of record (1961-1990). 

Precipitation 

Seasonality 

Climate Precipitation seasonality index (Markham, 1970; Dingman, 

2002).  Index of how much annual precipitation falls 

seasonally (high values) or spread out over the year (low 

values).  Based on monthly precip values from 30 year (1971-

2000) PRISM.  Range is 0 (precip spread out exactly evenly 

in each month) to 1 (all precip falls in a single month). 

Monthly 

Precipitation 

Climate Mean monthly precip (cm) for the watershed, from 800m 

PRISM data.  30 years period of record 1971-2000.  

Monthly Air 

Temperature 

Climate Average monthly air temperature for the watershed, degrees 

C, from 800m PRISM data. 30 years period of record 1971-

2000. 

Dam Storage Human 

Impacts 

Dam storage in watershed ("NID_STORAGE"); megaliters 

total storage per sq km (1 megaliters = 1,000,000 liters = 

1,000 cubic meters).  

Agricultural LC Human 

Impacts 

Watershed percent "planted/cultivated" (agriculture), 2006 

era.  Sum of cultivated classes 81 and 82 in NLCD. 

Impervious LC Human 

Impacts 

Watershed percent impervious surfaces from 30-m resolution 

NLCD06 data. 

Snow 

Percentage 

Hydrology Snow percent of total precipitation estimate, mean for period 

1901-2000.  From McCabe and Wolock. (submitted, 2008), 

1km grid. 

Baseflow Index Hydrology Base Flow Index (BFI), The BFI is a ratio of base flow to 

total streamflow, expressed as a percentage and ranging from 

0 to 100. Base flow is the sustained, slowly varying 

component of streamflow, usually attributed to ground-water 

discharge to a stream. 

Wetlands LC Hydrology Watershed percent "wetlands", 2006 era. Sum of wetland 

classes 90 and 95 in NLCD. 
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Soil Water 

Capacity 

Hydrology Average value for the range of available water capacity for 

the soil layer or horizon (inches of water per inches of soil 

depth). 

Water Table 

Depth 

Hydrology Average value of depth to seasonally high water table (feet). 

Monthly Median 

Discharge 

Hydrology Median monthly discharge, averaged across a 4-year period 

from 2016-2020. Records downloaded from the USGS NWIS 

database. 

Drainage Area Watershed 

Characteristics 

Watershed drainage area, sq km, as delineated in our basin 

boundary. 

Forest LC Watershed 

Characteristics 

Watershed percent "forest", 2006 era.  Sum of forested classes 

41, 42, and 43 in NLCD. 

Riparian Forest 

LC 

Watershed 

Characteristics 

Mainstem 100m buffer "forest", 2006 era.  Sum of forested 

MAINS100_41, 42, and 43 in NLCD. 

Subsurface 

Permeability 

Watershed 

Characteristics 

Average permeability (inches/hour). 

Bedrock Depth Watershed 

Characteristics 

Average value of total soil thickness examined (inches). 

Elevation Watershed 

Characteristics 

Mean watershed elevation (meters) from 100m National 

Elevation Dataset. 

Watershed 

Slope 

Watershed 

Characteristics 

Mean watershed slope, percent. Derived from 100m 

resolution National Elevation Dataset, so slope values may 

differ from those calculated from data of other resolutions. 

Aspect 

(Northness) 

Watershed 

Characteristics 

Aspect "northness".  Ranges from -1 to 1.  Value of 1 means 

watershed is facing/draining due north, value of -1 means 

watershed is facing/draining due south. 

Aspect 

(Eastness) 

Watershed 

Characteristics 

Aspect "eastness". Ranges from -1 to 1.  Value of 1 means 

watershed is facing/draining due east, value of -1 means 

watershed is facing/draining due west. 
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Abstract 

While river water temperatures are a strong control on instream processes and aquatic 

ecosystem integrity, monitoring networks for river water temperatures are often sparse. Water 

temperature models, which simulate thermal behavior along rivers, are useful tools for filling 

such spatial and temporal gaps in the monitoring network and furthering our understanding of 

dominant pathways of heat and water transfer. Despite recent advancements in water temperature 

modeling strategies, current models struggle to provide real-time and reach-specific predictions 

across broad spatial domains. We developed a physically-based water temperature model 

coupled to the National Water Model (NWM) to assess the potential for water temperature 

prediction to later be incorporated into the NWM at the continental scale. Using model forcings 

and outputs from the NWM v2.1 retrospective, we evaluated the ability of four model 

configurations of increasing complexity to simulate hourly water temperatures in the forested 

headwaters of H.J. Andrews Experimental Forest, Oregon, USA. After calibration, our NWM-

coupled model produced water temperature simulations with root-mean-square error values 

under 0.7C compared to two observed temperature records. We found that model performance 

generally improved with the addition of parameters controlling advective heat fluxes at the 

streambed, including hyporheic and groundwater flow. Model development highlighted several 

potential challenges in pairing water temperature prediction with the NWM, including estimating 

missing inputs in the absence of site-specific observations and uncertainty due to NWM’s 

simplified representation of stream network extent. Our modeling framework, representing a first 

effort at pairing water temperature simulation with the high-resolution predictions of the NWM, 

confirms that the NWM can be leveraged to give insight into other water quality variables. 
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1. Introduction 

River water temperature is often referred to as a ‘master’ water quality variable, as a wide 

range of chemical and biological processes are closely linked to in-stream thermal regimes 

(Caissie, 2006; Hannah & Garner, 2015; Ouellet et al., 2020).  The temperature of rivers controls 

algal and bacterial growth rates, dissolved oxygen content, solute processing, and the integrity of 

ecosystems (Havens & Paerl, 2015; Isaak et al., 2012). Water temperatures are of particular 

economic interest to management agencies, as the viability of salmonid fisheries and the 

efficiency of river-side power plants are both threatened by warmer rivers (Ficke et al., 2007; 

Förster & Lilliestam, 2010). With future climate change expected to give rise to heightened river 

water temperatures (Caldwell et al., 2015; van Vliet et al., 2013; Wanders et al., 2019), it is 

critical to better understand, observe, and predict reach-scale water temperate dynamics at 

continental to global scales. 

In comparison to records of discharge, observations of river water temperature are sparse, 

particularly outside of the world’s major river basins (Wanders et al., 2019). Without knowledge 

of river thermal regimes in unmonitored basins, it is exceedingly challenging to manage the 

threats warmer rivers pose to aquatic fauna and the productivity of fisheries (Ficke et al., 2007). 

Models of water temperature offer unique insight into the spatial and temporal dynamics of river 

thermal regimes, both within individual basins and at a global-scale, helping to bridge gaps 

between gages in a sparse temperature monitoring network. A wide range of modeling strategies 

are commonly applied to water temperature prediction and can generally be grouped into 

statistical and physically-based models (Caissie, 2006; Dugdale et al., 2017). The applications of 

statistical and physically-based water temperature models are extensively reviewed in Benyahya 

et al. (2007) and Dugdale et al. (2017), respectively.  

Physically-based (or ‘mechanistic’) models are particularly well suited to water 
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temperature prediction (Dugdale et al., 2017) and function by calculating energy fluxes at the air-

water and water-streambed interfaces and transporting mass and stored thermal energy 

downstream (Caissie, 2006). Despite these advantages, physically-based models require site-

specific data (e.g., discharge, groundwater inflow, radiation flux) in order to resolve land surface 

and hydrologic processes (Dugdale et al., 2017). The need for high-quality input data can make 

physically-based models difficult to apply to unmonitored catchments, where knowledge of 

hydrologic behavior is often uncertain. 

Coupled temperature-hydrological models (van Beek et al., 2012; van Vliet et al., 2012; 

Wanders et al., 2019) (hereby referred to as ‘coupled models’), which concurrently simulate both 

hydrological and thermal river processes, are an effective tool for overcoming limitations related 

to a lack of observational data (Dugdale et al., 2017). By leveraging calibrated hydrologic 

predictions, coupled models can accurately simulate water temperatures in unmonitored basins at 

adaptable spatial and temporal resolutions (Sun et al., 2015). Coupled models are well-suited to 

simulating thermal dynamics in settings where advective heat fluxes are influential, such as 

headwater reaches. Along these reaches, the ability of coupled models to divide inflows into 

multiple source water components (e.g., surface runoff, groundwater inflow) is crucial for 

properly estimating hydrologic heat fluxes (Dugdale et al., 2017).  

 Recent advances in continental-scale hydrologic modeling have introduced newfound 

prediction capabilities at unprecedented spatial and temporal scales (Lin et al., 2019; Salas et al., 

2018). This progress presents new opportunities for expanding the extent and accuracy of river 

temperature predictions through the development of coupled hydrologic-temperature models. 

One such broad-scale hydrologic model with potential for coupling to a water temperature model 

is the National Water Model (NWM). The NWM is a hydrologic model developed by the 
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National Oceanic and Atmospheric Administration (NOAA), the National Weather Service 

(NWS), and the Office of Water Prediction (OWP) that forecasts hourly streamflow at 2.7 

million river reaches in the conterminous US (CONUS) (Lahmers et al., 2021; NOAA, 2016). 

The NWM simulates components of the terrestrial water cycle, including land surface water and 

energy fluxes, soil moisture, subsurface flow, and channel routing, using a particular 

configuration of the NCAR-supported Weather Research and Forecasting hydrological modeling 

system (WRF-Hydro; Gochis et al., 2021) and the Noah Multi-Parameterization land surface 

model (Noah-MP; Niu et al., 2011). As the model provides high resolution (1 km) predictions of 

land surface and hydrologic states over a range of forecast lead times (NOAA, 2023), the 

framework of the NWM is well suited to be coupled to a continental-scale water temperature 

model.  

 Despite the ability of the NWM to accurately represent hydrological processes in 

catchments across the US, application of the modeling framework to river water temperatures 

remains unexplored. A coupled NWM-water temperature model could resolve thermal dynamics 

at reach scales relevant to watershed management along all conterminous US catchments and 

allow for forward-looking temperature forecasts. Using data derived from the NWM and other 

publicly available sources, we sought to develop a proof-of-concept water temperature model in 

a single test basin over a month of baseflow conditions to determine if the NWM framework is 

suitable for temperature prediction. While we only considered temperature modeling in a single 

basin, the strategies we developed for the modeling framework were intended to be transferable 

to broader spatial scales and potentially, with modifications, to other water quality variables. In 

this study, we aimed to (1) assess if forcings and outputs from the National Water Model can be 

leveraged to accurately simulate hourly river water temperatures in a forested headwater 
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catchment and (2) evaluate how model configurations of increasing complexity represent thermal 

processes influencing water temperatures. 

2. Methods 

2.1. Study Site: H.J. Andrews Experimental Forest 

 We selected the H.J. Andrews Experimental Forest (H.J. Andrews), a 64 km2 forested 

headwater catchment located in the western Cascade Mountains, Oregon, USA, to serve as a test 

basin for this study. H.J. Andrews has been subject to continuous and extensive hydrologic 

monitoring since 1948 (Johnson et al., 2021), providing insight into hyporheic exchange 

processes (Becker et al., 2023; Ward et al., 2012; Ward et al., 2019; Wondzell et al., 2009), river 

corridor connectivity (McGuire & McDonnell, 2010; Ward et al., 2018a), and water temperature 

dynamics (Johnson, 2004). The breadth of past hydrologic research at the site, coupled with the 

availability of historical observations, make H.J. Andrews an ideal catchment to explore the 

performance of a water temperature model. 

 The H.J. Andrews watershed is drained by several streams, including McRae Creek, 

Mack Creek, and Lookout Creek, the latter of which drains downstream to the Blue River 

Reservoir (Figure 1). While considered a fifth-order catchment by most field studies (Ward et al., 

2019), H.J. Andrews is represented as a third-order basin by the NWM (and NHD), which often 

does not resolve small headwater reaches. H.J. Andrews is characterized by high relief 

topography, with elevations ranging from 410 to 1630 meters above sea level, and is primarily 

forested by Douglas fir trees (Ward et al., 2019). Annual precipitation at this site is strongly 

seasonal and varies between 1900 and 2900 mm, with most falling in winter months between 

November and April (Jennings & Jones, 2015). Flows at the basin outlet (Lookout Creek) 

typically reach a maximum in December or January, and a minimum in September (Jennings & 
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Jones, 2015). H.J. Andrews’ streams are home to a diversity of aquatic species, including 

cutthroat trout and coastal giant salamanders (Kaylor et al., 2019). The watershed is generally 

unimpacted by anthropogenic disturbances, with the exception of experimental logging in select 

catchments. 

While H.J. Andrews contains a number of water temperature gaging stations, only two 

gages coincided with reaches represented by the National Water Model.  These gages, providing 

records of water temperature and discharge (Gregory & Johnson, 2019), are located on the upper 

reaches of Mack Creek (GSMACK; drainage area: 580 ha) and the lower reaches of Lookout 

Creek (GSLOOK; USGS 14161500; drainage area: 6242) near the basin outlet (Figure 1). We 

took GSMACK to represent headwater behavior (hereby referred to as ‘headwater’) and 

GSLOOK to represent higher order stream behavior (hereby referred to as ‘outlet’) in the basin. 

2.2. Model Data 

2.2.1. National Water Model Retrospective v2.1 

The NWM retrospective is a backwards-looking long-duration model run forced with 

observational meteorological data. While the NWM retrospective analyses are typically used to 

evaluate model performance (Dyer et al., 2022; Salas et al., 2018; Wan et al., 2022), the 

historical continuity of their predictions makes them useful in the testing and development of 

models coupled to the NWM. In this study, we used data from the 42-yr NWM retrospective 

version 2.1 (v2.1) (February 1979 to December 2020), a run of NWM version 2.1 forced by near 

surface meteorological conditions from the Analysis of Record for Calibration (AORC) dataset 

(NOAA, 2021). The v2.1 retrospective configuration uses version 5.2.0 of WRF-Hydro (Gochis 

et al., 2021) and does not assimilate observed discharge data from stream gages. 

 The AORC supplies gridded atmospheric forcing data to WRF-Hydro. This forcing data 
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includes hourly records of precipitation, air temperature, specific humidity, air pressure, 

downward shortwave radiation flux, downward longwave radiation flux, and u- and v-

components of wind speed (NOAA, 2021). These near surface conditions are used by the Noah-

MP land surface model to simulate vertical energy and water fluxes at a 1-km spatial resolution 

(Gochis et al., 2021). Vertical moisture fluxes through the land surface are then passed to 

subsurface routing modules, which influence the lateral flow of water across the model’s surface, 

soil, and saturated domains. Using a 250-m grid, WRF-Hydro routes subsurface flow through a 

2-m thick soil column and an unconfined groundwater aquifer, approximating hydraulic 

gradients using a D8 steepest descent method (Gochis et al., 2021; Lahmers et al., 2019). When 

the subsurface storage of a grid cell is exceeded, excess water is routed to channels as overland 

surface runoff using a diffusive wave approach (Julien et al., 1995; Lahmers et al., 2019; Rojas et 

al., 2003). The location and extent of NWM channels are derived from National Hydrography 

Dataset (NHD) Plus Version 2 (NHDPlusV2) river reaches (McKay et al., 2012; Salas et al., 

2018). These channels can receive inflows either from surface runoff or from groundwater 

recharge, represented by empirically-tuned discharge from a conceptual exponential groundwater 

bucket (Gochis et al., 2021). Downstream flow is transported through trapezoidal NWM 

channels using Muskingum-Cunge routing (Gochis et al., 2021; Lahmers et al., 2019). 

Parameters related to channel geometry are empirically derived using relationships to each reach 

segment’s drainage area (Gochis et al., 2021). These computations are then integrated to deliver 

hourly values of streamflow, stream velocity, surface water runoff, and groundwater bucket 

inflow at each reach segment.  

 We retrieved NWM retrospective v2.1 forcing and output data from a publicly available 

AWS repository and extracted hourly values of relevant variables at stream segments within the 
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H.J. Andrews study basin. The sources and respective applications of NWM data used in this 

study are presented in Figure 2. These inputs can be divided into three categories: meteorological 

forcing data, hydrological model outputs, and channel geometry parameters (Figure 2). From the 

meteorological forcing data, we extracted incoming shortwave radiation, incoming longwave 

radiation, air temperature, specific humidity, air pressure, and wind speed. Gridded 

meteorological forcings were assigned to vector stream reaches based on the centroid location of 

each reach. From the hydrological model outputs, we retrieved discharge, stream velocity, flux 

from the groundwater bucket, and runoff from terrain routing (surface runoff) corresponding to 

each model reach segment. We also retrieved channel geometry parameters, including location, 

reach length, width, side slope angle, and stream order, from the NWM Routelink dataset. 

2.3. Modeling Approach 

2.3.1. Model Resolution 

We simulated hourly water temperatures throughout the H.J. Andrews stream network 

during a one-month period of low flow from July 1 to July 31 2019. We selected this time period 

because it was the most recent period where observed water temperatures in the basin and 

predictions from the NWM Retrospective v2.1 overlapped. We subdivided channels identified by 

the NWM into a series of 1-km long reach segments, beginning at the channel head of each 

tributary. Water temperature predictions were made at 46 model nodes, located at the beginning 

and end of each of these segments. Additional model nodes were added at the location of the two 

observed water temperature gages so as to not introduce error via spatial interpolation when 

assessing model performance against observations. 

2.3.2. Computation of Water Temperatures 

We adapted a semi-Lagrangian model formulation following Yearsley (2009), also 
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implemented in the DHSVM-RBM water temperature model, to develop a Python script that 

simulates water temperatures using primarily NWM forcings. Semi-Lagrangian approaches are 

widely used in the field of numerical weather prediction (Husain & Girard, 2017) and have also 

been applied extensively to water temperature modeling (Lee et al., 2020; Yan et al., 2021; 

Yearsley, 2009, 2012). This frame of reference combines aspects of Eulerian and Lagrangian 

approaches, coupling a fixed model grid with longitudinal particle tracking to gain efficiency 

over a strictly Eulerian method (Yearsley, 2009). Semi-Lagrangian models are numerically 

stable across broad ranges of space and time steps, facilitating simulations at time steps 

considerably longer than possible under models limited by the Courant condition (Yearsley, 

2009).  

In this semi-Lagrangian approach, unknown temperatures at a future time step were 

determined by applying reverse particle tracking to simulate the longitudinal paths of water 

parcels originating from model nodes where water temperatures are simulated (Yearsley, 2009). 

From a given node at time t+∆t, where ∆t is equal to the computational time step, the upstream 

Lagrangian coordinate (ξ) at time t was equal to (Yearsley, 2009): 

𝜉 =  𝑥0 – ∫ 𝑢 𝑑𝑡
𝑡+∆𝑡

𝑡

(1) 

where: 

u = longitudinal velocity field of traversed river reaches, m s-1 

t = model time step, s 

∆t = computational time step of the model, s 

x0 = starting position of the water parcel along the reach, m 

As the origin location of each water parcel did not always coincide with a model node, we used 

second-order Lagrangian polynomials to interpolate the temperature at the origin point at time t 
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using known water temperatures from surrounding nodes (Yearsley, 2009). 

 Once the starting water temperature at the origin point was known, the particle was 

tracked as it traveled back downstream to the starting model node. As the water parcel passed 

downstream from time t to t+∆t, the location of a water parcel along its trajectory (xj) was 

tracked by (Yearsley, 2009): 

𝑥𝑗 = 𝜉 + ∑ 𝑢(𝑗′)∆(𝑗′)

𝑗

𝑗0

 (2) 

where: 

 ξ = upstream location of the water parcel at time t, m 

 u(j’) = flow velocity in the jth model segment at time t, m s-1 

 ∆(j’) = time taken to traverse the jth model segment, s 

 j = index of model segment, unitless 

The length of time ∆(j’) to traverse the jth model segment was equal to (Yearsley, 2009): 

∆(𝑗’) =
𝑥𝑗′ − 𝑥𝑗

𝑢(𝑡, 𝑗′)
(3) 

where: 

 xj’ = location of the downstream boundary of the j’th node, m 

xj = location of the water parcel along its trajectory, m 

u(t,j’) = flow velocity along the j’th model segment at time t, m s-1 

As water parcels traversed model segments downstream, radiative and hydrologic heat 

inputs were calculated and integrated over time to update the water temperature at each model 

node until the water parcel reached its final location at time t+∆dt. The calculated water 

temperature was then inserted at the unknown node and the cycle repeated, either at the next time 

step or for the next node in the sequence. Following an approach based on Yearsley (2009), 
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water temperatures were updated at the downstream end of the jth model segment at time t+∆(j’) 

by integrating radiative and hydrologic energy fluxes along each model segment: 

𝑇(𝑡 + ∆(𝑗′), 𝑥𝑗′) = 𝑇(𝑡, 𝑥𝑗′) + ∆(𝑗′) [
𝐻(𝑡, 𝑥𝑗′)

𝐶𝑝𝐷(𝑡, 𝑥𝑗′)
+ (𝑡, 𝑥𝑗′)] (4) 

where: 

 T(t,xj’) = known water temperature at the current time step, C 

 T(t+ ∆(j’),xj’) = unknown water temperature at the future time step, C  

 ∆(j’) = time taken for the water parcel to traverse the jth model segment, s 

 H(t,xj’) = thermal energy flux across the air-water interface, W m-2 

   = density of water, kg m-3 

 Cp = specific heat capacity of water, J kg-1 C-1 

 D(t,xj’) = channel depth, m 

(t,xj’) = effective advected heat flux from hydrologic inflows, including groundwater 

and tributaries, C s-1 

If a water parcel traversed more than one model segment during a computational time step, 

Equation 7 was computed at the end of each segment crossed. 

  To calculate how radiative and hydrologic forcings result in changes in water 

temperatures, the cross-sectional area, depth, width, and the volume of each reach must be 

known. For each reach, the NWM Routelink file supplied the reach length, channel side slope, 

bottom width, and top width to define a trapezoidal channel geometry (Gochis et al., 2021). As 

our model simulated water temperatures during summer low flow conditions, we only considered 

flows through the primary channel and disregarded overbank flow into the floodplain. A further 

description of our derivation of cross-sectional area, water depth, and reach volume is presented 
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in Supporting Information. 

2.3.3. Heat Transfer Equations 

The total thermal energy flux across the air-water interface (H) summarizes the radiative 

and atmospheric forcings to water parcels as they traverse model reaches. These energy fluxes 

include incoming shortwave radiation, net longwave radiation, sensible heat exchange, and latent 

heat exchange. The total thermal energy flux across the air-water interface was calculated by: 

𝐻 =  𝐻𝑆𝑊 + 𝐻𝐿𝑊 + 𝐻𝑆𝐻 + 𝐻𝐿𝐻 (5) 

where: 

 HSW = shortwave radiation flux, W m-2 

 HLW = net longwave radiation flux, W m-2 

 HSH = sensible heat exchange flux, W m-2 

 HLH = latent heat exchange flux, W m-2 

 Full equations for the calculation of each of these heat balance components, including the 

integration of riparian vegetative shading, is described in Supporting Information. We did not 

include bed conduction in the net energy balance, as streambed temperatures would be difficult 

to quantify when expanding the model to broader scales. The bed conduction flux is generally 

small compared to other heat fluxes, though it can an influential process along headwater reaches 

(Benyahya et al., 2012; Caissie et al., 2014; Johnson, 2004). 

2.3.4. Hydrologic Heat Fluxes 

In addition to the radiative and atmospheric heat fluxes to the water column, hydrologic 

inflows, including groundwater inflow, surface water runoff, and tributary inflow, contribute 

heat to the stream based on the relative temperature difference between the stream and inflows. 
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We aggregated the relative effects of these three inflows to generate a single advective heat flux 

to each model reach over time. The total hydrologic inflow rate was calculated by: 

𝑄𝐼 =  𝑄𝑆 + 𝑄𝑇 + 𝑄𝐺𝑊 (6)     

where: 

 QI = total inflow rate, m3 s-1 

 QS = surface water runoff rate, m3 s-1 

 QT = tributary inflow rate, m3 s-1
 

 QGW = groundwater inflow rate, m3 s-1 

Once the total inflow rate and individual inflow components were known, the effective 

temperature of the inflows was calculated by a flow-weighted arithmetic mean (Glose et al., 

2017): 

𝑇𝐼 =  
𝑄𝑆𝑇𝑆

𝑄𝐼
+ 

𝑄𝑇𝑇𝑇

𝑄𝐼
+ 

𝑄𝐺𝑊𝑇𝐺𝑊

𝑄𝐼
 (7) 

where: 

 TI = effective temperature of inflows, C 

 TS = temperature of surface water runoff, C 

TT = temperature of tributary inflow, C 

 TGW = temperature of groundwater inflow, C 

QI = total inflow rate, m3 s-1 

 QS = surface water runoff rate, m3 s-1 

 QT = tributary inflow rate, m3 s-1
 

 QGW = groundwater inflow rate, m3 s-1 

The advective heat flux to the stream was then derived by computing the difference 

between the aggregate inflow temperature and current water column temperature, scaled by the 
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proportion of lateral inflow to total channel volume. The effective advective flux was calculated 

by (Glose, 2013): 

Φ =  
𝑄𝐿

𝑉
(𝑇𝐿 − 𝑇) (8) 

where: 

  = effective advective heat flux, C s-1 

QL = total lateral inflow rate, m3 s-1 

 V = model reach volume, m3 

 TL = effective temperature of lateral inflows, C 

 T = channel water temperature, C 

2.3.5. Estimation of Unknown Inflow Temperatures 

In Equation 7, the water temperature of each inflow component (groundwater inflow, 

surface water runoff, and tributary inflow) was unknown. Following Wanders et al. (2019), we 

set the temperature of surface water runoff as 1.5 C less than the current air temperature (though 

we note that this parameter was not expected to be influential given the lack of surface runoff 

that occurred during our simulation period). Simulated tributary temperatures were implicitly 

treated as lateral inflow to the model reach where the tributary joined the mainstem river. 

Groundwater temperatures are particularly influential to modeled water temperatures, but 

are often unknown for the purposes of water temperature modeling. Our proposed approach 

relied on the assumption that the net water temperature of groundwater inflow must be bounded 

by the temperature of deep groundwater (approximated by annual mean air temperature) and the 

ground surface temperature (approximated by continuous air temperature).  The ground surface 

temperature can be coarsely estimated by a smoothed mean air temperature, reflecting correlative 

links between patterns in solar radiation, air temperature, and ground surface temperature. By 
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scaling the magnitude of variability of a smoothed daily air temperature signal between the 

bounds of deep groundwater and the ground surface temperature, we estimated the effective 

inflow temperature of groundwater inflow. At each model time step and model reach segment, 

we calculated the groundwater inflow temperature (TGW) by: 

𝑇𝐺𝑊 = 𝐶𝐴𝑇−𝐺𝑊 ∗ (𝐴𝑇𝐷 − 𝐴𝑇̅̅ ̅̅ ) + 𝐴𝑇̅̅ ̅̅  (9) 

where: 

CAT-GW = Air temperature–groundwater temperature coefficient, varying from 0 – 1, 

unitless 

ATD = Mean daily air temperature smoothed over a variable duration moving window, C 

 𝐴𝑇̅̅ ̅̅  = Mean annual air temperature, C 

The smoothed daily air temperature, ATD, for a given time t was calculated by: 

𝐴𝑇𝐷,𝑡 =  
1

𝑊
∗ ∑ 𝐴𝑇𝑛

𝑡

𝑛=𝑡−𝑊−1

 (10) 

where: 

 W = air temperature moving window duration, days 

 ATn = daily mean air temperature on day n, C 

By tuning CAT-GW between 0 and 1, we simulated effective sourcing of inflows from temporally-

invariant deep groundwater (value closer to 0) or from more variable shallow groundwater (value 

closer to 1) (Figure 3). We derived mean annual air temperatures along the network using 4 km 

gridded PRISM means over a 4-year period from 2016 to 2019 (PRISM Climate Group, 2022). 

Daily air temperatures were retrieved from NWM forcings at each model reach and smoothed to 

a mean value using a backward-looking moving window, tuned to vary between a duration of 2 

and 14 days. This moving window simulated the unknown response time of shallow groundwater 
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to radiative forcings (reflected by air temperature). We used the calculated groundwater inflow 

temperature time series at each model node to supply boundary conditions to the model, both to 

set the first time-step temperature along the entire network and the time-varying temperature of 

streamflow initiation at all reach heads during the study period. 

2.3.6. Approximating the Thermal Effects of Hyporheic Exchange 

To conceptually represent the thermal effect of hyporheic exchange in our model, we 

used a simplified approach that stores water temperatures from previous time steps and returns 

them at a later, lagged time at a rate proportional to a tuned fraction of discharge. The hyporheic 

return flow temperature (Thyp) at time t along a given reach calculated by: 

𝑇ℎ𝑦𝑝,𝑡 =  
1

𝐻𝑙𝑎𝑔
∗ ∑ 𝑇𝑛

𝑡−1

𝑛=𝑡−𝐻𝑙𝑎𝑔

 (11) 

where: 

 Thyp,t = hyporheic return flow temperature at time t, C 

 Hlag = hyporheic lag duration, hours 

 Tn = simulated water temperature at previous time n, C 

In a similar manner to the computation of advective heat transfer due to groundwater inflow, the 

effective hyporheic heat flux was calculated by: 

Φℎ𝑦𝑝 =  
𝐻𝑓𝑟𝑎𝑐 ∗ 𝑄

𝑉
(𝑇ℎ𝑦𝑝 − 𝑇𝑡) (12) 

where: 

 hyp = effective advective heat flux, C s-1 

 Hfrac = fraction of streamflow returned to channel as hyporheic flow, varying between 0 

and 1, unitless 
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 Q = discharge, m3 s-1 

 V = model reach volume, m3 

 Thyp = hyporheic return from temperature, C 

 T = channel water temperature, C 

We tuned the hyporheic lag duration parameter between 2 and 24 hours, simulating a 

range of hyporheic flow path velocities. Although hyporheic flow paths often have residence 

times longer than 24 hours, the variability in the mean temperature of simulated streamflow 

(approximating hyporheic return temperature) over periods longer than 24 hours is negligible. As 

such, we limited the lag duration to a maximum of 24 hours to conserve computational runtime. 

The hyporheic flow fraction coefficient represented the amount of water returned to the stream at 

a given point in time and space as a proportion of discharge (e.g., an Hfrac value of 0.4 equates to 

40% of discharge returned to the stream as hyporheic flow). We allowed this fraction to vary 

independently by stream order (first, second, and third order reaches), as we generally expect 

stream order and hyporheic flow to demonstrate negative relationship. As stream order increases 

and stream slope decreases down-valley, the effects of hyporheic flow relative to other channel 

processes tends to decrease (Boano et al., 2014; Wondzell, 2011). 

2.3.7.  Estimating Riparian Shading in the Absence of On-site Observations 

Riparian shading is a crucial variable in water temperature modeling, as it controls the 

proportion of radiation that reaches the water’s surface. However, the NWM does not constrain 

shading of channels by streambank vegetations. In the absence of model data and on-site 

observations, we derived riparian shading values along the river network using an empirical 

formula (Vegetation-shading index; VSI) presented by Kalny et al. (2017) that relates vegetation 

height, vegetation buffer width, and vegetations density to riparian shading. VSI has been shown 
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to accurately characterize riparian shading in the absence of on-site observations, with estimated 

values displaying correlations of up to 0.9 with shading values derived from hemispherical 

photos (Kalny et al., 2017). VSI is calculated by: 

VSI = (
ℎ𝑟

ℎ𝑚𝑎𝑥
+  

𝑤

𝑤𝑚𝑎𝑥
+ 

𝑑

𝑑𝑚𝑎𝑥
) ÷ 3 (13) 

where: 

 VSI = vegetation-shading index, varying between 0 and 1, unitless 

hr = relative vegetation height, % 

 hmax = maximum vegetation height, equal to 100% 

 w = vegetation buffer width, m 

 wmax = maximum vegetation buffer width affecting water temperature, m, assumed to 

equal 50m 

 d = vegetation density, % 

 dmax = maximum vegetation density, equal to 100% 

Given the dense and contiguous forest cover adjacent to river reaches in the H.J. Andrew’s 

watershed, we assumed that the vegetation buffer width was equal to the maximum 50 m width 

value for all reach segments. Relative vegetation height (hr) was calculated by scaling vegetation 

height by river width using the equation (Kalny et al., 2017): 

ℎ𝑟 =  
ℎ𝑣 ∗ 100

𝑟𝑤 ∗ 1.62
 (14)  

if ℎ𝑟  ≥  100, ℎ𝑟 = 100 

where: 

 hr = relative vegetation height, % 

 hv = vegetation height, m 
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 rw = river width, m 

We modified the original relative vegetation height formula presented by Kalny et al. (2017) by 

multiplying the river width term by 1.62 to account for differences in latitude between our study 

site and the site where the above formula was derived. The 1.62 scalar value indicates that due to 

the mean solar angle between 10 a.m. and 2 p.m. (maximum solar incidence) at H.J. Andrews 

during our study period (July 2019), a tree would cast a shadow roughly 1.62 times its length 

(Kalny et al., 2017). 

In the absence of in-situ observations of canopy cover, we retrieved values of existing 

vegetation height and forest canopy cover from 30-m resolution gridded US LANDFIRE datasets 

(LANDFIRE, 2020). We then calculated mean values of canopy variables along reach segments 

using 50 m buffers perpendicular to the centerline of stream, excluding water pixels from 

calculated means. To account for differences in shading due to the geographic aspect of each 

reach segment, we calculated canopy values using buffers on only the right bank for eastward-

flowing segments (45-135), only the left bank for westward-flowing segments (225-315), 

and both banks for northward-flowing (45-315) and southward-flowing segments (135-225) 

(Kalny et al., 2017). In tuning scenarios where riparian shading exceeded 100% along a reach, its 

value was set to equal 100%. 

2.3.8. Assessing Model Error 

We assessed the error of model simulations by comparing predictions to observed 

temperatures at two gages (‘headwater’: Mack Creek, ‘outlet’: Lookout Creek) within the basin. 

In the calculation of error metrics, we removed the first 48 hours of simulated temperatures as a 

model spin-up period. While this spin-up time is shorter than that of other hydrologic models, 

water, the boundary condition temperatures rapidly equilibrated with radiative forcings after a 
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single diel cycle.  

At each gauge, we calculated a suite of error metrics that capture a range of modes of 

variability, including RMSE, daily maxima error (DMax), daily minima error (DMin). RMSE was 

calculated using the full hourly time series of prediction. DMax and DMin were calculated as the 

mean difference between predicted and observed daily maxima and minima during each 24-hour 

period. By using multiple error metrics in tandem to evaluate model performance, we gained 

additional insight into how the model resolved radiative and hydrologic processes. Daily maxima 

error, which described how the model represents peak temperatures, is an indicator of the 

model’s ability to accurately simulate radiative heat fluxes that typically dominate net heat 

transfer during daytime hours. Daily minima error, which quantified how the model captures 

nighttime and early morning temperatures, is closely linked to hydrologic heat fluxes that 

become more influential in the absence of solar radiation. 

2.4. Sequential Evaluation of Model Configurations 

Using a flexible model development framework (Fenicia et al., 2011; Hrachowitz et al., 

2014), we tested the ability of 4 model formulations of increasing complexity and representation 

of physical processes to simulate water temperatures in our test basin. In general, we sought to 

develop model configurations that were parsimonious, representing physical behavior using the 

simplest formulation (or degrees of freedom) possible to avoid overparameterization and retain 

computational efficiency (Hrachowitz et al., 2014; Jakeman et al., 2006). With this in mind, we 

attempted to design modeling strategies such that they had sufficient complexity to produce 

accurate predictions, while matching the availability (or uncertainty) of model inputs (Wagener 

et al., 2001).  

 Models M1, M2, M3, and M4 each progressively incorporated additional degrees of 
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freedom, tuning a broader suite of parameters that reflect uncertainty in hydrologic and thermal 

processes (Table 1). M1, the simplest configuration, only tuned parameters related to 

groundwater inflow temperatures and riparian shading. This formulation excluded hyporheic 

flow and used NWM estimates for rates of groundwater flow. M2 built on the M1 configuration, 

tuning the NWM estimates for the rate of groundwater inflow along the network and again 

excluding hyporheic flow. M3 built on the M1 configuration, adding a conceptual representation 

of hyporheic exchange (see Section 2.3.6). M4 combined the complexity of M2 and M3, tuning 

parameters related to groundwater inflow temperatures, groundwater inflow rate, riparian 

shading, and hyporheic exchange. Our model configurations (M1, M2, M3, M4) were not 

intended to resolve every physical process controlling water temperatures and instead sought to 

balance gains in performance against computational cost and uncertainty. 

 We calibrated each model configuration using 5,000 uniform Monte Carlo samples of 

parameters (Table 2), totaling 20,000 model runs across all configurations. Parameters 

descriptions and their sampled plausible ranges are shown in Table 2. We intentionally defined 

wide parameter ranges to more fully explore all possible model outcomes. These parameters can 

be grouped into two categories: those that are tuned for the full network, and those that are tuned 

independently by stream order. We assumed that the full network parameters (air temperature 

moving window duration, riparian shading coefficient, and hyporheic lag duration) represent 

processes or sources of model error that are likely uniform throughout the basin. Parameters 

tuned by stream order (C1
AT-GW, C2

AT-GW, C3
AT-GW, GW1, GW2, GW3, H1

frac, H2
frac, and H3

frac) were 

assumed to represent processes that scale in relation to relative stream size. As the basin contains 

reaches up to third order, each of these variables was tuned independently across three degrees of 

freedom (first-, second-, and third-order reaches). The riparian shading coefficient (Rshade) and 
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groundwater inflow rate coefficients (GW1, GW2, GW3) were unitless coefficients used to tune 

existing estimates of riparian shading and groundwater inflow, reflecting our uncertainty in the 

characterization of these processes. The coefficients used in the tuning of groundwater inflow 

temperatures (C1
AT-GW, C2

AT-GW, C3
AT-GW, W) and hyporheic flow (Hlag, H1

frac, H2
frac, H3

frac) were 

used in equations described in sections 2.3.5 and 2.3.6, respectively.  

 From the 5,000 model runs for each configuration (M1, M2, M3, M4), we selected the 

top 1% of runs sorted by RMSEw, to represent peak potential model performance. RMSEw is a 

weighted error metric, calculated by the weighted average of headwater RMSE (25% weight) 

and outlet RMSE (75% weight).  These runs are highlighted amongst all model runs in Figure 4. 

We prioritized runs with low RMSE values at the outlet because we expect that model error will 

decrease down-network as radiative forcings, which tend to be better-characterized than 

hydrologic forcings in water temperature models, become more influential. Therefore, we 

assumed that prediction quality at the outlet is relatively more valuable than at headwater 

reaches. By assessing model performance using only these top 1% of runs ranked by RMSEw 

(inferred to be feasible solutions), we aimed to compare the potential performance of each model 

formulation when well-calibrated, discarding model runs where randomly sampled parameters 

did not reflect the physical reality of the basin. 

3. Results 

3.1. Calibrated Models  

3.1.1. M1: Variable Groundwater Inflow Temperatures 

M1 was the simplest of all model configurations tested, allowing variability only in 

parameters related to the temperature of groundwater inflow (C1
AT-GW, C2

AT-GW, C3
AT-GW, W) and 

riparian shading (Rshade) (Table 1). The model configuration struggled to reproduce the 
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magnitude and variability of observed temperature time series at both the headwater and outlet 

(Figure 5, 6, 7). The 1st percentile of runs of M1 ranked by RMSEw had a mean RMSE of 1.41C 

at the headwater gage and a mean RMSE of 1.20C at the outlet, the worst of any model 

configuration (Figure 5). This set of best calibrated runs generally overestimated peak 

temperatures in the headwater reach, with a daily maxima error of 1.55C (Figure 5, 6). Despite 

this strong positive bias in headwater reaches, M1 outlet predictions had a negative bias, 

underestimating daily minima by -0.99C (Figure 5, 7). Although M1 failed to simulate the 

magnitude of diurnal temperature cycles, it captured outlet daily maxima the best of any model 

configuration (Figure 5, 7). The top overall M1 run ranked by RMSEw had a headwater RMSE of 

0.75C and an outlet RMSE of 1.08C. 

3.1.2. M2: Variable Groundwater Inflow Rate 

In addition to the variables tuned in M1 (C1
AT-GW, C2

AT-GW, C3
AT-GW, W), M2 added three 

further degrees of freedom, tuning the rate of groundwater inflow in first-, second-, and third-

order streams (GW1, GW2, GW3) (Table 1). M2 showed an improvement over calibrated M1 runs, 

with mean RMSE values of 1.11C and 1.10C at the headwater and outlet gages, respectively 

(Figure 5). In the headwater reach, lower mean error was largely driven by a narrowing of the 

diurnal temperature cycle and a shift of predicted daily minima to cooler temperatures (Figure 5, 

6). Headwater maxima error was reduced to 1.04C while daily minima error was reduced to 

0.33C. Increases in model performance at the outlet were linked to a more accurate simulation 

of minima temperature magnitude, though M2 showed little improvement over M1 in predicting 

daily maxima (Figure 5, 7). The negative bias in outlet predictions observed for M1 also 

persisted for M2 (Figure 7). The best calibration run for M2 had a headwater RMSE of 0.52C 

and an outlet RMSE of 0.93C. 
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3.1.3. M3: Conceptual Hyporheic Zone 

 M3 introduced considerable complexity to the M1 configuration, adding a conceptual 

hyporheic zone tuned by hyporheic lag time (Hlag) and hyporheic flow fraction (H1
frac, H2

frac, 

H3
frac) parameters (Table 1). By adding a single additional degree of freedom over the M2 

configuration (Table 1), M3 resulted in a considerable improvement in performance in 

comparison to both M1 and M2, with RMSE values of 0.81C and 0.86C in the headwaters and 

outlet, respectively (Figure 5, 6, 7). The M3 configuration greatly reduced the positive headwater 

bias observed in previous model configurations, reducing daily headwater minima error to -

0.16C and accurately representing the observed magnitude of diurnal variability (Figure 5, 6). 

We also observed gains in predicting daily minimum temperatures at the outlet, where minima 

error improved to 0.22C (Figure 5).  Although M3 had notable gains in performance over M1 

and M2 at the outlet, outlet maxima error for M3 was the poorest of all model configurations 

tested (Figure 5). Across 5000 model runs, M3’s best run by RMSEw had a headwater RMSE of 

0.56C and an outlet RMSE of 0.65C. 

3.1.4. M4: Variable Groundwater Inflow Rate and Conceptual Hyporheic Zone 

 M4 was the most complex configuration tested, combining aspects from both M2 and M3 

to tune hyporheic flow parameters (Hlag, H1
frac, H2

frac, H3
frac) and groundwater inflow parameters 

(GW1, GW2, GW3) (Table 1). Despite increased complexity and additional degrees of freedom, 

M4 did not show a marked improvement in performance over M3, providing only marginal 

decreases in RMSE (Figure 5). Predicted water temperature envelopes from M3 and M4 at the 

headwater and outlet were difficult to distinguish visually (Figure 6, 7). M4 had the lowest 

RMSE values amongst all model configurations at both the headwater (0.74C) and outlet (0.84 

C) gages (Figure 5). Headwater daily maxima and minima prediction error for M4 were low, 
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with values of 0.21C and -0.12C respectively (Figure 5). M4 generally underestimated the 

magnitude of diurnal variability at the outlet, predicting daily maxima that were too cool and 

daily minima that were too warm (Figure 7). The best calibrated M4 run had a headwater RMSE 

of 0.65C and an outlet RMSE of 0.61C. 

3.2. Optimal Calibrated Parameters 

 Mean optimal parameter values across the top 1% of calibrated model runs gave 

additional insight into differences in performance between model configurations (Table 3). 

Coefficients controlling the temperature of groundwater inflow for first-, second-, and third-

order streams (C1
AT-GW, C2

AT-GW, C3
AT-GW) were tuned for all model configurations. First-order 

coefficients (C1
AT-GW) were calibrated to lower values than second- and third-order coefficients 

for all configurations, reflecting cooler inflow temperatures in upland areas of the catchment. M1 

and M2, models without hyporheic flow, had optimal CAT-GW values that were considerably 

higher than M3 and M4, models that did represent hyporheic flow. W, representing the number 

of days of mean air temperatures that were incorporated into estimates of groundwater 

temperatures, was consistently tuned to a value between 7 and 8 days for all model 

configurations. We also tuned Rshade, a coefficient used to adjust the degree riparian shading 

along the network, for all model versions, reflecting uncertainty in our estimates of riparian 

cover derived from gridded datasets. In M1 and M2, Rshade was tuned to 1.00 and 1.04 

respectively, suggesting little bias in estimated riparian shading values. However, M3 and M4 

had notably lower optimal Rshade values of 0.69 and 0.70, respectively. 

 We tuned coefficients used to adjust the rate of groundwater inflow for first-, second-, 

and third- order streams (GW1, GW2, GW3) for configurations M2 and M4. In both model 

configurations, optimal coefficients ranged from 1.14 to 1.43, representing increased 
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groundwater inflow along all reaches in the stream network relative to NWM values. There was 

no clear relationship between optimal GW values and stream order for M2 and M4. Coefficients 

describing processes governing flow through a conceptual hyporheic zone, including hyporheic 

lag duration (Hlag) and hyporheic flow fraction (H1
frac, H2

frac, H3
frac), were calibrated for M3 and 

M4. Hyporheic zone parameters were tuned to relatively similar values between the two 

configurations. In M3 and M4, the mean optimal hyporheic lag duration, controlling the time 

delay before hyporheic flow is returned to the channel, was equal to 11.38 and 11.74 hours, 

respectively. Hyporheic flow fraction, describing the proportion of streamflow that is routed into 

the conceptual hyporheic zone, had a strong negative relationship with stream order for both 

tested model configurations. For both M3 and M4, first-order reaches had the highest proportion 

of hyporheic flow, with coefficients of 0.67 and 0.68, respectively. Optimal hyporheic flow 

fractions then sequentially decreased for second- and third- order reaches.  

4. Discussion 

4.1. Evaluating Performance of Water Temperature Model Configurations 

 The quality of predictions made by our models confirm that water temperatures can be 

successfully simulated using inputs derived from a continental-scale hydrologic model (in this 

case, the NWM). All the model configurations we tested produced calibrated simulations with 

RMSEs near or under 1C at both the headwater and outlet reaches. These errors are well under 

the 2C RMSE threshold estimated by Yearsley (2012) as an acceptable measure of performance 

for water temperature modeling and compare well to other studies using similar modeling 

strategies (Sun et al., 2015; Yan et al., 2021; Yearsley, 2012; Yearsley et al., 2019). The ability 

of our model configurations to adequately predict water temperatures in H.J. Andrews, a 

complex forested headwater catchment, is promising for the incorporation of water temperature 
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modeling into the NWM framework. 

 Each of the model configurations we explored in this study represents a unique 

hypothesis for our understanding of how radiative and hydrologic processes combine to 

influence river thermal regimes. As expected, the addition of degrees of freedom to 

configurations progressively improved model performance amongst most error metrics, though 

this relationship was not strictly linear (Figure 5, 6, 7). The strongest contrast in model 

performance existed between configurations that represented the thermal effects of hyporheic 

exchange (M3, M4) and those that only tuned parameters related to groundwater inflow rate and 

temperature (M1, M2). M3 and M4 demonstrated clear advantages over M1 and M2 in all error 

metrics excluding headwater daily maxima, suggesting that the influence of hyporheic flow on 

temperatures in this basin is too large to disregard. As a high-relief mountain headwater 

catchment, it is unsurprising that hyporheic exchange is an influential thermal process in H.J. 

Andrews, and its role in hydrologic function in the region has been thoroughly documented 

(Becker et al., 2023; Herzog et al., 2019; Schmadel et al., 2017; Ward et al., 2017). 

 Notably, the addition of parameters controlling the rate of groundwater inflow to 

configurations M2 and M4 resulted in improvements in model error, but to differing degrees 

(Table 1). When we added inflow tuning parameters to M2, we observed a clear reduction in 

error across most metrics over the previous model version (M1) (Figure 5). By contrast, the 

addition of these calibrated parameters to M4 did not result in considerable improvement over 

M3 (Figure 5). We hypothesize that the difference in the marginal reductions in error between 

M2 and M4 is likely attributable to the presence of other tuned hydrologic parameters (hyporheic 

exchange) in the M4 configuration. In M2, tuning to groundwater inflow represented the only 

pathway for the model to account for uncertain hydrologic processes, including hyporheic 
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exchange. This flexibility gave M2 an greater advantage over M1. When the model included 

hyporheic exchange, as it did in M3 and M4, it appeared less crucial to tune groundwater inflow 

rate. Although the groundwater inflow parameters were tuned to route additional inflow into the 

channel (Table 3), the magnitude of these increases did not exceed 144% of NWM inflows. This 

suggests that the NWM’s estimated groundwater contributions, at least in this basin, are roughly 

of the correct magnitude to accurately simulate thermal processes. 

 Although all configurations tested had the potential to simulate water temperatures with 

RMSEs below 1C, the models struggled to simultaneously generate accurate predictions at both 

the headwater and outlet gages. While model predictions were often capable of providing 

accurate predictions at the headwater gage (Figure 4), many of these runs translated into poor 

outcomes at the outlet. For example, despite overestimating temperatures at the headwater, both 

M1 and M2 predicted outlet temperatures that were colder than observed (Figure 5, 6, 7).  

 We highlight two possible explanations for the model’s inability to fit both the headwater 

and the outlet concurrently. First, because we tuned several parameters independently by stream 

order (Table 2), random variations in parameter values for second- and third-order reaches only 

influenced predictions at the outlet and not at the headwater. This could be alleviated by 

narrowing calibrated parameter ranges or by enforcing a constrained sampling strategy informed 

by process-based knowledge (e.g., hyporheic flow fraction in second- and third-order reaches 

must be tuned to be less than that of first-order reaches), as has been implemented in 

hydrological modeling studies (e.g., Hrachowitz et al., 2014). Tradeoffs in fitting the headwater 

and outlet could also be caused by a mischaracterization of heat fluxes along the network. This 

was most evident in configurations M1 and M2, where unrealistically warm headwaters were 

required to achieve the reasonable predictions at the outlet (Figure 6, 7). This effect was partially 
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- though not entirely - alleviated by the inclusion of a conceptual hyporheic zone in M3 and M4 

(Figure 6, 7), indicating that model configurations presented here may not fully capture all 

relevant heat fluxes in the system.  

 Of the four configurations tested, the M3 and M4 configurations best approximated water 

temperature behavior in the H.J. Andrews catchment during this specific time period. However, 

this does not necessarily give insight into the efficacy of our modeling frameworks in other 

locations or at broader scales.  Thermal regimes and their controlling processes are remarkably 

diverse, both within single catchments and across the North American continent (Fullerton et al., 

2015; Maheu et al., 2016). As such, the optimal model configuration in one basin may not 

translate to a neighboring catchment or to a different geographic region. This potential 

heterogeneity in model performance presents challenges in extending water temperature 

modeling from individual catchments to the continental US.  

4.2. Strategies for Constraining Uncertain Inputs 

 Despite the wealth of hydrologic data provided by NWM runs, several key inputs 

required to force our water temperature model were uncertain or altogether unknown. These 

included but are not limited to parameters governing the water temperature of groundwater 

inflows, headwater initiation water temperatures, riparian shading of channels, and hyporheic 

exchange. If water temperatures are to be accurately predicted, particularly in a physically-based 

modeling framework, approaches must be developed to estimate these parameters at a high 

spatial resolution (1 km) and at nationwide scales. Leveraging publicly available data external to 

the NWM and Monte Carlo calibration, we designed strategies to overcome data limitations that 

both enabled us to fit temperature behavior in the study catchment and that we envisioned could 

be easily scalable to broader modeling domains. We explore the viability of our proposed 
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strategies to estimate groundwater temperatures and hyporheic exchange. 

4.2.1. Estimating Groundwater Temperatures Key to Accurate Water Temperature 

Predictions 

 The heat flux associated with groundwater inflow, although often smaller in magnitude 

than fluxes at the air-water interface, can be a strong control on the water temperature of streams 

(Caissie, 2006; Caissie & Luce, 2017; Kurylyk et al., 2016). Groundwater inflow is particularly 

influential to water temperatures in forested headwater streams, as the magnitude of other 

radiative and turbulent heat fluxes are diminished (Caissie & Luce, 2017; Ouellet et al., 2020). In 

reaches where flows are primarily sourced from relatively cold groundwater, water temperatures 

are cooler and typically have narrower diel ranges (Hannah & Garner, 2015). Rigorous on-site 

monitoring is required to determine the rate and temperature of groundwater inflow to channels 

(Caissie & Luce, 2017), making advective fluxes challenging to quantify at a broader spatial 

extent. As such, the temperature of groundwater fluxes to streams represents a substantial source 

of uncertainty in physically-based models. 

In water temperature models, the temperature of groundwater inflow is generally set to 

the mean annual air temperature, mimicking the temperature of deep groundwater (Kurylyk et 

al., 2016; MacDonald et al., 2014). Perhaps counterintuitively, the temperatures of groundwater 

and inflows to streams are not always equivalent. The temperature of subsurface inflow when it 

enters a stream, whether sourced by shallow flow paths, warmed through bed conduction, or 

mixed with hyporheic waters, is often warmer than that of deep groundwater in summer and 

cooler in winter (Kurylyk et al., 2016; Leach & Moore, 2014). Advected inflow temperatures are 

also more temporally variable than that of deep groundwater and are loosely coupled to daily 

mean air temperatures (Leach & Moore, 2014). Past modeling studies have attempted to account 
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for the time-varying nature of inflow temperatures using non-linear regression (Mohseni et al., 

1998) to predict inflow temperatures from smoothed air temperatures (van Vliet et al., 2012; 

Yearsley, 2012). 

As groundwater temperature in our modeling approach was critical not only for forcing 

subsurface fluxes but also for setting the upstream boundary condition, our approach to 

estimating groundwater temperatures (Section 2.3.5) was intended to incorporate both variable 

sourcing depth and a lagged relationship between inflow temperature and air temperature (Figure 

3). Under the assumption that the sourcing depth of inflow may vary down-network, we allowed 

the coefficient governing the effective source depth of inflows (CAT-GW) to independently vary by 

stream order. The performance of our calibrated approach can be roughly assessed by evaluating 

error in modeled headwater temperatures, which are closely coupled to the temperature of 

inflows. By this metric, our approach was successful when well-calibrated, with headwater 

RMSE values approaching a minimum of 0.5C for all configurations, though many of these 

runs corresponded with large errors at the outlet (Figure 4). However, it remains challenging to 

disentangle the true effectiveness of our groundwater temperature approach from other 

potentially mischaracterized or absent streambed processes, including bed conduction and 

hyporheic flow. For example, groundwater inflow temperatures were consistently tuned warmer 

for models without hyporheic flow processes to fit behavior at the outlet (M1/M2) (Table 3). 

This suggests that for the simplified model configurations, groundwater inflow temperatures may 

be tuned to compensate for missing thermal processes, resulting in poor performance in certain 

regions of the stream network.  

Given the degree of heterogeneity across all US catchments, our calibration for 

groundwater inflow temperature parameters may be cumbersome to apply to a continental-scale 
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domain. The successes we observed in reproducing water temperatures using a tuned 

groundwater temperature approach are specific only to the study catchment during a period of 

low flow, and do not necessarily indicate transferability to other basins or time periods. By 

randomly tuning inflow temperature parameters, we sought to demonstrate that our model was 

capable of simulating water temperature behavior given well-calibrated parameters. This 

contrasts with a typical approach to modeling physical processes across broad spatial domains, 

where focus is instead placed on achieving acceptable mean model performance with uncertain 

parameter estimates. Expanding our water temperature model beyond the test basin would 

require a more complex approach to accurately simulate the broad diversity of subsurface flow 

dynamics across catchments and climates. Simulated groundwater temperatures at the 

continental scale would need to be temporally and spatially variable, reflecting site, basin, and 

regional controls on water temperature processes (Hannah & Garner, 2015). This approach 

would also need to incorporate the influence of seasonal snowpack on groundwater temperatures. 

Spatial statistical models or machine learning techniques could be an efficient and effective tool 

to predict variability in groundwater temperatures across the US, generating both upstream 

boundary conditions and inflow temperatures to drive a physically-based model (Dugdale et al., 

2017). 

4.2.2. Is a Conceptual Hyporheic Zone Needed? 

Hyporheic flow, characterized by flow paths that originate in the stream, travel through 

the subsurface, and eventually return to the stream, is an important process controlling the 

magnitude and timing of water temperature variability (Arrigoni et al., 2008; Boano et al., 2014; 

Hannah et al., 2009). Particularly in high relief headwaters like those of H.J. Andrews, a 

considerable portion of streamflow can pass through the hyporheic zone, returning flows with 
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temperatures that are lagged and buffered compared to instream waters (Arrigoni et al., 2008; 

Schmadel et al., 2017; Ward et al., 2016; Wondzell, 2011). In some cases, hyporheic advective 

heat fluxes may comprise 25% of total net radiation in headwater streams (Moore et al., 2005). 

Although hyporheic flow can be an influential thermal process, many broad-scale hydrologic 

models, including the NWM, do not include hyporheic processes in their representation of river 

networks. Similarly, water temperature models also often neglect heat fluxes related to hyporheic 

exchange (Kurylyk et al., 2016). 

Hyporheic flow and its associated effects on water temperatures are remarkably difficult 

to characterize, even when employing field observations and flow tracing techniques. In the 

absence of field measurements, our approach (outlined in Section 2.3.6) was intended to be 

conceptual rather than to give insight into true hyporheic behavior at this or any other study site. 

Our strategy for approximating hyporheic exchange did not represent physical mass transfer 

within the model and treated flow paths as point features, returning flow to the stream at the 

same point it originated. This simplification ignores the complex, 3D nature of hyporheic flow 

cells that can travel a considerable distances down-valley (Tonina & Buffington, 2009). For this 

reason, the calibrated hyporheic flow fraction values and time lags used in our model (Table 3) 

should not be taken as explicit estimations of hyporheic flow processes at H.J. Andrews.  

The contrast in model performance between configurations that included hyporheic 

processes (M3 and M4) and those that did not (M1 and M2) suggests that incorporating, or at 

least mimicking, hyporheic exchange is critical to simulating water temperatures in the study 

basin (Figure 5, 6, 7). This finding was expected, given the multitude of studies describing the 

influence of hyporheic exchange on hydrological processes in H.J. Andrews (Becker et al., 2023; 

Kasahara & Wondzell, 2003; Schmadel et al., 2017; Ward et al., 2018b, 2019). The gains in 
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performance we observed when including hyporheic processes were primarily linked to an 

improved estimation of daily minimum water temperatures (M3 and M4; Figure 5). This likely 

indicates that our representation of hyporheic flow, which returned warmer daytime waters 

roughly 12 hours later (Table 3), served to address missing nighttime streambed fluxes. The 

influence of hyporheic flow in our model was tuned to decrease with increasing stream order 

(Table 3), matching our understanding of how hyporheic exchange evolves down-network (Ward 

et al., 2019). We note that because our model configurations did not resolve bed conduction heat 

fluxes, parameters associated with hyporheic exchange may be simultaneously accounting for the 

effects of both hyporheic flow and bed conduction. If bed conduction remains absent from future 

model configurations, it may be beneficial to instead tune a single time-varying conceptual term 

that integrates all lagged streambed heat fluxes. 

Our results indicate that in H.J. Andrews, and likely other basins in similar settings, the 

inclusion of hyporheic flow processes can improve predictions of hourly water temperatures 

throughout the stream network. However, incorporating the thermal effects of hyporheic flow 

into a water temperature model at the continental scale of the NWM may pose challenges. 

Hyporheic flow dynamics are patchy and site-specific, varying considerably within stream 

networks, between physiographic regions, and across different flow conditions (Wondzell, 

2011). Clearly, it is not feasible to simulate hyporheic flow paths for all US river reaches, 

particularly given the absence of field observations along many rivers. Nevertheless, flexible 

modeling strategies could be designed to incorporate hyporheic processes only where they are 

the most influential to water temperatures. In such a framework, hyporheic flow could be tuned 

to improve water temperature predictions only in select regions and along low-order streams 

where hyporheic advective fluxes have the strongest influence on hourly water temperatures. 
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Higher-order streams could then be represented by conceptually simpler modeling frameworks, 

improving computational efficiency. 

4.3. Challenges and Opportunities in Expanding from the Catchment to Continental Scale 

 Though our study focused on developing modeling capabilities in a single catchment, our 

primary motivation was to evaluate the capacity for water temperature prediction to be coupled 

to the NWM at broader scales. We see several major challenges facing the application NWM to 

the simulation of water temperatures. These generally stem from the NWM’s simplified 

representation of hydrological processes and represent areas of needed future study.  

 Foremost, the predictions made by our NWM-based water temperature model are 

ultimately limited by the accuracy and uncertainty of NWM simulations. Beyond discharge, the 

target variable for NWM calibration (Gochis et al., 2019), our physically-based temperature 

model is also reliant on several NWM states and parameters, including channel dimensions, 

groundwater inflow, surface runoff, and stream velocity. Despite the NWM’s demonstrated 

ability to produce reasonable predictions of discharge, particularly in large river basins (Boyd & 

Kasper, 2003; Hansen et al., 2019; Salas et al., 2018), it can in some cases struggle to reproduce 

variability in other model states (e.g., soil moisture, snowpack; Garousi-Nejad & Tarboton, 

2022; Wan et al., 2022). As these model states are not explicit targets for calibration in the 

NWM, their mischaracterization could propagate error into predicted water temperatures. 

 The NWM’s representation of river network extent, derived from NHD Plus flow paths 

(McKay et al., 2012; Salas et al., 2018), is another potential source of uncertainty to water 

temperature modeling. Although the NHD provides exceptional spatial coverage of river 

networks across the US, it has been shown to systematically underestimate the true extent of 

river density (Elmore et al., 2013). In the H.J. Andrews catchment, the NWM models streamflow 
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along only 34.5 km of river length. By contrast, Ward et al. (2019) estimated the total river 

length in H.J. Andrews was 242 km using on-site lidar assessments and flow accumulation 

modeling. The omission of numerous headwater reaches by the NWM could have implications 

for the prediction of water temperatures in low stream order catchments. The amount of time 

water is exposed to radiation at the surface, which is influenced by the location of channel 

initiation, is a strong control on water temperature magnitude and variability (Yearsley, 2012). 

Due to this uncertainty, headwater temperatures may be difficult to accurately simulate in 

catchments where the true location of streamflow initiation is mischaracterized. 

 Despite these limitations, the unique framework of the NWM presents promising 

opportunities for the prediction of water temperatures at broad scales. While our models coupled 

with NWM version 2.1, NOAA is set to introduce the Next Generation Water Resources 

Modeling Framework (NextGen) in the coming years, with exciting implications for water 

temperature prediction. Based on the understanding that certain model configurations may 

perform better in specific catchments, the flexible and interoperable NextGen framework will 

enable domains to be simulated using model conceptualizations that best match the dominant 

hydrologic controls in a particular region (NOAA, 2021). By leveraging the NextGen 

framework, the same principle could be applied to tailor water temperature model configurations 

to specific catchments or regions. For example, in forested headwater catchments, a more 

parameterized model configuration could be used to resolve complex hyporheic heat fluxes. In 

contrast, water temperature predictions in large high order streams could be made using 

comparatively simpler and more efficient models. The potential flexibility offered by the 

NextGen framework could bring about profound advances in prediction quality, resolution, and 

extent across the US.  



 

 

128 

5. Conclusion 

 In this study, we developed and evaluated the capabilities of physically-based high 

resolution water temperature model driven by forcings and outputs from the National Water 

Model (NWM). Through the sequential calibration of four model configurations of increasing 

complexity, we demonstrated that the inclusion of heat fluxes at the streambed interface (e.g., 

hyporheic flow) is critical for simulating hourly water temperatures in a forested headwater 

catchment. The performance of the best-fitting model configuration was comparable to or better 

than other physically-based water temperature models, suggesting that the NWM can be an 

effective foundation for water temperature prediction. 

 While this work focuses on model development in a single catchment, the expansion of 

NWM-based water temperature modeling to broader spatial domains would improve 

understanding and management of the complex mosaic of US river thermal regimes. Hourly 

water temperature forecasts along all US river reaches could provide actionable information that 

would inform the management of fisheries and other sensitive aquatic ecosystems. Such a model 

would present a clear improvement over the patchwork of water temperature monitoring stations 

currently active across the continent. With the introduction of the NextGen NWM framework on 

the horizon, we recommend the continued development, exploration, and evaluation of NWM-

coupled water temperature models to expand predictions from single catchments to all US 

watersheds. 

  



 

 

129 

Figures 

 

Figure 1. Location of water temperature gages (‘Headwater’: GSMACK, ‘Outlet’: GSLOOK) 

with the H.J. Andrews Experimental Forest watershed in relation to channels identified by the 

National Water Model. 
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Figure 2. Primary heat fluxes represented in the water temperature model. Model data sources 

fall into four broad categories: NWM gridded forcings, NWM model outputs, NWM channel 

route link files, and external data unconstrained by the NWM. The color and shape of symbology 

indicates how each variable contributes to calculated heat fluxes in the model. 
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Figure 3. Estimated groundwater inflow temperatures for (a) water year 2019 and (b) July 2019 

study period at the headwaters of Mack Creek for a range of CAT-GW (air temperature scaling 

coefficient) values. Values of CAT-GW closer to 0 represent relatively deeper sourcing depths 

while values of CAT-GW closer to 1 represent relatively shallower sourcing depths. 
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Figure 4. Simulated water temperature RMSE at headwater (Mack Creek) and outlet (Lookout 

Creek) gages for 5,000 Monte Carlo calibration runs of each model configuration (gray). Top 50 

(1st percentile) runs of each model configuration, ranked by RMSEw (weighted headwater (25%) 

and outlet (75%) RMSE), are highlighted. 
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Figure 5. Performance of four model configurations at the headwater (Mack Creek) and outlet 

(Lookout Creek) gages, evaluated across three metrics of model error (RMSE: root mean square 

error; DMax: daily maxima error; DMin: daily minima error). Error metrics calculated using top 50 

runs (1st percentile) ranked by weighted headwater and outlet RMSE for each configuration. 
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Figure 6. Observed headwater temperatures (black) and 5/95th confidence envelope of water 

temperature predictions at the headwater gages across model configurations M1, M2, M3, and 

M4 for the top 50 runs (1st percentile) ranked by weighted headwater and outlet RMSE. 
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Figure 7. Observed outlet temperatures (black) and 5/95th confidence envelope of water 

temperature predictions at the outlet gage across model configurations M1, M2, M3, and M4 for 

the top 50 runs (1st percentile) ranked by weighted headwater and outlet RMSE. 

 



 

 

136 

Tables 

Table 1. Water temperature model formulations, tuned parameters, and number of parameters. 

Model Tuned Parameters Parameter Number 

M1 C1
AT-GW, C2

AT-GW, C3
AT-GW, W, Rshade 5 

M2 C1
AT-GW, C2

AT-GW, C3
AT-GW, W, Rshade, GW1, GW2, GW3 8 

M3 C1
AT-GW, C2

AT-GW, C3
AT-GW, W, Rshade, Hlag, H1

frac, H2
frac, H3

frac 9 

M4 
C1

AT-GW, C2
AT-GW, C3

AT-GW, W, Rshade, GW1, GW2, GW3, Hlag, 

H1
frac, H2

frac, H3
frac 

12 
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Table 2. Parameter definitions and tuning ranges for models M1-M4. 

Notation Parameter Units Calibration Range Model 

C1
AT-GW AT-GW coefficient (first-order) unitless 0 - 1 

M1, M2, M3, 

M4 

C2
AT-GW AT-GW coefficient (second-order) unitless 0 - 1 

M1, M2, M3, 

M4 

C3
AT-GW AT-GW coefficient (third-order) unitless 0 - 1 

M1, M2, M3, 

M4 

W 
Air temperature moving window 

duration 
days 2 - 14 

M1, M2, M3, 

M4 

Rshade Riparian shading coefficient unitless 0.5 - 2 
M1, M2, M3, 

M4 

GW1 
Groundwater inflow rate 

coefficient (first-order) 
unitless 0.5 - 2 M2, M4 

GW2 
Groundwater inflow rate 

coefficient (second-order) 
unitless 0.5 - 2 M2, M4 

GW3 
Groundwater inflow rate 

coefficient (third-order) 
unitless 0.5 - 2 M2, M4 

Hlag Hyporheic lag duration hours 2 - 24 M3, M4 

H1
frac 

Hyporheic flow fraction (first-

order) 
unitless 0 - 1 M3, M4 

H2
frac 

Hyporheic flow fraction (second-

order) 
unitless 0 - 1 M3, M4 

H3
frac 

Hyporheic flow fraction (third-

order) 
unitless 0 - 1 M3, M4 
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Table 3. Optimal mean parameter values for top 50 runs of each model (M1-M4). 

Parameter M1 M2 M3 M4 

C1
AT-GW 0.63 0.56 0.26 0.27 

C2
AT-GW 0.83 0.84 0.49 0.55 

C3
AT-GW 0.64 0.75 0.53 0.59 

W 7.20 7.22 7.88 7.42 

Rshade 1.00 1.04 0.69 0.70 

GW1 - 1.14 - 1.26 

GW2 - 1.43 - 1.33 

GW3 - 1.34 - 1.28 

Hlag - - 11.38 11.74 

H1
frac - - 0.67 0.68 

H2
frac - - 0.48 0.47 

H3
frac - - 0.18 0.14 
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Appendix A: Supplemental Information for Chapter 2  

Figures 

 

Figure 1. Aggregated heatmap of RF relative variable importance in predicting thermal 

sensitivity (TS: slope of linear relationship between daily air and water temperatures) for three 

hydrologic regions: (a) New England/Mid-Atlantic, (b) South Atlantic-Gulf, and (c) Pacific 

Northwest. The size of each point represents its magnitude of relative importance. The color of 

each point indicates the direction and strength of the relationship between a variable and the 

modeled metric as assessed by Spearman’s rank correlations. Plot columns represent individual 

RF models for each month and display differences in relative importance between predictor 

variables. Plot rows track variability in the importance of a single predictor over months. Results 

were not presented in main text due to poor model error. 
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Figure 2. Aggregated heatmap of RF relative variable importance in predicting (a) maximum 

stream temperatures (STmax) and (b) thermal sensitivity (TS) for sites with major dams in their 

watersheds. The size of each point represents its magnitude of relative importance. The color of 

each point indicates the direction and strength of the relationship between a variable and the 

modeled metric as assessed by Spearman’s rank correlations. Plot columns represent individual 

RF models for each month and display differences in relative importance between predictor 

variables. Plot rows track variability in the importance of a single predictor over months. 
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Figure 3. Comparisons of monthly training set (80% of data) and test set (20% of data) error in 

normalized RMSE for the prediction of (a) maximum stream temperatures (STmax) and (b) 

thermal sensitivity (TS) for models of all sites. 
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Figure 4. Comparisons of monthly training set (80% of data) and test set (20% of data) error in 

normalized RMSE for the prediction of (a) maximum stream temperatures (STmax) and (b) 

thermal sensitivity (TS) for models of sites with no major dams in their watersheds. 

  



 

 

156 

 

Figure 5. Comparisons of monthly training set (80% of data) and test set (20% of data) error in 

normalized RMSE for the prediction of maximum stream temperatures (STmax) for sites in the 

following hydrologic regions: (a) New England/Mid-Atlantic, (b) South Atlantic-Gulf, and (c) 

Pacific Northwest. 
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Figure 6. Comparisons of monthly training set (80% of data) and test set (20% of data) error in 

normalized RMSE for the prediction of thermal sensitivity (TS) for sites in the following 

hydrologic regions: (a) New England/Mid-Atlantic, (b) South Atlantic-Gulf, and (c) Pacific 

Northwest. 
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Appendix B: Supplemental Information for Chapter 3 

1. Water Temperature Modeling Equations 

1.1. Channel Geometry 

The cross-sectional area of water in the channel (A, m2) was calculated by: 

𝐴 =  
𝑄

𝑣
 (1) 

where:  

 Q = discharge, m3 s-1 

 V = channel velocity, m s-1 

Using the calculated area of water in the channel, the width of the water’s surface was derived 

from geometric relationships by: 

𝑤 =  √
4𝐴

𝑠
+ 𝐵𝑊2 (2) 

where: 

 w = water surface channel width, m 

 A = cross-sectional area of water in channel, m2 

 s = slope of main channel edge, unitless 

 BW = bottom width of main channel, m 

The depth of water in the channel was then calculated by: 

𝑑𝑤 =  0.5𝑠(𝑤 − 𝐵𝑊) (3) 

where: 

 dw.= depth of water, m 
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 s = slope of main channel edge, unitless 

 w = water surface channel width, m 

 BW = bottom width of main channel, m 

The volume of water within the main channel of a model node was calculated by: 

𝑉 = 𝑙 ∗ 𝐴 (4) 

where: 

 V = model reach volume, m3 

l = length of model reach, m 

 A = cross-sectional area of water in channel, m2 

1.2. Heat Transfer Equations 

Incoming shortwave radiation energy flux to the water column was derived from the 

surface downward short-wave radiation flux (SWDOWN) in the NWM 1-km grid forcing data. 

Incoming shortwave fluxes were adjusted based on a constant water surface albedo and an 

approximated channel riparian shading. Incoming shortwave radiation was calculated by (Glose 

et al., 2017; Magnusson et al., 2012): 

𝐻𝑆𝑊 = (1 − 𝛼)(1 − 𝑅)𝑆𝑊𝐼𝑁  (5) 

where: 

HSW = shortwave radiation flux, W m-2  

 = reflectance of water surface, assumed to equal 0.04, unitless (Boyd, 1996; Magnusson 

et al., 2012) 

R = riparian shading, ranging from 0 (no shading) to 1 (completely shaded), unitless 

SWIN = incoming shortwave radiation, W m-2 
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 Net longwave radiation energy flux to the water column was equal to the sum of 

downward atmospheric longwave radiation, landcover radiation, and emitted blackbody radiation 

from the water column proportional to water temperature. Net longwave heat flux was calculated 

by (Westhoff et al., 2007):  

𝐻𝐿𝑊 =  𝐿𝑊𝐴𝑇𝑀𝑂𝑆 +  𝐿𝑊𝐵𝐴𝐶𝐾 + 𝐿𝑊𝐿𝐴𝑁𝐷𝐶𝑂𝑉𝐸𝑅 (6)  

where: 

 LWATMOS  = atmospheric longwave radiation flux, W m-2 

 LWBACK = back longwave radiation flux, W m-2 

LWLANDCOVER = landcover longwave radiation flux, W m-2 

The atmospheric longwave radiation flux to the water column was derived using the 

surface downward long-wave radiation flux (LWDOWN) from the NWM 1-km grid forcing data 

and adjusted using the reflectance of water and riparian shading by: 

𝐿𝑊𝐴𝑇𝑀𝑂𝑆 = (1 − 𝛼)(1 − 𝑟)𝐿𝑊𝐼𝑁 (7)  

where: 

 = reflectance of water surface, assumed to equal 0.04 (Boyd, 1996; Magnusson et al., 

2012) 

R = riparian shading, ranging from 0 (no shading) to 1 (completely shaded), unitless 

LWIN = incoming atmospheric longwave radiation, W m-2
 

Back longwave radiation is emitted from the stream’s surface in proportion to simulated 

water temperature and was calculated by (Boyd & Kasper, 2003; Westhoff et al., 2007): 

𝐿𝑊𝐵𝐴𝐶𝐾 = 𝜀𝜎𝑠𝑏(𝑇𝑤 + 273.2)4 (8)  
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where: 

  = emissivity of water, assumed to equal 0.96 (Boyd & Kasper, 2003) 

sb = Stefan-Boltzman constant, W m-2 C-4 

Tw = water temperature, C 

Landcover longwave radiation from surrounding vegetation is emitted in proportion to air 

temperature and riparian shading and is calculated by (Boyd & Kasper, 2003; Westhoff et al., 

2007): 

𝐿𝑊𝐿𝐴𝑁𝐷𝐶𝑂𝑉𝐸𝑅 = (1 − 𝛼)𝜀𝑅𝜎𝑠𝑏(𝑇𝑎𝑖𝑟 + 273.2)4 (9) 

where: 

 = reflectance of water surface, assumed to equal 0.04 (Boyd, 1996; Magnusson et al., 

2012) 

  = emissivity of water, assumed to equal 0.96 (Boyd & Kasper, 2003) 

R = riparian shading, ranging from 0 (no shading) to 1 (completely shaded), unitless 

sb = Stefan-Boltzman constant, W m-2 C-4 

Tair = air temperature, C 

 Evaporation from the water’s surface and the associated latent heat transfer were 

calculated using the Penman combined method, which is often applied in stream temperature 

models to quantify evaporation rates from open water surfaces (Boyd, 1996; Glose et al., 2017; 

Westhoff et al., 2007). Evaporation rate was derived from several NWM forcing inputs, 

including air temperature, wind speed (magnitude combined from U and V components), specific 

humidity, and air pressure, by the following (Maidment, 1993; Westhoff et al., 2007): 
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𝐸 =
𝑠

𝜌𝑤𝐿𝑒(𝑠 + 𝛾)
+ 

𝑐𝑎𝑖𝑟𝜌𝑎𝑖𝑟(𝑒𝑠 − 𝑒𝑎)

𝜌𝑤𝐿𝑒𝑟𝑎(𝑠 + 𝛾)
 (10) 

where: 

E = evaporation rate, m s-1 

s = slope of the saturated vapor pressure curve, kPa C-1 

 = sum of shortwave (HSW) and longwave (HLW) radiation, W m-2  

w = density of water, kg m-3 

Le = latent heat of vaporization, J kg-1 

 = psychometric constant, J kg-1 C-1  

cair = specific heat of air, J kg-1 C-1
 

air = density of air, kg m-3 

es = saturated vapor pressure, kPa 

ea = actual vapor pressure, kPa 

ra = aerodynamic resistance, s m-1 

The saturated vapor pressure of the air is dependent on air temperature and was 

calculated by (Dingman, 1994; Westhoff et al., 2007): 

𝑒𝑠 =  0.611𝑒
17.27𝑇𝑎𝑖𝑟

237.3+𝑇𝑎𝑖𝑟
 

(11) 

where: 

 es = saturated vapor pressure, kPa 

 Tair = air temperature, C 

 The actual vapor pressure of the air was adjusted from the saturated vapor pressure using 

specific humidity values by (Bolton, 1980; Dingman, 1994): 
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𝑒𝑎 =  
𝑞𝑃𝑎

0.622 + 0.378𝑞
 (12) 

where: 

 ea = actual vapor pressure, kPa 

 q = specific humidity, kg kg-1 

 Pa = surface air pressure, kPa 

 Aerodynamic resistance was calculated from U- and V- components of wind speed by 

(Glose et al., 2017; Westhoff et al., 2007): 

𝑟𝑎 =  
245

0.54√𝑣𝑈−𝑤𝑖𝑛𝑑
2 + 𝑣𝑉−𝑤𝑖𝑛𝑑

2 + 0.5
 (13) 

where: 

 ra = aerodynamic resistance, s m-1 

 vU-wind = U-component of wind speed, m s-1 

 vV-wind = V-component of wind speed, m s-1 

 The slope of the saturated vapor pressure curve was calculated from saturated vapor 

pressure and air pressure by (Westhoff et al., 2007): 

𝑠 =  
4100𝑒𝑠

(237 + 𝑇𝑎𝑖𝑟)2
 (14) 

where: 

 s = slope of the saturated vapor pressure curve, kPa C-1 

 Tair = air temperature, C 

 The latent heat of vaporization was calculated from water temperature by (Maidment, 

1993; Glose et al., 2017): 
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𝐿𝑒 =  106(2.501 − 0.002361𝑇𝑤) (15) 

where: 

 Le = latent heat of vaporization, J kg-1 

 Tw = water temperature, C 

 Following the calculation of evaporation rate at a given time step and model reach, latent 

heat transfer was then derived by (Westhoff et al., 2007): 

𝐻𝐿𝐻 = −𝜌𝑤𝐿𝑒𝐸 (16) 

where: 

 HLH = latent heat exchange flux, W m-2 

 w = density of water, kg m-3 

 Le = latent heat of vaporization, J kg-1 

 E = evaporation rate, m s-1  

Note that the latent heat flux is negative when evaporation is occurring and positive when 

condensation is occurring. 

 Sensible heat exchange is the transfer of heat between the water’s surface and the 

atmosphere due to temperature contrasts between the two mediums (Boyd & Kasper, 2003; 

Glose et al., 2017; Westhoff et al., 2007). Sensible heat was calculated by scaling latent heat 

fluxes using the Bowen Ratio by (Boyd & Kasper, 2003; Westhoff et al., 2007):  

𝛷𝑠𝑒𝑛𝑠𝑖𝑏𝑙𝑒 =  𝐵𝑟𝛷𝑙𝑎𝑡𝑒𝑛𝑡 (17) 

where: 

 sensible = sensible heat flux, W m-2 

latent = latent heat flux, W m-2 
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Br = Bowen Ratio, unitless 

 The Bowen Ratio was derived from water temperature, air temperature, air pressure, 

saturated vapor pressure at the air-water interface, and actual vapor pressure at the air-water 

interface by (Boyd & Kasper, 2003; Westhoff et al., 2007): 

𝐵𝑟 = 6.1𝑒−4𝑃𝑎

𝑇𝑤 − 𝑇𝑎𝑖𝑟

𝑒𝑠
𝑤 − 𝑒𝑎

𝑤  (18) 

where: 

 Pa = air pressure, kPa 

 Tw = water temperature, C 

 Tair = air temperature, C 

 es
w = saturated vapor at the air-water interface, kPa 

 ea
w = actual vapor at the air-water interface, kPa 

As Bowen’s ratio is scaled by a relative humidity-dependent term, high relative humidity 

values approaching 100% can lead to implausibly large sensible heat fluxes. To prevent 

anomalous Bowen’s ratio values and sensible heat fluxes in the model, we set all relative 

humidity values exceeding 97% to equal exactly 97%. This introduces a small error on estimates 

of sensible heat and latent heat fluxes during the most humid periods. As opposed to previous 

calculations of saturated and actual vapor pressure that are based on air temperature, es
w and ea

w 

were instead calculated using water temperatures. The saturated vapor pressure at the air-water 

interface was calculated by (Boyd & Kasper, 2003; Westhoff et al., 2007): 

𝑒𝑠
𝑤 =  0.611𝑒

17.27𝑇𝑤
237.3+𝑇𝑤  (19) 

where: 
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 es
w = saturated vapor pressure at the air-water interface, kPa 

 Tw
 = water temperature, C 

Similarly, the actual vapor pressure at the air-water interface was derived from the 

saturated vapor pressure at the air water interface, scaled by relative humidity (Boyd & Kasper, 

2003; Westhoff et al., 2007): 

𝑒𝑎
𝑤 =  

𝐻

100%
𝑒𝑠

𝑤  (20) 

where: 

 ea
w = actual vapor pressure at the air-water interface, kPa 

H = relative humidity, expressed as a percentage, % 

 es
w = saturated vapor pressure at the air-water interface, kPa. 
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