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ABSTRACT

The thesis covers a range of topics relevant to the current and future gravitational-

wave facilities. After the last science observing run, O3, that ended in March 2020,

the aLIGO and VIRGO gravitational-wave detectors are undergoing upgrades to im-

prove their sensitivity. My thesis focuses on the work done at the LIGO Hanford

Observatory to facilitate these upgrade activities. I worked to develop two novel

technologies with applications to gravitational-wave detectors. First, I developed a

high-bandwidth, low-noise, flexure-based piezo-deformable mirror for active mode-

matching. Mode-matching losses limit improvements from squeezing as they distort

the ground state of the squeezed beam. For broadband sensitivity improvements from

frequency-dependent squeezing, it is critical to ensure low mode-mismatch losses.

These piezo-deformable mirrors are being installed at the aLIGO facilities. Second, I

worked to develop and test a high-resolution wavefront sensor that employs a time-

of-flight sensor. By achieving phase-locking between the demodulation signal for the

time-of-flight sensor and the incident modulated laser beam, this camera is capable

of sensing higher-order mode distortions of the incident beam.

Cosmic Explorer is a proposed next-generation gravitational-wave observatory

in the United States that is planned to be operational by the mid-2030s. Cos-

mic Explorer along with Einstein Telescope will form a network of next-generation

gravitational-wave detectors. I propose the science-goal-focused tunable design of the

Cosmic Explorer detectors that allow for the possibility to tune with sensitivity at

low, mid, and high frequencies. These tuning options give Cosmic Explorer the flex-

ibility to target a diverse set of science goals with the same detector infrastructure.

The technological challenges to achieving these tunable configurations are presented.

I find that a 40 km Cosmic Explorer detector outperforms a 20 km in all key science

goals other than access to post-merger physics. This suggests that Cosmic Explorer

should include at least one 40 km facility. I also explore the detection prospects of



core-collapse supernovae with the third-generation facilities – Cosmic Explorer and

Einstein Telescope. I find that the weak gravitational-wave signature from core-

collapse supernovae limits the likely sources within our galaxy. This corresponds to

a low event rate of two per century.
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Chapter 1

Gravitational-Wave Detectors:

Practical Limitation of the Current

Facilities and the Promise of the

Future!

This chapter outlines some of the aspects of Einstein’s theory of General Relativity,

which to date is the simplest and most complete theory of gravity. Next, I will

briefly describe gravitational waves and ground-based detectors like aLIGO, VIRGO,

which use laser interferometers to detect gravitational waves. Lastly, this chapter

will discuss the fundamental and technical limitations of the current ground-based

detectors and the proposed next-generation detectors, which will revolutionize our

understanding of physics, astrophysics, and cosmology.

1.1 General Theory of Relativity

At the time of the formulation of the general theory of relativity, the observed pre-

cession of Mercury around the sun was unexplained. Newton’s theory of gravity does

not allow the possibility of precessing orbits. Moreover, the special theory of relativ-

ity postulates that no physical information can travel faster than the speed of light.

This is a fundamental flaw in Newton’s theory of gravity, which allows gravity to

propagate at an infinite speed. In other words, Newton’s theory of gravity lays out
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the gravitational field between two objects by the virtue of their mass, this field could

propagate any distance without any time delay. This nature of fields that are allowed

by Newton’s theory of gravity is in flux with the postulates of the special theory of

relativity.

Einstein’s special relativity is based on two postulates. First, the laws of physics

are the same everywhere (in all reference frames). Second, the speed of light in a

vacuum is the same for any observer and is independent of the frame of reference.

General relativity is an extension to the weak equivalence principle1 with the first pos-

tulate of special relativity. General relativity conceptualizes that there is no difference

between a object’s motion (as in special relativity) when subjected to a gravitational

field (g) and a freely falling inertial frame accelerating with g.

Using Einstein’s equivalence principle and the conservation of the energy-momentum,

one can derive the Einstein’s equations for General Relativity

Gµν =
8πG

c4
Tµν (1.1)

whereGµν is the curvature of space-time, Tµν is the energy-momentum tensor. Wheeler

described Einstein’s field equation as ‘Space-time tells matter how to move; matter

tells space-time how to curve’. The coupled differential equations can be solved an-

alytically or numerically with different approximations. General relativity explained

the orbital precession of Mercury2, and offered a large set of predictions that could be

experimentally tested. Over hundreds years of tests to the general theory of relativity,

no experimental deviations from theoretical predictions have been found.

The summary of key predictions of General Relativity and their first experimental

verification is given below:

1. Gravitational field bends the trajectory of light. First experimental evidence of

the bending of light by Eddington, 1919.

The deviation in the observed location of the bright group of stars Hyades

between the night and during the total solar eclipse of the sun in 1919 showed

1The weak equivalence principle (or the universality of free fall) states that the motion of any

freely falling object in a gravitational field is independent of its composition.
2At the time of the formulation of General Relativity, the observation of precession in the orbit

of Mercury was an unexplained phenomenon. Newton’s theory of gravity does not allow for the

precession of planetary orbits.
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that light does bend in the gravitational field. Moreover, the observed angular

deviation agreed with Einstein’s prediction. This was the first experimental

verification of one of the predictions of General Relativity.

2. Gravitational Redshift. The light source sent towards a gravitational well is

blueshifted, whereas the one away from it is redshifted3. The first uncontested

evidence of gravitational redshift was provided by Popper, 1954 [7].

Popper estimated the redshift in the hydrogen line spectrum of white dwarf

40 Eridani B. The observed gravitational redshift was consistent with predic-

tions from General Relativity.

3. Gravitational waves. In 1916, Einstein predicted gravitational waves from the

field equations, described later in this chapter. Drawing parallels between elec-

tromagnetism, Einstein showed that in free space gravitational waves travel

at the speed of light, and they have two polarizations. The LIGO detectors

observed the first gravitational waves in 2015 [8].

The gravitational waves from the merger of two black holes were observed

using two ground-based laser interferometer LIGO detectors, discussed in §1.3.

This gravitational-wave signal and the observed polarization were consistent

with the predictions of General Relativity.

4. Black Holes. In 1915, Schwarzschild was the first to offer the first exact solution

to the Einstein field equation (This was before Einstein solved it for gravita-

tional waves). Schwarzschild coined the solutions as black holes but thought

the solutions were physically meaningless.

The first observation evidence on the existence of black holes came to light

through X-ray observation of Cygnus X-1. The radial velocity profile suggested

a compact binary star system of 3M� and 12M� objects [9, 10].

The incompleteness in the theory of General Relativity is the classical treatment of

gravitational fields. In particular, General Relativity is not quantized and does not

answer fundamental questions like particles responsible for mediating gravitational

3Blueshift implies that the observed frequency of a source is higher while redshift implies the

observed frequency is lower.
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interactions. That is, it does not predict a candidate particle that acts as a mediator

of gravity. We will discuss gravitational waves in section §1.2. The LIGO detectors

are discussed in the next section §1.3. Improved sensitivity of the gravitational-wave

detectors will provide better tests of General Relativity, discussed in chapter 7. The

current limitations to their sensitivity and the areas of active research to facilitate

the science with the next-generation detectors is discussed in section §1.4.

1.2 Gravitational Waves

The thesis is focused on the upgrades and construction of instruments to observe

gravitational-waves, along with the astrophysics, cosmology, fundamental physics that

is offered by gravitational wave astronomy. Therefore, we will give a little deeper into

the understanding of the origin of gravitational waves, and the required sensitivity to

observe gravitational waves from astrophysical sources.

Consider small perturbations hαβ of the spacetime metric from the flat spacetime

metric defined by the Minkowski metric ηαβ with signature [-1, 1, 1, 1]. The spacetime

metric gαβ can then be defined as

gαβ = ηαβ + hαβ (1.2)

Under the weak field assumption, one can define raising and lowering operations on

hαβ using the Minkowski metric according to

hγβ = ηγαhαβ and hγδ = ηδβhγβ (1.3)

The trace h is then given by

h = hαα = ηαγhγα (1.4)

A trace reverse tensor of hαβ is defined as

h̄αβ = hαβ − 1

2
ηαβh (1.5)

Using the Minkowski tensor, it can be shown the trace of h̄αβ is equal to −h. Using

these relationships that arise under the weak field approximation, the Einstein Eq. 1.1

simplifies to

Gαβ = −1

2

(
∇2 − 1

c2

∂2

∂t2

)
h̄αβ =

8πG

c4
Tαβ (1.6)
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where h̄αβ is the trace reverse tensor.

We find in the vacuum state (Tαβ=0), the Eq. 1.6 simplifies to a plane wave

equation (
∇2 − 1

c2

∂2

∂t2

)
h̄αβ = 0 (1.7)

with wave solutions given by

h̄αβ = Aαβ · exp(i · kµxµ) (1.8)

Next, using the Lorentz gauge condition on the wave solution in Eq. 1.8 yields

Aαβkβ = 0 (1.9)

which is identical to the electromagnetic wave equation − the amplitude of the wave

Aαβ is orthogonal to the direction of wave propagation kβ.

Further, the field must be gauge invariant which constrains the Aαβ in two ways.

First,

Aαα = 0 (1.10)

This condition yields that Aαβ must be traceless. From Eq. 1.5, this implies that

h̄αβ=hαβ. Second,

AαβU
β = 0 (1.11)

where Uβ is a velocity four vector.

For a wave propagating in the z-direction, the requirements of Lorentz gauge

and gauge invariance (using Eq. 1.9, 1.10 and 1.11) define the transverse-traceless

gauge, that yields two independent elements in the the amplitude Aαβ. These two

independent elements are the two polarizations of the gravitational waves predicted

in General Relativity, represented by h+ and h×.

Aαβ =




0 0 0 0

0 hxx = h+ hxy = h× 0

0 hyx = h× hyy = −h+ 0

0 0 0 0




(1.12)

In summary, we showed that the gravitational radiations in traveling in vacuum have

two polarizations. Considering two points in space separated by a distance L. The

distorted distance between them as the gravitational-wave passes through is given by

L′ =

∫ x=L

x=0

|gαβdxαdxβ|1/2 ≈ (1 +
hxx
2

)L (1.13)
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Thus, the propagation of gravitational-wave causes changes in the relative distance

between points in space (h ≈ ∆L/L). However, we did not talk about the origin of

gravitational or their physical amplitude from astrophysical sources.

Quadrupole Approximation

To understand the origin of gravitational waves, we will consider a source under peri-

odic motion with frequency Ω. Thus, the source term in Eq. 1.6 can be approximated

as

Tαβ = Sαβexp(−iΩt) (1.14)

Also assuming the scale of motion with the source is much lower than the wavelength

of the gravitational wave Ω, which allows us to use the guess the gravitational wave

solution as

h̄αβ = Bαβexp(−iΩt) (1.15)

Plugging Eq. 1.14 and 1.15 in Eq. 1.6 yields

(∇2 + Ω2)Bαβ =
16πG

c4
Sαβ (1.16)

The above equation can be solved outside the source i.e. Sαβ. We define the inertia

tensor given by

Ijk =

∫
T 00xjxkd

3x (1.17)

Then the gravitational-wave amplitude in quadrupole approximation is given by

hjk =
2

r

d2Ijk
dt2

(1.18)

I will skip straight to the solution in transverse-traceless gauge for a wave propa-

gating along the z-direction at a distance r from the source below

hxx = −hyy = −Ω2(Īxx − Īyy)
eiΩr

r
(1.19)

hxy = −2Ω2Īxy
eiΩr

r
(1.20)

where Ījk is the transverse-traceless quadrupole moment tensor.

Ījk = Ijk −
1

3
δjkI

l
l (1.21)

The key implication that arises from quadrupole approximation is that gravi-

tational waves are produced by time-varying quadrupole moment. Therefore, any
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spherically symmetric motion or cylindrically symmetric motion can not produce

gravitational waves. To detect gravitational waves from binaries of black holes or

neutron star requires a strain sensitivity (∆L/L) better than 10−23 Hz−1/2 in broad-

band of frequencies from 10 to 2000 Hz.

1.3 Advanced LIGO Detectors

The advanced LIGO detectors are 4 km long dual-recycled Fabry-Perot interferom-

eters to achieve this sensitivity. Fig. 1 shows the top-level design of the aLIGO

detectors.

Achieving a strain sensitivity of 10−23 Hz−1/2 below a kHz is incredibly challeng-

ing. The fundamental sources of noises that limit the aLIGO design sensitivity are

discussed below. Additionally, to achieve this sensitivity over a sustained period of

time one needs to achieve stable operation by effective control loops and keeping the

overall ‘technical’ noises lower than the fundamental noises4. We discuss these noise

sources in detail in section §1.4. The noise budget of the aLIGO detectors at design

sensitivity is shown in figure 2.

• Quantum Noise: The quantum noise in the gravitational wave detectors mani-

fests itself in two ways − photon shot noise and radiation pressure noise. The

gravitational wave signal is measured by the differential motion of the two

Fabry-Perot arms of the interferometer using the beam that leaks through the

anti-symmetric port of the Michelson. The quantum nature of photons defines

the fundamental uncertainty in the ability to count the number of photons at

the photodetectors. The photon shot noise in the low frequency limit can be

expressed as [11]

hshot =
1

nL

√
~cλ

2πPin
(1.22)

where n is the number of round trips, L is the length of the arms, Pin is the

input power. The radiation pressure noise arises from the displacement of the

test masses due to the momentum imparted by the flux of photons resonant in

4Technical embodies a wide set of noise sources − actuator noise, control loops, optical noises

from mode-mismatch, scattering, etc. [1].
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EOMPSL

IMC PRM

Y-arm

X-arm

SRM

OFI

OPO

OMC

DCPDs

BS

REFL POP

AS

9 MHz

45 MHz

118 MHz

ITMs

ETMY

ETMX

Figure 1: Simplified layout of the aLIGO detectors. The 2 W NPRO laser is am-

plified and stabilized in intensity using a reference cavity. Next the frequency of

the amplified laser is stabilized using a premode cleaner. This infrastructure to sta-

bilize the laser in frequency and intensity is referred as pre-stabilized laser (PSL).

Next, the phase sidebands are introduced for length and angular control using an

electro-optic modulator (EOM). The frequency of the laser then is further stabilized

with an input-mode cleaner (IMC). The beam in transmission of the IMC enters the

dual-recycled Fabry-Perot interferometer. The two Fabry-Perot cavities (X-arm and

Y-arm) are formed with the input test mass (ITM) and the end test mass (ETM)

separated by 4 km. The beamsplitter (BS) and the ITMs form the Michelson inter-

ferometer. In the symmetric port of the Michelson the power-recycling mirror (PRM)

is a coupled cavity to reduce the reflected power which otherwise would leak when

the anti-symmetric port is on a dark fringe. Lastly, at the anti-symmetric port of the

Michelson the signal-recycling mirror (SRM) forms a coupled cavity with the ITMs

which increases the effective input transmittance of the test masses, thus ‘recycling’

the anti-symmetric signal. Here signal recycling is a misnomer, signal extraction used

in a more apt as the SRM changes the effective signal bandwidth. The anti-symmetric

port of the Michelson is a DC readout on photodiodes (DCPDs) of the gravitational

wave signal, which is first cleaned with the output-mode cleaner (OMC). The REFL,

POP and AS are photodiodes ports that provide error signals for length and angular

control.
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Figure 2: The noise budget of advanced LIGO detectors at design sensitivity.

the cavity. This can be expressed as [11]

hrp(f) =
n

Lmf 2

√
2~Pin
π3cλ

(1.23)

where m is the mass of the test masses. The total quantum noise is the quadra-

ture sum of the shot noise and the radiation pressure noise. Notice that from the

equations above, the shot noise reduces with the number of round trips and the

incident power whereas the radiation pressure noise worsens. Also, increasing

the length of the arms scales both noises down, which is one big driver for bigger

gravitational wave detectors. Lastly, the radiation pressure noise reduces with

heavier test masses. However, there are practical limitations to the manufacture

of bigger and heavier test masses with the required high optical quality.

• Seismic: The ambient ground motion from the seismic activity is several orders

of magnitudes higher than what is required for the test masses in gravitational

wave detectors. Typically the seismic activity at 100 Hz is of the order of 10−11

m/
√

Hz, which is substantially higher than 10−20 m/
√

Hz, which is the required

to build the detectors sensitive enough to detect gravitational waves. To damp

down this seismic motion aLIGO uses a quadruple suspension that acts as a low
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pass filter below the resonance frequencies, providing vibrational isolation to the

test masses [12, 13]. In addition to the passive damping of the test masses from

the suspensions, active damping is also required for actuation in the design of

active feedback control loops. Therefore, test masses and other auxiliary optics

in aLIGO detectors are both actively and passively damped. The low-frequency

sensitivity of aLIGO design is limited by the residual seismic motion from the

suspensions, which cannot provide effective damping at lower frequencies.

• Newtonian Gravity : The motion-induced on the test masses from the ambi-

ent seismic motion in the environmental surroundings. This noise also is most

significant at frequencies below 10 Hz. With improved seismometers and envi-

ronmental sensors, it is possible to subtract this noise [14, 15].

• Thermal Noise: The thermal noise arises due to the displacement noise of the

test masses due to the Brownian motion of the atoms and molecules in sus-

pensions, substrate, and coating of the test masses. The fluctuation-dissipation

theorem states that for a linear system in thermodynamic equilibrium, the ther-

mal fluctuations lead to dissipated power in the system and vice-versa. The

thermal noise, therefore, increases with increased mechanical loss, and loss an-

gle. Kindly refer to reference [16] for a detailed description. In figure 2, the

suspension thermal, coating Brownian, coating thermo-optic, substrate Brown-

ian, and substrate thermo-elastic contribute to the noise in aLIGO due to the

coupling described above.

• Excess Gas : Any excess gas molecules in the chamber cause scattering of the

main beam causes phase noise. Additionally, they also cause ambient motion of

the test masses due to the force imparted on them. The aLIGO detectors are

under ultra-high vacuum.

1.4 Technical Noises in Advanced LIGO Detectors

The previous section described the analytical estimate of the noise sources to advanced

LIGO sensitivity. What is not captured in the earlier discussion is the challenge in

the complex control schemes for operating the detector with all the coupled cavities,

shown in figure 1, locked to the laser. To achieve this stable lock requires all degrees of
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freedoms to be suppressed. There are five degree of freedom in the length of different

cavities

1. Michelson (MICH): The length of the Michelson from the beam splitter to the x

(and y) test masses be lx (and ly). Then the Michelson length degree of freedom

is lMICH = lx − ly.

2. Power-recycling cavity (PRC): The length of the power recycling cavity (lPRCL =

lp + (lx + ly)/2), where lp is the length of from the beamsplitter to the power-

recycling mirror.

3. Signal-recycling cavity (SRC): The length of the signal recycling cavity (lSRCL =

ls + (lx + ly)/2), where ls is the length of from the beamsplitter to the signal-

recycling mirror.

4. Common arm (CARM): The common arm length of the two 4 km long Fabry-

Perot arms Lx and Ly is LCARM = (Lx + Ly)/2.

5. Differential arm (DARM): The differential arm length of the two 4 km long

Fabry-Perot arms Lx and Ly is LDARM = Lx − Ly.

Using the 9 MHz and the 45 MHz sidebands for Pound-Drever-Hall locking each of

these degrees of freedom are actively controlled. The length of the input-mode cleaner

and the output-mode cleaner are two additional length degrees of freedom that are

actively controlled. Besides the need to actuate in length, angular degrees of freedom

is of great relevance. Each pointing degree of freedom needs to be controlled in pitch

and yaw. These can be broadly divided into two categories − arm and corner. The

corner angular degree of freedom comprises input alignment, power recycling cavity,

Michelson, and the signal recycling cavity. The arm angular degree of freedoms

consists of the common and differential basis ‘soft’ and ‘hard’ modes [17, 18]. The

complexity of the angular controls requires 16 degrees of freedom to be actively sensed

and controlled for stable operation of the gravitational-wave detectors when the arm-

cavities are on resonance.

To understand the performance of the gravitational wave detectors, we need to

measure the contribution of each of the noise sources that were analytically estimated

in the previous section. This allows to scope out coupling which can be minimized



12

or improvements can be targeted to mitigate excess noise to improve the overall

sensitivity of the detector. Fig. 3 shows the noise budget of the Hanford detector

during the third observing run − O3. As is evident from the figure, the actual noise

budget of the detector is a lot more complicated. Each of the noise sources in the figure

is either calculated using optical models or material properties of the interferometer

or projected by estimating the couplings from the auxiliary channels [1]. The noise

sources shown in figure 3 are described below, refer to [1, 19] for details about this

noise budget.

• Auxiliary length control : The noise coupling the the DARM readout arising

from coupling from the various length degrees of freedom.

• Alignment control : The noise coupling the the DARM readout arising from

angular sensing and control.

• Beam jitter, Laser intensity, and Laser frequency : The noise in laser intensity

and frequency stabilization loops, and from the mode-mismatch causing beam

jitter of the fundamental laser mode.

• Scattered light : The phase noise injected in DARM due to the scattering of the

laser beam.

• OMC length: The noise coupling to DARM due to the length noise in the OMC.

• Photodetector dark noise: The electronic noise in the photodetector when there

is no light incident on it is called dark noise.

• PUM DAC noise: The DARM control loop is controlled in advanced LIGO by

driving the electrostatic drivers on the penultimate mass (PUM) of the suspen-

sion. The noise from digital-to-analog (DAC) of the control signal is referred to

as PUM DAC noise.
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Figure 3: The noise budget of the LIGO Hanford detector during the O3 [1]. Note that

the measured noise during O3 (blue) and sum of the noise sources (black) agrees well

at frequencies above a 100 Hz. However, there is lack of understanding of the noise

limiting us in the frequency band from 20-100 Hz. This unknown noise is referred to

as ‘Mystery noise’. Image source: O3 commissioning paper [1].
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Chapter 2

Commissioning the aLIGO

Hanford detector for O4 Science

Run

This chapter presents the work on the ongoing projects at the LIGO Hanford Obser-

vatory. ‘Commissioning’ is a loose term that refers to a range of activities at each

observatory. These activities range from upgrades to the various sub-systems within

LIGO (laser, suspensions, squeezer, etc.), installation of new technologies to improve

the sensitivity, hunting for noise couplings and their mitigation, and so on.

My key work during early O4 commissioning is the measurement of the noise

coupling from the misalignment into the output-mode cleaner (OMC). This exercise

was done as a part of noise budgeting discussed in the previous chapter. The goal

was to investigate the noise coupling of the alignment sensing and control loop of

the OMC. The recommended approach to measure this noise coupling is described in

section §2.2.1. I budgeted the motion of the output relay optic (OM1, OM2, and OM3

mirrors) and found that at frequencies below 100 Hz, this control loop is limited by

the local damping on the suspensions in all degrees of freedom. The OMC suspension

is limited by local damping in length. At frequencies above 100 Hz, we find that the

relay optic suspension drive outputs were limited by the noise from the 16-bit digital

to analog conversion noise. The noise budget of each mirror and the corresponding

solution to the technical limitations discussed above are discussed in section §2.2.2.
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2.1 Misalignment and the Origin of Beam Jitter

To understand the origin of beam-jitter the Gaussian beam propagation is expressed

in terms higher-order modes in the Hermite-Gauss basis. Assuming a one-dimensional

spatial profile, the laser beam propagating in the positive z direction can be expressed

as a superposition of the Hermite-Gaussian modes Un as [20]

Un(x, z) =
Γ(n

2
+ 1)

Γ(n+ 1)
· w0

w(z)
· Hn

(√
2x

w(z)

)1/2

· exp

(
i(n+ 1)η(z)

)

exp

(
− x2

(
1

w(z)2
+

ik

2R(z)

))
exp(−ikz)

(2.24)

where k = 2π/λ and λ is the wavelength of the laser, Γ(n) represents the Gamma

function and Hn represents the n-th order of Hermite polynomial. At z=0, the beam

waist radius is w0, as the beam propagates the the beam waist radius is given by

w(z).

wz = w0

√
1 +

(
λz

πw2
0

)
(2.25)

The beam radius of curvature or the radius of the phase front as the beam propagates

is given by R(z).

R(z) = z

(
1 +

(
πw2

0

λz

)2)
(2.26)

The quantity η(z) represents the Guoy phase of the laser beam, which is the additional

phase accumulated by the laser beam as it propagates relative to a plane-wave.

η(z) = tan−1

(
λz

πw2
0

)
(2.27)

There are four fundamental misalignments that arise in one-dimensional treatment

of a two beam interferometer like the Fabry-Perot. Each misalignment excites the

higher-order modes of the cavity, which is summarized below [21, 22]. For simplicity

we will consider only the spatial features of Eq. 2.24. Now consider two beams

in fundamental mode and their axis co-aligned with the z-axis; E1 = A1U0 and

E2 = A2U0.

1. Beam Tilts : If the optical axis is tilted by a small angle α with respect to the

reference beam. To, first-order in misalignment angle α the second beam can
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be approximated as

E2 = A2exp

(
− x2

w2
0

)
exp(ikαx)

≈ A2

(
U0 + i

kw0√
2π
αU1

) (2.28)

The tilt misalignment causes a coupling to the first-order mode in the phase

quadrature.

2. Lateral Beam Displacement : If the optical axis is laterally displaced by a0 with

respect to the beam axis.

E2 = A2 exp

(
−(x− a0)2

w2
0

)

≈ A2

(
U0 +

√
2a0

πw0

U1

) (2.29)

The lateral beam of the optical axis causes an in-phase coupling to the first-order

mode.

3. Waist-Location Mismatch: We assume that the waist size is w0 but is displaced

by b0, then using Eq. 2.26 we get

R2 = b0

(
1 +

(
πw2

0

λb0

)2)
(2.30)

Now at z=0, assuming b0 << πw2
0/λ we can estimate E2 to first-order as

E2 = A2 exp

(
− x2

w2
0

− kx2

2R2

)

≈ A2

(
U0 − i

b0

2kw2
0

(U0 + U2)

) (2.31)

The waist-location mismatch causes a coupling to the second-order mode, which

is in the phase quadrature.

4. Waist-Size Mismatch: Considering the beam-size is mismatched by small amount

∆w. Then the second beam to first-order in ∆w is given by

E2 = A2 exp

(
− x2

(w0 + ∆w)2

)

≈ A2

(
U0 +

∆w

2w0

(U0 + U2)

)
≈ A2

(
U0 +

∆w

2w0

U2

) (2.32)

The waist-size mismatch causes an coupling to the second-order mode.
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Using these fundamental expressions, the error signals for actively mitigating these

misalignments in a Fabry-Perot cavity can be derived and experimentally demon-

strated to control each of these degrees of freedom [23, 24, 20]. Our focus is on the

origin of the beam jitter due to higher-order modes that are induced by the misalign-

ments in gravitational-wave detectors.

In summary, the above discussion shows that misalignments lead to a mismatched

Gaussian beam, which can be expressed in the terms of the perfectly matched (un-

perturbed) basis. For a generic Hermite-Gaussian beam (HGq), the mode-mismatch

losses can then be defined as

Power Overlap = | 〈HGq|HGq′〉 |2 (2.33)

where q are the complex beam parameters of the unperturbed system and q′ are the

parameters of the mismatched system.

q = z + i
πw2

0

λ
= z + izR (2.34)

where z is the distance from the waist and zR = πw2
0/λ is the Rayleigh range. The

phase front curvature R and waist size are then defined by

1

q
=

1

R
− i λ

πw2
(2.35)

Then using Eq. 2.34 and Eq. 2.24, the fundamental mode can then be expressed as

U0(x) =
A1√
q

exp

(
− ikx

2q

)
(2.36)

The power overlap can then be expressed as

| 〈HGq|HGq′〉 |2 =

∣∣∣∣
2i ·
√
I(q′)I(q)

q′ − q∗
∣∣∣∣
2

≈ 1− |ε|2 +O(ε3)

(2.37)

where ε represents the loss in the power from the fundamental mode caused due to

scatter into the higher-order modes [25].

The misalignment in tilt or beam position mismatch couple to the fluctuations of

the input beam in the presence of static offsets [24]. The beam jitter is expressed as

the derivative of the power-coupling expressed in Eq. 2.37, and therefore, is linear with
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the losses from mode-mismatch. This implies that the coupling goes to zero when the

cavities are perfectly mode-matched. However, that is never truly possible as there

is always a root mean square (RMS) motion of the suspended mirror. Therefore,

close to the perfectly aligned state, there is a residual mean coupling due to the RMS

motion of the mirrors. In a misaligned state, the coupling goes as a quadratic function

as evident from the power overlap integral. In the next section, I describe the noise

budgeting method for estimating the contribution of the output beam jitter coupling

to the sensitivity of LIGO detectors.

2.2 Investigating Output Beam Jitter Noise Coupling

Fig. 1 shows the simplified beam path of the LIGO detectors. The actual beam

path and sensor layout are a lot more complicated than shown in Fig. 4. The 55 m

long signal-recycling cavity is folded with two steering mirrors SR2 and SR3. These

mirrors are used for alignment and mode-matching the beam from the interferometer

to the signal-recycling cavity.

The gravitational-wave signal is measured using the DC readout scheme which re-

lies on the gravitational-wave signal beating against the fundamental mode of the car-

rier laser beam that leaks through the anti-symmetric port due to the differential-arm

(DARM) offset [26]. This measurement can be polluted by the amplitude-modulated

radio-frequency sidebands, the scattered (stray) carrier laser beam, and its higher-

order modes. To suppress the noise from the former beams on the DC photodiodes,

the aLIGO detectors use a bow-tie cavity as an output-mode cleaner (OMC), which

is critically coupled to preferentially allow only the fundamental-mode of the carrier

to pass through, thereby suppressing intensity and phase noise1 [27].

Fig. 4 shows the three mirrors OM1, OM2, and OM3, in the path between the

signal-recycling mirror and the OMC. Each of these mirrors is suspended with a

single-stage tip-tilt suspension [28, 29]. The OMC is suspended with a two-stage

suspension [30]. The mirrors OM1, OM2, OM3, and the OMC suspension can be

used for the alignment of the carrier laser beam into the OMC.

1This is an ideal design statement. The design of the control loop, and the frequencies higher-

order modes, may allow some modes to leak in the transmission of the OMC [3].
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The optimal alignment scheme (beacon) for the alignment into the OMC is pre-

sented in Smith et al. [31]. Additionally, there are two other approaches for alignment

into the OMC at the LIGO detectors. For completeness, each of these is summarized

below. Details of the alignment scheme can be found in Smith et al. [31].

1. Standard dithering scheme: In the standard dither scheme, the mirrors are me-

chanically excited at a given frequency (fd) for a given degree of freedom (for

example pitch). This causes an optical modulation of the beam pointing into

the cavity. As an example, in the standard dither scheme at the LIGO Han-

ford Observatory, the OM1 and OM3 mirrors are dithered in pitch and yaw, at

different frequencies. The error signal in a given degree of freedom is produced

by demodulating the transmitted power at the corresponding dither frequency.

The alignment error signal is servoed to maximize the power in the transmission

of the OMC using the signal on the DCPDs at the dither frequencies fd, see

Fig. 4. However, due to the excess stray light due to the point absorbers during

the third-observing run [3], the standard dither scheme worsened the broadband

sensitivity of the Hanford facility by allowing the scattered light to leak through

the OMC to maximize the transmitted power2. Instead, the quadrant photodi-

ode (QPD) scheme discussed later was implemented during O3 observing run

at the LIGO Hanford Observatory.

2. Beacon: This method was developed and employed during enhanced LIGO [31].

In addition to the standard dither excitation, the length of the DARM cavity

can be modulated at a frequency fb to produce a large modulation signal (i.e.

beacon) on the DCPDs. The beacon loop servos to zero by maximizing the

SNR. This method is currently not used at the LIGO facilities.

3. QPD scheme: There are two quadrant-photodiodes (QPDs) ASC-OMC A and

ASC-OMC B in the transmission of the input steering mirror on the OMC

suspension stage, see Fig. 4. The beam position on the two QPDs can be used

to infer the alignment into the OMC. Inversely, once a ‘good’ alignment to

the OMC is known, the suspensions are servoed to maintain that particular

alignment state using the error signals derived from the corresponding beam

positions on the QPDs.

2LHO alog:48454

https://alog.ligo-wa.caltech.edu/aLOG/index.php?callRep=48454
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The alignment of the beam into the OMC is relevant for two reasons, each of which

can limit the sensitivity of the aLIGO detectors. First, the squeezing improvements

will be limited if there is junk light that leaks through the OMC. This is possible

as the alignment control loops are designed to maximize the power in transmission.

Haocun Yu demonstrated improvements in the levels of squeezing by tweaking the

alignment into the OMC at the LIGO Livingston detector [32]. This minimized

the junk light, which otherwise limited improvements from squeezing. Second, the

misalignment into the OMC causes power fluctuations (jitter) in the transmission

that is a potential noise source. We will focus on the latter, in particular, on the

measurement of the noise attributed to the OMC alignment control loop, and budget

its noise contribution to the overall noise budget of the Hanford detector during the

first pre-O4 commissioning phase in section §2.2.1. These measurements led to an

investigation into the noise budgeting of the motion of the OM1, OM2, OM3, and

OMC that is discussed in section §2.2.2.

2.2.1 Measurement and Projection of Alignment Control Noise of Output-

Mode Cleaner

Due to the excess junk light due to the point absorber, the LIGO Hanford used

the QPD scheme during the third observing run O3. This defective input test mass

with the point absorber was replaced prior to the first O4 commissioning phase.

No thermal-induced point defects were observed when the circulating power in the

interferometer was increased to 260 kW as compared to the trends from O33. Thus,

before the measurement of the noise contribution due to the OMC alignment and

sensing loop, we compared the noise due to the control signal in the standard dither

scheme and the QPD scheme. It was found that both the dither and the QPD

scheme have similar controls noise but the DARM optical gain was better for the

QPD alignment sensing scheme4. The misalignment into the OMC causes output

beam jitter in transmission, as discussed in section §2.1. For a two-dimensional beam,

there are four alignment degrees of freedom into the OMC − beam position and angle

3LHO alog:58365
4LHO alog:58960

https://alog.ligo-wa.caltech.edu/aLOG/index.php?callRep=58365
https://alog.ligo-wa.caltech.edu/aLOG/index.php?callRep=58960
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for each dimension5. In the nominally aligned state the coupling to beam jitter on

DARM is small (attributed to the RMS motion of the mirrors), ideally zero.

To estimate the linear coupling of each OMC alignment loop to LIGO DARM

sensitivity, we purposefully misalign the input to the cavity in the corresponding

degree of freedom. The former coupling becomes quadratic in the misaligned state,

as expressed in Eq. 2.37. The induced intensity noise on the DCPDs (see Fig. 4)

appears as an excess broadband noise in DARM when the input is misaligned6. The

misaligned degree of freedom is then excited with a broadband excitation to estimate

the coupling coefficient in the nominally aligned state required to project the noise

contribution from the given loop to DARM. The total noise from the OMC alignment

sensing and control loop is the quadrature sum of the noise contribution from each

degree of freedom.

Procedure to estimate OMC alignment and sensing noise to DARM

For each degree of freedom of the OMC alignment and sensing loop:

1. The OMC is misaligned by increasing the alignment offsets that changes the

zero point of the loop. Naively, the OMC is misaligned by increasing the align-

ment offsets till there is observed ‘excess’ noise in DARM (channel: H1:CAL-

CFTD DELTAL EXTERNAL DQ).

2. As the OMC is misaligned, the optical response of the DARM changes. The

‘excess’ noise in DARM can therefore be misleading. It is important to ap-

ply closed-loop correction to the observed DARM noise spectrum. We use the

optical gain readback (channel H1:CAL-CS TDEP KAPPA C OUTPUT) and

apply closed loop corrections using the measured DARM optical gain and the

measured open loop gain in the aligned state. The DARM open-loop gain was

not measured in the misaligned state in May 2021. Therefore, the measured

response in the aligned state is used, which is assumed to be unchanged. How-

ever, this is an approximation that asserts the unity-gain frequency (UGF) does

5X or Y, assuming Z is the direction of beam propagation. For consistency with the LIGO

nomenclature of these degrees of freedom, I will refer to them as POS X, POS Y, ANG X, and

ANG Y.
6It is very critical that all measured spectrum of DARM in the misaligned state are appropriately

closed-loop corrected.
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Figure 5: The blue trace is the quiet DARM noise spectrum in the nominally aligned

state of the OMC. Increasing the offset in the POSX loop to 0.4 Cts, the ‘apparent

excess’ noise observed in the DARM spectrum is shown in the pink trace. The DARM

noise spectrum after applying closed-loop corrections using the measured optical gain

(κc) and measured DARM response in the aligned state is shown in green. Note

that this estimate of DARM noise is unphysical as the applied closed loop correction

estimates a lower noise floor above 60 Hz as compared to the nominally ‘quiet’ DARM.

We tweak κc by hand to ensure the closed-loop corrected DARM noise is consistent

with the shot noise floor of nominally ‘quiet’ DARM shown in the dark red trace.
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not change. Therefore, it is recommended to measure the calibration function in

the misaligned state and apply the closed-loop corrections to the observed noise

spectrum, see Fig. 5.

3. Next, the loop is then excited in a frequency band of 30-38 Hz, at different

values of offset from zero to the highest value in the previous step, see Fig. 6.

The loop is excited with at least four different values of offset to estimate the

coupling coefficient of the loop. As before, the observed spectrum needs to be

closed-loop corrected for a meaningful estimate of the observed noise. The RMS

area in the excitation band provides the estimate of the noise at each value of

offset, which is expected to be quadratic given by:

a2 + b2 ·Offset2

where a model the residual motion of the mirror and b represents the quadratic

coupling coefficient in the misaligned state on the OMC with offsets in the loop.

Fitting the former quadratic to the measured excess noise in the excitation band

provides the coupling coefficient (ηc) given by a/b.

4. The noise projection to DARM from this degree of freedom is given by ηc×S̃(f),

where S̃(f) is the closed-loop corrected spectrum with an offset in the loop (no

broadband excitations).

Upper bound noise projection from output beam jitter

At the time of this measurement in May 2021, the open loop response of the DARM

plant was not measured in the misaligned state. We use the closed-loop correction us-

ing the estimated value of κc and the open loop DARM response in the aligned state.

No excess noise was observed in DARM after applying the closed-loop corrections7.

If the observed noise is DARM is less than a factor of two from the quiet DARM

reference, one cannot estimate the noise coupling to DARM. Therefore, these mea-

surements cannot be used to estimate the noise contribution of the OMC alignment

and sensing loop to DARM as estimates of ηc are meaningless. Instead, the upper

7alog:60278

https://alog.ligo-wa.caltech.edu/aLOG/index.php?callRep=60278
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bound noise contribution is estimated from these measurements. Thus, the measure-

ment for any given OMC alignment sensing and control loop for a given degree of

freedom (eg. POSX) can be summarized as follows8:

1. The nominal ‘quiet’ reference of DARM noise is measured.

2. The alignment into the OMC is misaligned by slowly increasing the offsets of

the control loop. To ensure the loop has converged the value of κc and the

drives to suspensions is monitored. The offset is increased till there is observed

excess noise in the DARM spectra. For the POSX loop, the offset was increased

from zero to 0.4.

3. Next, the alignment loop is excited in a frequency band at different values of

offsets in the loop. The POSX loop was excited at an offset of 0.3, 0.2, 0.1

and no offset with the same broadband excitation in frequency band from 30 to

38 Hz. The spectra at each offset value with and without excitation is recorded.

4. The noise projection is then performed offline.

• The recorded DARM spectra (S ′(f)) are closed loop corrected using the κc

according to the offset in the loop and the measured open loop response

of DARM in the aligned state to get the closed loop corrected DARM

(S(f)) according to

S(f) =
1

1− κcG(f)
S ′(f) (2.38)

where G(f) is the open loop response of DARM.

• The upper bound of the coupling of a given degree of freedom to DARM

(Udof (f)) can then be estimated by

Udof (f) =
SOffset(f)− Squiet(f)

SδEOffset(f)− SδE=0
Offset(f)

(2.39)

where SOffset is the closed loop corrected noise in DARM for the cor-

responding offset, δE denotes the spectra with excitation. Thus, SδEOffset

denotes the closed loop corrected noise in DARM with a given offset while

the loop was excited.

8alog:58970

https://alog.ligo-wa.caltech.edu/aLOG/index.php?callRep=58970
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Figure 6: The pink trace shows the observed DARM noise spectrum when the POS-X

loop is offset by 0.4. The red trace shows the measured DARM spectrum after the

closed-loop corrections are applied to the measured spectrum with 0.4 Cts offset. The

green(mustard) traces show the DARM spectrum when the POS-X loop is excited in

the frequency range from 30-38 Hz with an offset of 0.3 (zero). The estimated upper

bound of the noise from the POS-X loop is shown in black.
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Figure 7: Estimating the upper bound on noise contribution from the OMC alignment

and sensing loop. The noise is at least a factor of four below DARM in the broad

range of frequency below 100 Hz.

The estimate the upper bound of the noise contribution to DARM from the POSX

control loop, which is shown in Fig. 6. The upper bound of the noise contribution to

DARM from other degrees of freedom is also estimated using the same approach. The

total noise upper bound of the OMC alignment and sensing control loop is estimated

as a quadrature sum and is shown in Fig. 7. The noise from the OMC alignment and

sensing loop is at least a factor four below the DARM noise floor.
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2.2.2 Noise Budget of the Output Mirror Suspensions

The detailed layout of the OMC alignment sensing and control loop is shown for

the QPD scheme9 in Fig. 8. The misalignment error signals are sensed using two

QPDs (OMC:QPD A and B) on the OMC breadboard in reflection of the OMC, see

Fig. 4. The pitch and yaw readouts of each QPD are used to estimate the beam

position and angle into the OMC. This signal is filtered to suppress the 60 Hz peaks,

calibration dither lines, and high-frequency signals to derive a meaningful alignment

error signal for each degree of freedom of alignment into the OMC. Each of the

alignment error signals is zeroed by actuating on the OM3 mirror suspension and

the OMC suspensions in length, pitch and yaw. This signal is represented as the

OM3 or OMC control signal in Fig. 8, which shows the top level scheme of the OMC

alignment sensing and control loop.

Each suspended optic at the LIGO facilities is damped locally. This damping

loop is independent of the interferometric error signals, therefore it is referred to

as local. Fig. 8 shows these local damping loops for the OMC and the OM3 sus-

pensions in shaded blue boxes. The OM mirrors are suspended using a single-stage

suspension [28, 29]. They provide an additional 1/f 2 isolation above the suspension

resonance frequency. The OMC suspension is a double stage suspension, thus, it

offers a 1/f 4 isolation above the suspension resonance frequency [30]. The second

stage of this suspension provides passive damping while the first stage of the OMC

is actively damped. The AOSEM sensors are used to sense the mirror motion in the

local damping loops (corresponding to the degree of freedom of the suspensions −
pitch, yaw, longitudinal, etc). However, their sensitivity is limited to O(nrad). The

coil drivers actuators are used to damp the suspension motion both from the local

damping loop and the interferometric OMC alignment sensing and control loop as

shown in Fig. 8.

The total external motion of the OM3 and OMC from the filtered suspension

response can then be estimated as the sum of the motion from local damping loops,

the OMC alignment sensing and control loop, the electronic noise from the coil driver

circuit, and the digitization noise from the digital to analog converters (DAC)10. We

ignore the closed-loop corrections as we are interested in the frequencies much higher

9The control loop architecture is similar for the standard dither scheme.
10The units of Cts represents the drive in the digital counts from the LIGO digital system.
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Figure 8: For pitch motion, the figure summarizes the design of the OMC alignment

sensing and control loop is shown in the red block. The two quadrant photodiodes A

and B provide the error signal for OM3 and OMC control by translating the inferred

spot position (MQPD Waist) on the photo-detectors to alignment state of the OMC and

OM3 suspension. The blue blocks represent the local damping loop on the OM3 and

the OMC suspensions. Together, they summarize all the drives to the OM3 mirror

suspension and the OMC suspension, which governs the input beam pointing to the

OMC. We use the reference points ROM3 and ROMC to trace back all signals required

to budget the motion of these suspensions.
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Figure 9: The modeled response of the single stage HTTS suspension used to for the

output relay optics – OM1, OM2 and OM3.

than the UGF (O(10 mHz)) of the damping and the OMC-ASC loops. With this

assumption, each of these contributions is budgeted as follows:

1. Local Damping : The mirror motion from the local damping loop for a particular

degree of freedom (dof) is given by

δθdofdamping

[
µrad

Hz1/2

]
=δθdof (single coil)

[
µrad

Cts

]

×Kdofdamping × PdofDamp input

[
Cts

Hz1/2

] (2.40)

where Kdamping are the local damping filters and PDamp input is the power spec-

trum of the input damp signal that is generated by the AOSEMs. The quantity

δθ(single coil) is the motion of a single coil driver that is given by

δθdof (single coil)

[
µrad

Cts

]
= 4× Ldofosem lever[m]× C

[
µN

Cts

]
×Rdof

[
rad

N.m

]
(2.41)

where Losem lever is the length of the lever arm of the AOSEM sensors for the

pitch and yaw degrees of freedom and R is the model of the response of the sus-

pension, as shown in Fig. 9. The quantity C is the suspension design dependent
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calibration factor expressed as

C
[
µN

Cts

]
= 106

[
µm

m

]
×DAC

[
Vdifferential

Cts

]
× S

[
A

V

]
× ν
[
N

A

]
(2.42)

where S is the coil driver transconductance and ν is the force coefficient of the

coil driver. The estimated OM3 yaw motion from local damping is shown in

blue trace in Fig. 12.

2. OMC Alignment Sensing and Control Signal : The motion attributed to the

control signal from the OMC alignment loop can be estimated as

δθdofcontrol

[
µrad

Hz1/2

]
= α× δθdof (single coil)

[
µrad

Cts

]
×PdofControl Out

[
Cts

Hz1/2

]
(2.43)

where α is the input matrix element and PControl Out is the power spectral

density of the control signal. The green trace in Fig. 12 shows the OM3 yaw

mirror motion due to the corresponding control signal input.

3. Coil Driver Noise: An electronic model was set up to estimate the noise in the

HAM-A coil driver circuit used for the OM suspensions [33, 34]. Similarly, a

separate model was set up to estimate the noise in the OMC coil driver circuit.

The noise of an OP27 op-amp was used to model the noise of all op-amps in

these circuits. Using the electronic model the total current noise of the HAM-A

coil driver is estimated, see Fig. 10. The electronic noise in each coil driver can

be projected to motion in the corresponding degree of freedom as

δθdofcoil driver

[
µrad

Hz1/2

]
= 2× 106

[
µm

m

]
× Ldofosem lever[m]

×Rdof

[
rad

N.m

]
× ν
[
N

A

]
× δi

[
A

Hz1/2

] (2.44)

The four coil drives are incoherent which is accounted by the factor of 2 upfront.

The purple trace in Fig. 12 shows the motion in OM3 yaw due to the current

HAM-A coil driver board.

4. DAC Noise: The OM suspensions are driven with a 16-bit DAC while the OMC

suspension is driven with an 18-bit DAC. The DAC noise model by Jeff Kissel

is used to estimate the DAC noise δD [35].

δθdofDAC

[
µrad

Hz1/2

]
=

1

2
×δθdof (single coil)

[
µrad

Cts

]
×G · δD

[
Cts

Hz1/2

]
(2.45)
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Figure 10: The total current noise of the HAM-A coil driver in the current configu-

ration (top) and the total noise from the proposed HAM-A coil driver (below) with

two zeros at 70 Hz and two poles at 1 Hz and 3 kHz.
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where G is the gain of the coil driver circuit, which is derived from the model

discussed previously. The red trace in Fig. 12 shows the current DAC noise that

limits the OM3 mirror motion above 80 Hz.

A similar approach is applied to budget the motion of OM3 in other degrees of

freedom, and OM1, OM2, OMC suspensions.

Estimating the coupling from the dither line in DARM

In this section, unlike the measurement of the projection of the noise from the OMC

alignment sensing and control loop discussed in the previous section, a method to

estimate the coupling of the motion of the output relay suspensions to DARM is

presented. The calibrated dither amplitudes of the OM1 and OM3 suspensions can

estimate the coupling of their motion on the DC photodiodes using the approach

below11.

1. The OM3 suspension is dithered in yaw at 2200.1 Hz with an amplitude of

130 Cts at the oscillator. Using Eq. 2.41 we can estimate the motion of OM3

in yaw according to

δθOM3
yaw

[
µrad

Hz1/2

]
= δθyaw(single coil)

[
µrad

Cts

]
×∆OM3

yaw

[
Cts

Hz1/2

]
(2.46)

where ∆OM3
yaw is the root-mean square drive of a single coil of the OM3. The same

approach can be employed to estimate the motion when the OMC alignment

sensing and control loop was excited with a broadband frequency injection from

31 to 38 Hz in the aligned state (without any offset in the loop).

2. The corresponding relative intensity noise (RIN) on the DCPDs (see Fig. 4) is

estimated as P (f)/ 〈P 〉, where P is the power on the DCPDs. The mean pho-

tocurrent on the DCPDs (̄iDC) was measured to be 20 mA. The corresponding

coupling η from the DCPDs to the OM3 motion can then be estimated as

η

[
mA

µrad

]
= īDC

[
mA

]
×RIN

[
1

Hz1/2

]
× 1

δθOM3
yaw

[
µrad

Hz1/2

] (2.47)

11For simplicity we will discuss the approach to estimate the OM3 yaw to the DCPDs. Note that

one can estimate the coupling using this approach in the aligned and the misaligned state using the

calibrated drive amplitudes and the measured RIN on the DCPD at the corresponding frequency.
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Figure 11: Noise budget of the current OM1 pitch (top) and yaw (bottom) motion.

The estimated coupling to DARM suggest that the OM1 pitch motion is more than

a factor of 10 lower to limit the sensitivity of the detector but the OM1 yaw motion

is only a factor of 3 below DARM. Note that the coil motion total does not have

the DAC noise contribution as the signal is picked off at the input to the coil-driver

boards.
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Figure 12: Noise budget of the current OM3 pitch (top) and yaw (bottom) motion.

The estimated coupling to DARM suggest that the OM3 motion is more than a factor

of 10 lower to limit the sensitivity of the detector. Note that the coil motion total

does not have the DAC noise contribution as the signal is picked off at the input to

the coil-driver boards.
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At 2200.1 Hz, the estimated root-mean square RIN is 2.32 · 10−7 Hz−1/2. For

the broadband excitation, the closed-loop corrected root-mean square RIN is

7.22 · 10−8 Hz−1/2.

3. The upper limit of the coupling to DARM (χ) can now be estimated using the

corresponding value of η, and the closed-loop corrected readout of the DCPDs

according to

χ

[
µrad

Hz1/2

]
=

1

η

[
mA
µrad

] × PDCPD
1− κcG

[
mA

Hz1/2

]
(2.48)

where κc is the optical gain and G is the open-loop gain of the DARM sensing

loop.

The estimated coupling of OM1 and OM3 suspensions motion to DARM is shown

in orange trace in Fig. 11 and Fig. 12. The estimated motion of the OM1 in pitch,

and the OM3 in pitch and yaw is not limiting to the DARM sensitivity at the LIGO

Hanford Observatory. However, this estimate suggests that the OM1 yaw motion is

less than a factor of 10 lower in the frequency band from 20 Hz to 80 Hz and may be

limiting the DARM sensitivity in the low noise state of the interferometer. Moreover,

the OM1 yaw motion in the above frequency band is limited due to the local damping

loops. These damping loops have now been improved to suppress excess motion above

10 Hz and is discussed in the next section.

Implications for the OM1, OM2, OM3 and OMC Suspensions

For the OM1, OM2, and OM3 mirror suspensions, for all degrees of freedom, it

was found that local damping was limiting the suspension motion from 10 Hz to

80 Hz, above 80 Hz the limitation was due to the DAC digitization noise. For these

suspensions, the damping loops are now improved for O4 and will provide almost

a factor of ten improvement above 10 Hz compared to the previous local damping

filters. It was found that the DAC digitization noise can be reduced at the expense of

a more limited actuation range of the coil drivers. For the standard dither alignment

scheme, a significant drive is required at 2 kHz from the coil drivers. Combining the

range requirements from the required actuation range (using O3 coil driver output

trend) and the drive requirement at 2 kHz for the dither alignment scheme, the DAC
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filters have now been improved. A factor of ten improvement above 80 Hz is estimated

using the updated HAM-A coil driver circuit. With these two changes, we expect an

overall factor of ten suppression above 10 Hz for the OM1, OM2, and OM3 mirror

suspensions. The noise budget of the OM1 suspension with new proposed changes

for each degree of freedom is shown in Fig. 13.

The longitudinal and pitch degrees of freedom of the OMC suspension was also

found to be limited by local damping noise below 50 Hz. The local damping filters

were updated to provide almost a factor of 20 improvement above 10 Hz for all degrees

of freedom of the suspension motion. With the improved damping filters, the motion

of the OMC suspension would be limited by the sensing noise of the OMC alignment

loop in length, pitch, and yaw degrees of freedom. The improvements to the DARM

sensitivity of LIGO Hanford Observatory will be characterized when the detector

achieves low noise sensitivity during the ongoing commissioning phase by May or

June 2022.

Future work

It is important to note that the measurement and estimation of the OMC alignment

and sensing control loop presented here and the corresponding improvements in local

damping mitigate the current noise levels due to beam misalignment but not beam

quality of the input beam at the OMC. If a careful measurement presented earlier

suggests that there is some coupling from OMC to DARM it is crucial to investigate

the beam quality. The high-resolution wavefront sensor presented in chapter 4 can

be installed in the transmission of OM1, which can provide a measure of both the

beam quality and an estimate of the frequency-dependent loss from mode-mismatch.

Mode-matching actuators presented in chapter 3 provide a viable option for active

wavefront control to correct for these higher-order mode distortions.
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Figure 13: Noise budget of the OM1 suspension motion in pitch (top) and yaw (bot-

ton) after the proposed changes in local damping and the HAM-A coil drivers. We

find these changes will be sufficient to suppress noise more than a factor of 10 below

DARM in all degrees of freedom.
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Chapter 3

Piezo-deformable Mirrors for

Active Mode Matching in

Advanced LIGO

The detectors of the laser interferometer gravitational-wave observatory (LIGO) are

broadly limited by the quantum noise and rely on the injection of squeezed states

of light to achieve their full sensitivity. Squeezing improvement is limited by mode

mismatch between the elements of the squeezer and the interferometer. In the current

LIGO detectors, there is no way to actively mitigate this mode mismatch. This

paper presents a new deformable mirror for wavefront control that meets the active

mode matching requirements of advanced LIGO. The active element is a piezo-electric

transducer, which actuates on the radius of curvature of a 5 mm thick mirror via an

axisymmetric flexure. The operating range of the deformable mirror is 120±8 mD

in vacuum and an additional 200 mD adjustment range accessible out of vacuum.

The scattering into higher-order modes is measured to be <0.2% over the nominal

beam radius. These piezo-deformable mirrors meet the stringent noise and vacuum

requirements of advanced LIGO and will be used for the next observing run (O4) to

control the mode-matching between the squeezer and the interferometer1.

1Varun Srivastava, Georgia Mansell, Camille Makarem, Minkyun Noh, Richard Abbott, Ste-

fan Ballmer, GariLynn Billingsley, Aidan Brooks, Huy Tuong Cao, Peter Fritschel, Don Griffith,

Wenxuan Jia, Marie Kasprzack, Myron MacInnis, Sebastian Ng, Luis Sanchez, Calum Torrie, Peter

Veitch, and Fabrice Matichard. Opt. Express 30, 10491-10501 (2022).

https://doi.org/10.1364/OE.445088
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3.1 Introduction

In September 2015 the Advanced LIGO (aLIGO) detectors [26] made the first direct

observation of gravitational waves from a binary black hole merger [8]. This first

detection kicked off the exciting new field of gravitational-wave astronomy. Since

the first detection, aLIGO, together with the Advanced Virgo observatory [36], has

undergone incremental upgrades to improve the sensitivity to gravitational waves,

and subsequently observed 90 gravitational-wave events [37, 38, 39] from binary black

holes [8], binary neutron stars [40, 41], and neutron-star black-hole binaries [42].

The aLIGO detectors are two dual-recycled Fabry-Pérot Michelson interferometers

located in Hanford, Washington and Livingston, Louisiana. Incoming gravitational

waves cause a minuscule displacement of the test masses - 40 kg mirrors which make up

the 4km long arms of the Michelson interferometer. The gravitational-wave readout

is a measure of the differential arm length of the interferometer. The sensitivity of the

current gravitational-wave detectors is broadly limited by quantum noise [1]. Below

50 Hz, the quantum noise manifests itself as radiation pressure noise, as photons

circulating in the arm Fabry-Pérot cavities impart momentum to the test masses.

Above 100 Hz, the sensitivity of the detector is limited by quantum shot noise. The

sensitivity of the aLIGO detectors is improved by the injection of squeezed states of

light. In the most recent observing run (O3) frequency-independent squeezing was

injected into the aLIGO detectors, reducing quantum shot noise by roughly 3 dB

compared to when no squeezed light is injected [43].

The aLIGO detectors are currently being upgraded. One of the major upgrades for

the next observing run (O4) is the implementation frequency-dependent squeezing.

Frequency-dependent squeezing is achieved by reflecting squeezed light off a long-

baseline filter cavity, with the filter cavity pole at the desired rotation frequency. For

O4, a 297 m filter cavity will be installed at each of the LIGO sites. To maximize the

squeezing improvement to detector sensitivity, the mode-matching losses between the

various optical cavities need to be minimized. The negative effect of mode mismatch

on squeezed photons is twofold: mode mismatch causes optical loss and adds phase

noise to the squeezed beam [44]. For the next phase of LIGO upgrades after O4

(‘A+’), the goal is to achieve 6 dB of frequency-dependent squeezing improvement

to the detector sensitivity [45, 46, 44]. The piezo-deformable mirrors developed here
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have critical applications in active wavefront control for future gravitational-wave

detectors, like Cosmic Explorer [47], as frequency-dependent squeezing is integral in

achieving their design sensitivity.

A common architecture of piezo-deformable mirrors utilizes a thin mirror bonded

with a piezoelectric substrate, referred to as the unimorph [48, 49, 50]. The range of

deformation is inversely proportional to the flexure rigidity, hence thinner unimorph

mirrors yield a larger range of deformation. Current unimorph technology does not

simultaneously meet the reflectivity, surface quality, actuation range, and low defocus

noise requirements for mode-matching optics for aLIGO, discussed in section 3.2.

Presented here is the design and implementation of a new deformable mirror for

active mode matching in aLIGO. The design uses a piezoelectric transducer (PZT)

to apply a distributed bending moment on the mirror barrel via an axisymmetric

flexure, thereby controlling the mirror radius of curvature. The flexure-based piezo-

deformable mirrors presented here has a large operating range, a high bandwidth,

and is compatible with ultra-high vacuum operation. Designed for two-inch diameter

optics with 5 mm thickness, the scattering to higher-order modes is below 0.2% for

beam radius less than 2 mm. An alternative thermally actuated design is being

implemented in aLIGO concurrently with the piezo-deformable mirrors [51]. The

thermal design has an increased operating range in vacuum compared to the piezo-

deformable mirrors but offer a much lower bandwidth of O(1 mHz) compared O(1 Hz)

that is achievable with the piezo-deformable mirrors.

The motivation and design requirements of the piezo-deformable mirrors for appli-

cation in aLIGO and future upgrades are discussed in section 3.2. In section 3.3 the

design of the flexure-based piezo-deformable mirror is presented. The performance

results of the piezo-deformable mirror are summarized in section 3.4.

3.2 Requirements for aLIGO

The piezo-deformable mirrors will be used for mode-matching at two locations in the

aLIGO beam path, shown in Fig. 14. First, between the squeezed light source and

the filter cavity. Second, between the output of the filter cavity and the main inter-

ferometer. The required operating range of the piezo-deformable mirror is greater on
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Figure 14: Simplified layout of the aLIGO detector with piezo-deformable mirrors in

the squeezer path. In the aLIGO layout for O4, there is one piezo-deformable mirror

between the squeezer and the filter cavity, and two piezo-deformable mirrors between

the squeezer and output Faraday isolator. Only one is shown above for simplicity.
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the filter cavity to interferometer path, as the mode shape of the beam from the inter-

ferometer is not as well known. However, for both of these ports, the mode-matching

needs to be better than 96% to achieve the broadband improvements in sensitivity

from 6 dB of frequency-dependent squeezing. Based on our simulations of the current

and expected mode mismatch, a range of ±160 mD will be sufficient to correct for

mode mismatch between the filter cavity and interferometer, and ±30 mD is required

on the path between the squeezer and the filter cavity. During future upgrades, to as-

sist in characterizing the mode mismatch between the cavities in the aLIGO detector,

the radius of curvature of the piezo-deformable mirrors can be dithered at a frequency

in the aLIGO detection band [1]. To achieve this, a high bandwidth O(1-10 Hz) is

needed on the piezo-deformable mirror actuators.

The aLIGO detectors have stringent requirements for any new optics added to

the system. Any technical noise added to the gravitational-wave readout must be at

least a factor of 10 below the design sensitivity. The piezo-deformable mirrors could

inject technical noise through spurious changes in the defocus of the beam, higher-

order mode content generated by the mirror surface, or displacement of the mirror

surface. Any modes other than the fundamental Gaussian mode are considered to

be higher-order modes. We require the higher-order modes induced by the piezo-

deformable mirrors to be a factor of 10 below the mode-mismatch (Lo) requirement

of 4%. This demands that the higher-order mode content (or scattering) from the

piezo-deformable mirrors be less than 0.4%.

The defocus noise S(f) arises from the fluctuations in the radius of curvature

of the piezo-deformable mirrors. This induces a fluctuation in the mode-matching

losses, which produces a proportional change in relative intensity noise transmitted

to the detection port, resulting in an apparent displacement noise (z(f)). This ap-

parent displacement noise for a given optic should be at least 10 times less than the

displacement noise requirement in the aLIGO detectors so that it is not limiting the

gravitational-wave detector sensitivity. The defocus noise is dependent on the beam

size (w) at the piezo-deformable mirror, and is coupled to the displacement noise by

z(f)

Ctf

≈ πw2

λ

√
LoS(f), (3.49)

where Ctf is the transfer function from relative intensity noise to interferometer dis-

placement noise, λ is the wavelength of the laser, and Lo is the dc mode matching
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requirement described above. An analogous coupling due to the relative intensity

noise requirement of the coherent locking field to the detection port sets the on the

defocus noise requirement in the filter cavity path [52], shown in Fig 14. Using this

estimate S(f) must be below 10−5 D/
√

Hz above 100 Hz to meet the displacement

noise requirement of the squeezer path. This is a conservative estimate because at

the optimally tuned setting of the piezo deformable mirror the linear coupling from

defocus noise to displacement noise goes to zero. Lastly, to damp displacement noise,

and to soften the scattered light requirements, the piezo-deformable mirrors will be

hung from double pendular suspensions, in a similar configuration to other aLIGO

auxiliary optics [53].

3.3 Design

The piezo-deformable mirror is designed to meet the noise requirements described

in section 3.2, while maintaining a fast response time for convenient commissioning.

Fig. 15 shows the schematic of the piezo-deformable mirror. The key component is

an inverted hat-shape axisymmetric flexure that converts a pushing force from the

PZT into a distributed bending moment around the mirror circumference, thereby

deforming the mirror for a radius of curvature. When a voltage is applied to the

PZT, it elongates along the axial direction. The force associated with this elongation

is distributed on the back of the flexure via the top aligner. The flexure is bolted to

the body to constrain any motion along the circumference, and the axial force applied

to the flexure produces a moment that causes spherical deformation on the mirror.

Thus, by driving a voltage to the PZT one can actively change the radius of curvature

of the mirror for mode-matching applications in aLIGO. The different components

of the piezo-deformable mirror, see Fig. 15, along with their functions are described

below.

• The flexure converts the axial force applied on the back to spherical deformation

of the mirror surface. The mirror is held in the flexure due to the compression

bias introduced after compression fitting.

• The radius of curvature of a 5 mm thick highly-reflective mirror is deformed
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Figure 15: Left: An assembled flexure-based piezo-deformable mirror actuator for

active mode matching in aLIGO. Right: The main components of an assembled piezo-

deformable mirror. The mirror is compression fitted inside the flexure §3.7.1 and

attached to the top aligner. This assembly is then attached to the body using 16

screws each torqued to 30 in-lbs. The piezoelectric transducer (PZT) stack, and

the bottom aligner are inserted from the back, followed with the attachment of the

reaction plate. The spherical washers and the thrust bearing are gently placed on

the bottom aligner, and the pre-loader is torqued to at least 25 in-lbs to secure the

assembly. The displacement of the PZT under a voltage bias is shown with green

arrows. The flexure deforms the mirror radius of curvature due to the corresponding

axial force generated by the PZT thrust. The mirror displacement is represented by

red arrows.
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for active wavefront control. These mirrors require a good barrel finish to min-

imize astigmatism, spherical aberrations, and coma which may arise from poor

compression fitting. The process for compression fitting the mirror inside the

flexure is discussed in section 3.7.1.

• The flexure with the compression fitted mirror is attached to the body with

screws. To ensure radial symmetry each screw is torqued to 30 in-lbs.

• The PZT (Noliac NAC2125-H50-A02) is held inside the body with top and bot-

tom aligners. These aligners ensure that the piezo is flush against the back

surface of the flexure. It is important to ensure that there is no angular mis-

alignment of the PZT upon assembly. The PZT has a half-bridge strain gauge

bonded to it, which allows the read out of the strain on the piezo, discussed in

section 3.7.2.

• The reaction plate serves the role of a hard boundary wall. The applied force at

the back of the flexure depends linearly on the longitudinal displacement. The

reaction plate ensures that the stroke from the PZT preferentially displaces the

back surface of the flexure.

• The pre-loader is a fine threaded screw that goes through the reaction plate.

The pre-loader ensures that the piezo is secured stiffly inside the body. We

recommend that the pre-loader is torqued to at least 25 in-lbs to ensure the

PZT stack is well constrained before the application of any voltage drive. The

torque applied to the pre-loader provides static deformation to the radius of

curvature of the mirror without any voltage drive to the PZT. The operating

point or the optimal radius of curvature can be changed by further torquing

the pre-loader. One can torque the pre-loader up to 100 in-lbs without any

damage to the piezo or the mirror. In this design, the pre-loader torque cannot

be adjusted under vacuum.

The piezo-deformable mirror offers two design variations for the assembly of the

mirror and the flexure. First, a stainless steel (440C) flexure with an intermediate

aluminum ring (6061) between the flexure and the mirror. The design concept is

presented in [54]. This allows greater flexibility in design because the level of mirror

compression fit can be adjusted by compensating accordingly the intermediate ring.
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However, the Young’s modulus of stainless steel is higher, which limits the actuation

range of the piezo-deformable mirror. Also, the two-stage compression fitting −
flexure and ring, followed by mirror in the flexure − makes compression fitting more

challenging. The second variation of the design uses an aluminum (7075) flexure

which is custom made for each mirror. This design, although tuned for each flexure-

mirror pair, is easier to assemble. Moreover, the lower Young’s modulus of aluminum

provides a greater actuation range as it is easier to deform the flexure. We will reserve

all discussions to the aluminum flexure-based piezo-deformable mirror in this paper.

Compression fitting the mirror into the flexure and installing the flexure assembly

on the body induce minimal change to the defocus of the mirror. The defocus is

defined as the inverse of the focal length. The net defocus of the piezo-deformable

mirror (DPDM) is given by

DPDM ≈ Dmirror +Dpreload +Dactuation (3.50)

where Dmirror is the defocus of the mirror, Dpreload is the defocus due to the preload,

and Dactuation is the defocus due to the PZT actuation. The operating defocus Dop is

set such that Dmirror and Dpreload cancel out at half the maximum actuation voltage.

Dop = Dmirror +Dpreload +Dactuation(Vmax/2) (3.51)

The operating defocus for production units to be installed in aLIGO varies depending

on the optic placement along the beam.

3.4 Results

Multiple assemblies of the piezo-deformable mirrors were tested using the Zygo in-

terferometer, which is used to characterize the aLIGO core optics [55]. The Zygo

interferometer is a Fizeau topology, which uses a reference optic to measure the

surface profile of a mirror under test. We use the Zygo interferometer to measure

the deformed mirror surface of the piezo-deformable mirror with varying amounts

of torque applied to the pre-loader, and when the piezo is driven with an external

voltage. The measured deformation of the mirror was used to estimate the range

of defocus and the higher-order mode content, which is discussed in sections §3.4.1
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and §3.4.2. The defocus noise of the piezo-deformable mirror has also been mea-

sured in a separate Michelson interferometer and the preliminary results suggest that

aLIGO requirements along the squeezer path are met by almost four orders of mag-

nitude [56]. As part of the Michelson interferometer testing, the resonances of the

piezo-deformable mirror assembly have been measured, with the lowest resonance at

386 Hz. With a 100 V bias on the PZT, we measure a bandwidth of 6.8 Hz for the

piezo-deformable mirror. This bandwidth is limited by the driver electronics. During

O4, the piezo-deformable mirror will be tuned occasionally to reduce mode-matching

losses. In future upgrades, the fast response of the piezo-deformable mirrors allows

the possibility to design feedback control loops to reduce mode-mismatch losses.

3.4.1 Defocus range of the piezo-deformable mirror

The piezo-deformable mirror actively changes the radius of curvature of the mirror

when an external voltage is applied. We use the Zygo interferometer to measure

the surface profile of the mirror in the assembled piezo-deformable mirror [55]. At

different values of the piezo drive (from 0 V to 200 V), we measure the surface profile

with a pixel resolution of 192 µm and with 100 averages. The surface profile was

fit to linear and quadratic order over a circular region with a diameter of 25 mm.

The quadratic term measures the defocus and the linear term measures the tilt of the

mirror surface. Averaging the measured operating range from three different piezo-

deformable mirror assemblies, each tested at different values of pre-loader torques,

the piezo-deformable mirror offer an active operating range of 90±6 mD over 150 V

of an external voltage. The PZT in the design can be driven up to 200 V offering

an operating range of 120±8 mD. The pre-loader was torqued to different values to

change the static defocus of the mirror. We find the change in preload from the

minimum of 25 in-lbs to a maximum of 100 in-lbs offers approximately 200 mD of

static adjustment range, see Fig. 16.

3.4.2 Higher-order mode scattering

The design specification requires the piezo-deformable mirror must induce less than

0.4% of higher-order mode power for Gaussian beams with a beam radius of less than

2 mm, see section 3.2. To estimate the higher-order mode content we define a nominal
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Figure 16: The points represent the measured defocus range (mD) as a function

of drive voltages through the PZT, with a static pre-loads of 30, 50, 80 and 100

in-lbs (blue, green, pink and red). The legend summarizes the total defocus range

extrapolated over a 200 V drive at the corresponding static pre-loads. We note

that the minimal 25 in-lbs preload induces an approximately 60 mD of defocus on

the mirror. The static preload by adjusting the torque applied to the pre-loader (no

voltage drive) offers a defocus range of over 200 mD (from -65 mD to -285 mD for this

prototype). The PZT drive over 200 V offers an additional 120±8 mD of operating

range.
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Figure 17: Left: The higher-order mode content of piezo-deformable mirrors with 50

in-lbs of preload at 0, 50, 100, 150, and 200 V of drive to the PZT as a function of beam

radius. The Zygo interferometer has a pixel resolution of 0.192 mm, which limits the

higher-order mode content projection for smaller beam sizes. However, it is expected

to be smaller than the higher-order mode content for 0.25 mm beam radius. We find

Gaussian beams up to a radius of 2.5 mm experience less than 0.4% of higher-order

mode content over the entire range of piezo-deformable mirrors operation. Right:

The higher-order mode content as a function of power overlap between the incident

and the reflected field. As the defocus of the mirror increases with the PZT drive,

the power overlap decreases. However, we find the piezo-deformable mirrors ensures

higher-order mode content less than 0.4% for Gaussian beams with beam radius up

to 2.5 mm over the full actuation range of the PZT.
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reflected beam using an ideal Gaussian input beam with a given beam size. The input

beam is reflected off a simulated mirror with defocus and tilt as measured by the Zygo

(see Fig 16) but with no additional higher order mode content. We calculate the full

reflected beam using the measured surface profile and the same ideal Gaussian input

beam. The mode-overlap between the nominal and the full reflected beams provides

an estimate of the higher-order mode content of the full reflected beam. The left plot

of Fig. 17 shows the higher-order mode content as a function of input beam radius

over the range of the piezo-deformable mirrors. Alternatively, we can quantify the

power-overlap between the input beam and the nominal reflected beam, correcting

for pointing errors over the operating range. The right plot of Fig. 17 shows that the

piezo-deformable mirror provides low higher-order mode content even when correcting

for an overlap mismatch as low as 0.4, demonstrating that the design constraints are

met.

The compression fitting scheme discussed in section §3.7.1 is critical to achieving

low higher-order mode content. It is crucial to ensure during the process of compres-

sion fitting that the mirror has no tilt with respect to the flexure. Any tilt between

the mirror and the flexure causes a non-axisymmetric deformation of the mirror after

compression fitting. When the mirror is actuated in this configuration, the moment

distribution on the mirror circumference generated by the flexure is not axially sym-

metric, which causes the higher-order mode content to be much higher, typically up

to 2-5%.

3.5 Conclusion

We present a novel ultra-high vacuum compatible, flexure-based active mode-matching

deformable mirror. The piezo-deformable mirrors presented here have direct implica-

tions for improving the sensitivity of aLIGO detectors by reducing the optical losses

from mode-mismatch, and by improving the levels (dB) of squeezing. They offer high

bandwidth and a large operating range. While under vacuum, the PZT actuator has

an operating range of 120±8 mD. In air, adjusting the static preload by using the

pre-loader provides an additional 200 mD of adjustment range. The quality of the

beam is not degraded and the higher-order mode content is below 0.2% over the full

range of actuation. The technology developed here has applications in any optical
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experiments where mode-matching is critical or active wavefront control is necessary.
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3.7 Appendix

3.7.1 Compression fitting and assembling the piezo-deformable mirror

In this section, we discuss the procedure to compress fit the mirror inside the alu-

minum flexure. To induce compression bias at room temperature, the diameter of the

mirror is larger than the inner diameter of the flexure. Compression fitting a mirror

for adaptive optics was also demonstrated in [51]. The procedure to compression fit

the mirror is as follows:

• As the coefficient of thermal expansion of aluminum are higher than fused sil-

ica, we can heat the flexure to create clearance to insert the mirror inside.

The temperature to perform the compression fit is determined by the following

equation

∆T = Tfit − 300 K ≈ δφ

φ

1

αflex

(3.52)

where αflex is the coefficient of thermal expansion of the flexure, φ is the diameter

of the mirror at 300 K and δφ is the interference between the mirror and the

flexure at 300 K, typically 15 µm. The temperature Tfit is the approximate

temperature to perform the compression fit.

• We use the optical grade surface plate to ensure that the normal from the sur-

face of the mirror is parallel to the normal axis of the flexure plane − ensuring

the mirror does not tilt inside the flexure. The mirror, the flexure, and the
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alignment tool are heated to Tfit. To minimize the non-radial deformation of

the mirror after compression fit, the barrel of the mirror requires a good surface

finish and cylindricity. The prototypes presented here used mirrors with cylin-

dricity < 5µm (Thorlabs BB2-E03-5MMT-SP). The piezo-deformable mirrors

employed at aLIGO use mirrors with specified cylindricity < 1µm (FiveNine

Optics).

• At room temperature, place the mirror on the optical grade surface plate, align

the flexure face-down such that it just makes contact with the back surface of

the mirror along the circumference. Place a weight gently on top of the setup.

Next, the temperature is increased in steps 15 K (to Tfit ∼ 550 K) until the

mirror is all the way inside the flexure. The assembly is then cooled to room

temperature, ensuring no disturbance to the setup.

Next, the compression fitted flexure is first loosely attached to the body and the top

aligner resting inside the body of the assembly. With the body mirror-side-down, the

PZT is engaged with the top aligner and bottom aligner via two nylon rings inserted

inside the PZT. A pair of spherical washers and thrust bearing are then placed over

the bottom aligner, and the reaction plate is screwed down at the back of the body.

The pre-loader is then engaged with the bottom aligner via the spherical washers and

thrust bearing. Finally, all the screws in the flexure assembly need to be tightened.

All the screws to attach the compression fitted mirror-flexure assembly to the body

are torqued to 30 in-lbs. The pre-loader is torqued to at least 25 in-lbs; the maximum

allowable torque to the pre-loader, ensuring no damage to the mirror, is 100 in-lbs.

3.7.2 Strain Gauge Readout

The crystalline structure of the piezoelectric material gives rise to hysteresis in the

actuation curve as seen in Fig 18. This hysteresis is undesirable for mode-matching

applications requiring the ability to revert to a known radius of curvature while the

piezo-deformable mirror is otherwise inaccessible inside an ultra-high vacuum environ-

ment. The PZT in the piezo-deformable mirror is manufactured with an integrally

bonded half-bridge strain gauge readout. The half-bridge is comprised of separate

collocated transverse and axial strain gauges, orthogonally mounted with respect to

each other on the barrel of the cylindrical PZT. The measurement of strain using
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Figure 18: The dashed pink outer boundary to the curve shows the measured defocus

resulting from a 200 V peak-to-peak sinusoidal voltage applied to the piezo actuator.

The visible hysteretic response creates uncertainty if the drive voltage were used to

define the resulting defocus. The blue circles (orange stars) represent the measured

defocus at 10V steps of the sinusoidal drive voltage as a function of the strain-gauge

readout bonded to the PZT. This illustrates how the strain gauge readout provides

a linear and repeatable measurement of the defocus. The linear readout feature in

conjunction with the high-bandwidth of the piezo-deformable mirrors enables closed-

loop mode-matching and active wavefront applications.
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this type of gauge relies on the measurement of small changes in resistance (1 ohm

full-scale) associated with the elongation of the conductive elements in the sensor.

An axially mounted strain gauge measures the elongation of the PZT as it is driven

by an external voltage. As the axial sensor is stretched and compressed, an undesired

change in area results from the Poisson-ratio of the piezo-ceramic material much as

would be seen by stretching a rubber band. A second transversely mounted strain

gauge provides compensation for the unwanted area change. A side benefit to the

use of two collocated sensors is inherent temperature compensation to the resulting

half bridge circuit. The combined results of these techniques in conjunction with a

balanced Wheatstone bridge readout are linear and repeatable defocus measurements

as shown in Fig 18.
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Chapter 4

High Frame-Rate Phase Camera

for High-Resolution Wavefront

Sensing in Gravitational-Wave

Detectors

We present a novel way of wavefront sensing using a commercially available, con-

tinuous wave time-of-flight camera with QVGA-resolution. This CMOS phase cam-

era is capable of sensing externally modulated light sources with frequencies up to

100 MHz. The high-spatial-resolution of the sensor, combined with our integrated

control electronics, allows the camera to image power modulation index as low as

-62 dBc/second/pixel. The phase camera is applicable to problems where alignment

and mode-mismatch sensing is needed and suited for diagnostic and control applica-

tions in gravitational-wave detectors. Specifically, we explore the use of the phase

camera in sensing the beat signals due to thermal distortions from point-like heat

absorbers on the test masses in the Advanced LIGO detectors. The camera is ca-

pable of sensing optical path distortions greater than about two nanometers in the

Advanced LIGO input mirrors, limited by the phase resolution. In homodyne read-

out, the performance can reach up to 0.1 nm, limited by the modulation amplitude

sensitivity1.

1Erik Muñiz∗, Varun Srivastava∗, Subham Vidyant and Stefan W. Ballmer, Physics Review D

104, 042002, 2021.

https://link.aps.org/doi/10.1103/PhysRevD.104.042002
https://link.aps.org/doi/10.1103/PhysRevD.104.042002
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4.1 Introduction

The second generation of gravitational-wave detectors Advanced LIGO [26] and Ad-

vanced VIRGO [36] have been observing the compact binary mergers for over five

years. The first direct detection of gravitational waves from the inspiral and merger

of two binary black-holes happened on September 14, 2015, opening up the field of

gravitational wave astronomy [8]. Since then there have been two sets of upgrades

to improve the sensitivity of the Advanced LIGO and VIRGO detectors [1] and the

three observational science runs have confirmed over 50 gravitational wave signals

from binary collisions [57, 58].

The Advanced LIGO and VIRGO detectors are dual-recycled Fabry-Perot Michel-

son interferometers capable of measuring relative peak displacement between the two

interferometer arms to less than one attometer [26, 36]. To enable this precise mea-

surement, the core and auxiliary optics are seismically isolated and the feedback

loops are set up to actuate on translational and angular degrees of freedom [26].

The error signals to control the optics are derived using Pound-Drever-Hall (PDH)

technique [59, 24] from 9 MHz and 45 MHz sidebands modulating the carrier laser

beam. These error signals are acquired using radio-frequency (RF) photodiodes -

single-segment diodes for length sensing, and four-segment quadrant photodiodes for

angular sensing. Similarly, beam waist position and size sensing can be done using

bulls eye segment diodes [60], mode converters [25] and aperture-based schemes [61].

Alternatives to this readout scheme using jitter modulation techniques have also been

proposed [62].

Since any degradation in the optical wave front will degrade these signals, signif-

icant effort has gone into ways to image the RF optical beat pattern of the readout

beam for diagnostic purposes. Previously developed sensors for the LIGO and Virgo

detectors include scanning-type [63, 64, 65] and optical lock-in [66, 67] phase cameras,

all of which require additional optical elements ahead of the photo sensor.

In our work, we redesign the traditional time-of-flight camera to directly record

these amplitude-modulated laser beat signals in QVGA resolution (320 × 240 pixels).

We achieve this by phase locking the OPT8241 time-of-flight camera to the external

reference oscillator that modulates the laser. This approach has the benefit of requir-

ing minimal optical components and beam shaping, making the CMOS phase camera
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an excellent diagnostic tool for gravitational-wave detectors that can be easily de-

ployed at any optical port of the interferometer. We also demonstrate that this phase

camera can be used for generic wavefront sensing.

The sensitivity of interferometric gravitational wave detectors such as Advanced

LIGO scales with the amount of power circulating in the arm cavities. Following

the O3 upgrade, the Advanced LIGO detectors reached 200 kW of power in the arm

cavities [1] for the first time. The high power in the arm cavities exposes point

defects in the coatings of the test masses. Under high power these point defects,

or point absorbers, burn into the coating of the Advanced LIGO test masses [3],

locally heating and deforming the optic. This has proven to be problematic, limiting

power buildup in the arm cavities and dark port contrast, both of which limits the

sensitivity of the Advanced LIGO detectors. Specifically, the thermo-refractive and

thermo-elastic surface deformations due to the point absorbers induce optical path

distortions affecting the phasing of the carrier and the modulating sidebands [3]. For

the carrier, this detuning results in higher-order spatial modes being resonant in the

arm cavity, causing a loss in the detector sensitivity. Additionally, the non-resonant

RF sidebands couple into higher-order spatial modes and degrade the alignment and

control error signals error.

We aim to use the CMOS phase camera to image the deformations in the laser

beat signals that arise from these point defects. In the paper, we briefly describe the

principle of operation of time-of-flight cameras in section §4.2. Next, in section §4.3

we describe the hardware and software changes made to reconfigure the time-of-flight

camera into a CMOS phase camera. The experimental layout to test the sensitivity of

the phase camera and the corresponding noise model to measure amplitude modulated

signals is described in section §4.4.1. We model the point absorber to estimate the

change in beat signal and correlate it with the sensitivity of the camera in section §4.5.

Lastly, we discuss the applicability of the CMOS phase camera in Advanced LIGO

and A+ detectors in section §4.6.

4.2 Principle of Operation of Time-of-Flight Cameras

Time-of-flight cameras employ a 2D array of pixels with depth sensing capabilities

to independently measure the distance of a particular object in the field of view.
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Figure 19: The prototype CMOS phase camera based on the commercially-available

OPT8241 time-of-flight sensor. The custom-built enclosure ensures shielding from

interference from unwanted RF signals.
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Commercially available time-of-flight cameras typically have integrated illumination

sources. They rely on either pulse-modulation, directly measuring the pulse travel

time, or on continuous-wave amplitude-modulation, measuring a phase delay via de-

modulation with a local reference. The measured phase delay provides depth infor-

mation. Since we intend to use the sensor to record the beat map of laser fields we

selected the second type sensor for our research.

The amplitude A, phase φ and DC value I0 of the amplitude modulated beam can

be found by measuring the gated photo current C at four demodulation phases (Φ =

0, π/2 , π , 3π/2) [68]. We have

A =

√
{C(0)− C(π)}2 + {C(π/2)− C(3π/2)}2

2
(4.53)

φ = ][(C(0)− C(π)) + i(C(π/2)− C(3π/2))] (4.54)

I0 =
C(0) + C(π/2) + C(π) + C(3π/2)

4
(4.55)

4.3 Motivation and Design

For application as a wavefront sensor in gravitational-wave interferometers the time-

of-flight camera needs to accept the interferometer RF local oscillator signal as an

external reference oscillator source for demodulation. In continuous-wave amplitude-

modulated time-of-flight cameras, both the illumination source and pixels are typi-

cally driven using the same internal, radio-frequency (RF) oscillator source. Shrestha

et al. [69] show that the time-of-flight camera OPT8221 offers flexibility for operation

as a standalone demodulation camera with an external signal driving the illumination

source and the demodulation within the camera.

The design proposed here uses the OPT8221 camera evaluation board (OPT8241-

CDK-EVM), which consists of two primary components: the sensor (OPT8241) and

a programmable controller (OPT9221). The OPT9221 is a companion chip to the

OPT8241 and is responsible for setting register functions and processing raw data.

The sensor is a standard 320 × 240 pixel array (QVGA format) capable of operat-

ing at frame rates up to 150 frames per second (fps), although live-streaming with

Voxelviewer software [70] is limited to 60 fps. Neighboring pixels are separated by

15 µm and are capable of demodulation up to 100 MHz. In each pixel the charge
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carriers are sorted into two separate charge storage wells, depending on the state of

the local oscillator [71, 72]. The two wells are simultaneously read out and their

difference is digitized, removing the DC component from the RF readout. Charge

separation becomes less efficient at higher frequencies [73], leading to a reduction in

the demodulation amplitude at higher demodulation frequencies.

The camera board can be programmed to provide 12-bit amplitude and phase, as

well as 4-bit ambient values in QVGA format. The OPT8241 also features a 850 nm

NIR band-pass filter covering, which has a small transmission of about 5% at 1064

nm for normal incidence [74]. We use the sensor at 1064 nm, the laser wavelength

used in the LIGO, VIRGO, and KAGRA gravitational wave detectors [26, 36, 75].

For application as an active wavefront sensor the camera board must be reconfig-

ured. First, the internal modulation block of the camera board is disabled via the

appropriate configuration of register settings in the OPT9221, allowing it to accept

an external reference signal. This reference signal needs to be appropriately stepped

in quadrature phase, with Φ = 0o, 90o, 180o, 270o. The frequency of the reference sig-

nal can also be dynamically changed between video frames, permitting imaging beat

signals from multiple sidebands simultaneously. Thus, the CMOS phase camera is

capable of measuring both the spatial and temporal characteristics of the illuminating

beam in real-time.

In this section, we present the schematic design for the CMOS phase camera. The

various electronic components, along with their functionality, are listed below and

illustrated in Fig. 20:

• Microcontroller: We use the ARM Cortex-M4-based STM32F407 as a master

device. It is programmed to control waveform generation on the Direct Dig-

ital Synthesis (DDS) board. The microcontroller transmits a data sequence

to initialize each of the individual channels on the DDS board via SPI proto-

col. The microcontroller also initiates the frame capture sequence by sending

an initial trigger pulse to the camera board. Depending on the register set-

tings of the OPT9221 controller, the camera board responds by sending a series

of quadrature (quad) exposure pulses, which trigger an interrupt sequence on

the microcontroller. This interrupt sequence is used to set the logic levels on

the RF switch and/or the synchronization flip-flop to output the appropriately

phase-stepped signal corresponding to the quad exposure pulse.
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Figure 20: An overview of the phase camera signal chain and design components. The

microcontroller acts as the host device controlling waveform generation and image

frame capture. The microcontroller initializes the direct digital synthesizer board.

Quadrature phase-stepped signals are generated on the four analog output channels

of the direct digital synthesizer board. These signals are sent to an RF switch, which

passes the appropriate signal via CMOS converter and gating switch to the camera.

This gating switch removes the RF signal during the sensor readout to reduce the

electronics noise. Every frame is initiated by a frame initialization trigger sent by

the microcontroller to the camera board. The camera responds by sending a series of

quadrature pulses back to the microcontroller, which are used in an interrupt sequence

to set the control signals for the RF switch.
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• Direct Digital Synthesizer (DDS) board: Waveform generation is handled by the

Analog Devices Direct Digital Synthesizer board (AD9959). The AD9959 has

four independent synchronized output channels with tunable amplitude, fre-

quency and phase. The external reference local oscillator used to modulate the

interferometer input laser serves as the reference clock signal to the DDS board

for synchronization. The microcontroller sets frequency, phase and amplitude

registers on the DDS board for each channel and activates the settings via a

separate I/O-update line. For normal operation the four channels are set to

a phase of Φ = 0o, 90o, 180o, 270o with respect to the reference clock at the

desired demodulation frequency during initialization.

• RF switch: A single-pole, four throw RF switch from Mini-Circuits (JSW4-

272DR+) is used to switch between the four phased channels from the DDS

board, selecting the camera demodulation phase. The RF switch is controlled

by the microcontroller. The DDS board and RF switch together can provide an

externally referenced and phase-stepped oscillator between 5 MHz to 500 MHz.

• Synchronization Flip-Flop: The DDS board register update is only synchro-

nized to the internal reference clock (SYNC CLK), which is running at a higher

frequency than the external reference signal. To avoid random phase jumps

on update, a flip-flop is used to trigger the update of the DDS registers syn-

chronized with the rising edge of the external reference signal. There are two

schemes to operate the phase camera. First, the four channels of the DDS board

are set up during camera initialization, and the flip-flop synchronization to the

reference oscillator guarantees the same relative phase on every camera startup.

The RF switch is then used to select the channel with the desired demodulation

phase. Since this method does not rely on a synchronized register update during

operations it is more robust, but also limited to four demodulation phases and a

single frequency. In the second approach, we use the flip-flop to actively update

the registers and phase-step the output of one of the DDS channels in accor-

dance with the quad pulses from the camera. This scheme, discussed in-depth

in section §4.8, allows the camera to image the amplitude-modulated beat at

different frequencies in real-time, and permits camera operation with six quads,

reducing potential cross-talk from harmonics of the modulation frequencies.
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• CMOS Converter: To convert the sinusoidal reference signal to a CMOS logic

level clock, i.e. ‘squaring the clock’, we use a high-speed clock distribution in-

tegrated circuit (Analog Devices AD9513).

• Gating Switch: We use an additional high-speed buffer chip (Texas Instrument’s

SN74LVC126A) in the signal chain to gate the output demodulation waveform

during each quad exposure. Turning the RF signal off during the readout phase

between camera exposures significantly reduces the camera electronics noise.

All firmware was developed within the Keil µVision IDE and flashed to the micro-

controller via a USB interface. This allows the microcontroller to run as the master

device after an initial reset event.

4.4 Performance Characterization

4.4.1 Experimental Setup

To characterize the performance of the CMOS phase camera we used the experimen-

tal setup shown in Fig 21. A reference triangular cavity, previously used as pre-mode

cleaner cavity (PMC) in the initial LIGO interferometers until 2010, is used to stabi-

lize the frequency of a 1064 nm Nd:YAG laser via Pound-Drever-Hall (PDH) locking.

The cavity has a finesse of 165 and features a piezoelectric-actuated mirror at the

apex which allows for tuning of the cavity resonance. The carrier field, Ec = E0e
iωct,

is phase-modulated using a resonant electro-optic modulator referenced to a 25-MHz

local oscillator. This adds sidebands to the optical carrier field offset at the modula-

tion frequency Ω/2π. The peak-to-peak drive voltage of the local oscillator determines

the amplitude of the phase modulation index Γ. The field incident on the cavity is

given by

Ein = Ece
iΓ cos Ωt ≈ Ec

(
1 +

iΓ

2
eiΩt +

iΓ

2
e−iΩt

)
(4.56)

To produce a significant amount of amplitude beat signal between carrier and side-

band the cavity length was tuned to resonate on a single sideband. Under the sim-

plifying assumption that one sideband passes the cavity 100%, while the other light

gets reflected 100%, the reflected field becomes to first order

Eref ≈ Ec

(
1 +

iΓ

2
e−iΩt

)
, (4.57)
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Figure 21: The experimental layout used for testing and quantifying the noise levels

of the phase camera. The laser is stabilized by locking to the pre-mode cleaner cavity

using the PDH technique. The amplitude-modulated beat signal is generated in the

reflection of the cavity when it is locked to one of the 25 MHz sidebands. The bbPD1

is the photodiode sensor used for PDH locking. The bbPD2 is used in calibration

and measures the power modulation index of the beam incident on the camera. The

total power incident on the camera is attenuated to ∼10 µW.
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which is then passed through a 50/50 beam splitter where half of the laser light is

reflected onto a single-element broadband RF phototdiode (bbPD1) for PDH locking

and the other half is directed to the camera. From here, the beam power is split again

with 90% of the light going to the camera and 10% incident on a second photodiode

(bbPD2) used for calibration − discussed more in section §4.4.2. The power incident

on the camera is thus amplitude modulated with power modulation index Γ:

IPC = |Eref |2

≈ |Ec|2
(
1 + Γ sin Ωt

)
(4.58)

Frequency terms greater than the modulation frequency are filtered by the bandwidth

of the camera. In this single-sideband scenario power modulation index Γ is also

related to the sideband-to-carrier ratio SCR via

SCR [dBc] = 20 log10

(
Γ

2

)
, (4.59)

where we use the IEEE’s definition [76]. Unlike typical photodetectors, the measured

photocurrent is demodulated at Ω in each pixel on the sensor array. The corresponding

amplitude and phase maps are then constructed using the measured values of I and

Q for each frame. The CMOS phase camera in our experiment was set to capture at

a frame rate of 7 Hz with total exposure time of 32 ms, although frame rates of up

to 60 Hz are supported.

4.4.2 Calibration

For each frame of the 320 × 240-pixel array, the respective amplitude, phase, and

ambient readout channels of the camera are expressed in terms of counts of the analog-

to-digital converter or digital numbers (DN). We perform a calibration procedure

to determine a calibration factor, κ, which relates the total number of generated

photoelectrons in an image to the corresponding DN value. The calibration procedure

is as follows:

1. We use the broadband photodiode (bbPD2, see Fig. 21), to determine the mod-

ulation index of the beam incident on the camera. We measured its DC tran-

simpedance Zdc to be 1975 Ω and its RF transimpedance Zrf at 25 MHz, the
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Figure 22: The DC intensity profile, which is used in calibration, is plotted as a

function of sensor position. The residual of the Gaussian fit to the DC profile is

shown in the plane on the bottom. The dominant 4-bit digitization noise in the DC

output is noticeable. In contrast, the RF output is digitized with 12-bit resolution.
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frequency of the local oscillator, to be 4750 Ω. Then, the power modulation

index (Γm) of an arbitrary beam incident on bbPD2 can be calculated via

Γm =
1

2
· V

rf
pp · Zdc
Zrf · Vdc

(4.60)

where the peak-to-peak RF signal (V rf
pp ) and the mean DC signal (Vdc) measured

by bbPD2 are read on an oscilloscope. The factor of 1/2 converts peak-to-peak

to amplitude.

2. To quantify the number of photons incident on the camera we measure the

incident power (Pin) using a calibrated Thorlabs power meter. Since the NIR

filter on the camera has a 5% transmission at 1064 nm at normal incidence [74],

the total power incident on the camera after the filter (P sensor
in ) can be calculated.

The ambient channel of the camera measures the profile of the incident beam.

We fit a Gaussian profile normalized to the P sensor
in to get the Gaussian beam

parameters and calculate the power density of the beam incident on the sensor,

psensorin (x, y), see Fig. 22. The number of photons per area incident on the sensor

during the exposure time Texp can then be estimated by

np(x, y) =
psensorin (x, y) · Texp

hν
(4.61)

The exposure time is the sum of each of the quadrature exposure time during

which the signal is integrated.

3. The number of photoelectrons generated in each pixel is related to the num-

ber of photons via the quantum efficiency η, which for the OPT8241 sensor is

approximately 2% for 1064 nm light [73]. Thus we have

Ne =

∫

Apixel

ne(x, y) dxdy =

∫

Apixel

η · np(x, y) dxdy (4.62)

4. Finally, the calibration factor κ is given by the ratio of the total number of

photoelectrons generated to the sum of digital numbers reported in a region of

interest (ROI):

κDC(e−/DN) =
ΣROI(Ne)

ΣROI(DNDC)
(4.63)
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Similarly, the AC calibration is given by

κAC(e−/DN) = Γm
ΣROI(Ne)

ΣROI(DNAC)
, (4.64)

where Γm is the modulation index from Eq. 4.60 and we divide by the camera

output in the AC readout, DNAC . We estimate a calibration factor of κDC of

1.9 · 105 e−/DN and κAC of 1.0 · 103 e−/DN .

4.4.3 Noise Sources

The CMOS phase camera offers both the AC and DC readout channels, which are

susceptible to noise sources typical to CMOS image sensors. These noise sources can

either be temporal or spatial. Temporal noise arises due to the electronic noise from

resistive components (i.e. pixel reset noise), dark noise, photon shot noise and other

electronics noise related to the image sensor. Spatial noise is primarily due to the

pixel-to-pixel imperfections, that is gain and threshold variations in the sensor array.

For the DC readout, the 4-bit digitization of the ambient channel results in large

analog-to-digital rounding errors. As a result, the ADC quantization noise is the

limiting source of noise for the DC readout. In contrast, the AC readout provides

a 12-bit resolution, sufficient for resolving small fluctuations of the measured signal.

For the AC readout, the different noise sources of the phase camera are presented

below:

1. Shot Noise in the camera translates to an effective fluctuation in the measured

number of photoelectrons generated in the AC readout channel. The shot noise

scales as the square root of the number of electrons generated during the expo-

sure time. The AC shot noise can be estimated as

σSN (e−) ≈
√

2Ne (4.65)

The factor of
√

2 is due to the demodulation. Shot noise is a fundamental

limitation, but our CMOS phase camera is not shot noise limited.

2. Electronic Noise includes all noise sources involved in charge conversion and

signal processing within the image sensor. Two prominent noise sources in the

CMOS-based sensors are the amplifier noise and the pixel reset noise. Both
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arise due to the Johnson noise associated with the reset transistor in each pixel.

Therefore, the electronic noise (in DN) can be estimated from non-illuminated

regions in the frames, using the temporal standard deviation across multiple

frames. The effective electronic noise can be reduced by frame- and/or pixel-

averaging (i.e. temporal or spatial averaging).

3. Fixed Pattern Noise (FPN) describes the spatial noise associated with non-

homogeneity between neighboring pixels on the sensor. Fixed pattern noise is

dependent on the signal on the sensor and for a given signal can be expressed

as [77]

σFPN = α C̃ + β (4.66)

where α is the gain and β is a column or row offset in the readout. C̃ represents

the true DC signal with additive Gaussian noise, which represents the temporal

fluctuations of the signal contributing to the fixed pattern noise due to the gain.

Under uniform illumination, one can estimate the pixel fixed pattern noise (in

DN) as the spatial standard deviation from the mean. Using the calibration

factor calculated in Section §4.4.2, we can express the fixed pattern noise in

terms of the number of electrons. As σFPN varies as a function of the signal

intensity, trivial background frame subtraction will not work to improve the

SNR. Spatial averaging of frames can reduce the noise at the cost of signal

resolution. Technique to subtract fixed pattern noise from phase and amplitude

readouts is developed by [77].

Ideally, the limiting noise sources for the CMOS phase camera have a Gaussian dis-

tribution [78, 79]. Under this assumption, the variance of each of the quadrature

measurements is constant (σ2). In this case, the total noise in the amplitude (σA)

can be estimated as the quadrature sum over individual noise sources. The total

phase noise (σφ) is estimated as the ratio of the total noise in amplitude to the mean

amplitude of the signal, as phase and amplitude noise should be uncorrelated.

4.4.4 Quantitative Noise Measurement and Sensitivity

Here we quantify the temporal and spatial noise of the CMOS phase camera. The

noise performance is characterized using the experimental layout described in Sec-

tion §4.4.1. To characterize the DC power saturation levels, we vary the intensity of
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the 1064 nm laser beam incident on the CMOS sensor. We observe pixel saturation at

6µW of incident power with beam radius of 0.25 mm. Additional camera performance

parameters are summarized in Tables 1, 2 and 3.

To determine the RF sensing capabilities and noise limitations of the phase camera

the DC intensity of the beam incident on the sensor is held constant while the power

modulation index is varied by sweeping the cavity, as illustrated in Fig. 21. Using

this method, we report performance measurements for power modulation index values

from zero to 0.046. The AC calibration factor, calculated in section §4.4.2, is used to

convert the measured noise into equivalent number of photoelectrons. The total noise

in an individual pixel in a single frame is estimated by adding in quadrature photon

shot noise, fixed pattern noise, and electronics noise, all of which are measured with

an integration time of 32 ms. The total amplitude and phase noise are measured

as the standard deviation of the corresponding image obtained by subtracting two

independent illuminated frames and dividing the result by
√

2. The results in Fig. 23

show a close agreement between measured and estimated noise. We find that the shot

noise limit is a factor of 8 below the total measured noise and the camera sensitivity

is limited by background electronic noise and fixed pattern noise.

The demodulation pixels suppress the DC contribution of the illuminating beam

using correlated balance sampling [73, 80]. However, a sufficiently high carrier field

intensity will saturate the pixel of the sensor. The dynamic range is the ratio of the

saturation point to the noise floor defined as [73]

D/R = 20 log10

( Asat
σdark

)
, (4.67)

where Asat is the pixel saturation value, i.e. maximum digital number and σdark is the

dark noise of the pixels. We estimate an operating dynamic range of 75 dB for the

phase camera. However, due to the low modulation index of the illuminating beam

in our test setup, the camera saturates in DC before reaching the full dynamic range

of the amplitude and the phase readouts.

Camera performance for each measurement can also be quantified by calculating

the signal-to-noise ratio (SNR). We define the SNR as the ratio of amplitude of the

demodulated output A (estimated using spatial averaging) to the measured amplitude

noise σA.

SNR =
A

σA
(4.68)
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Figure 23: The figure above shows the phase camera noise as the power modulation

index of the incident beam is varied at constant beam intensity. The root-mean-

square amplitude noise (top) and phase noise (bottom) per pixel of the camera are

calculated from a single image captured (no averaging). As the beam profile is the

same across these measurements, the sensor area considered is the same. The shot

noise and fixed pattern noise remain constant under these illumination conditions.

We find that the total measured per pixel noise in phase and amplitude agrees closely

with the sum of the budgeted noise sources. The current prototype of the phase

camera is predominantly limited by the electronic noise and the shot noise is a factor

of 8 below the total noise. The phase noise improves with higher power modulation

index and with averaging of frames. The bottom plot also shows the measured per

pixel phase noise with 50 frame averages in purple.
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Figure 24: Single-frame-SNR as a function of Γm. The y-axis shows the single-frame-

SNR, defined as SNR/
√
Nframes. The horizontal error bars show the experimental

errors in the estimation of the Γm using the calibrated bbPD2 photo detector. We find

the SNR improves with the square root of the number of frames and number of pixels,

consistent with temporally and spatially independent pixel noise. Pixel averaging can

be implemented to improve the SNR at the cost of spatial resolution. The blue line

represents a linear fit through the data. Using the fit, we estimate with 50 averages,

the CMOS phase camera is capable of sensing RF signals in each pixel with Γm as

low as 0.0009.
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Figure 25: Phase images − single frame (top row) and with 50 averages (bottom

row), for incident beams with low (left) and high (right) power modulation index.

The phase resolution improves linearly with SNR.
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We can define the SNR for individual pixels on a single frame, as well as after spatial

and/or temporal averaging, Fig. 24 and 25. The figure shows the SNR as a function

of the power modulation index Γ after averaging over a number of frames. The y-axis

is scaled by 1/
√
Nframes, such that the data points line up if the noise in the frames

are independent. We find the SNR scales linearly with the modulation index of the

illuminating beam at constant beam intensity. By fitting a linear model to the data,

we determine the phase camera can detect signals above a modulation index of 0.0009

using 50 frame averages without any spatial averaging, see Fig. 24 and 25.

Using equation 4.59 we can also find the camera’s sensitivity limit (SNR = 1) for

resolving the sideband-to-carrier ratio SCR in dBc per frame per pixel:

SCRLIM = 20 log10

(
Γ1fr,1pix

SNR=1

2

)
= −50 dBc/fr/pix. (4.69)

Since the frame rate for the test data was 7 Hz, and we only used about 50% of the

maximum quad integration time per frame (see Tables 1, 2 and 3) we find approxi-

mately

SCRLIM = −62 dBc/sec/pix. (4.70)

4.5 Signal Modeling for Point Absorbers

One of the critical issues limiting the sensitivity of Advanced LIGO is the presence

of small (few tens of um diameter) absorptive defects on the test masses, referred to

as point absorbers. Exposed to the laser field in the interferometer arms, these test

mass defects cause local heating and result in local optical path length distortions

for the laser field. These optical distortions excite higher-order modes in LIGO’s

coupled cavities, leading to excess optical loss and limiting the sensitivity of the

detectors. Furthermore, the path distortions affect the carrier and sideband phase

fronts differently, thus deteriorating the alignment and angular control error signals.

A phase camera is capable of mapping these phase front distortions. Error signals can

be extracted from the camera output and can be used to control corrective actuators.

Unlike conventional quadrant photodiodes, the phase cameras offer a high spatial

resolution to resolve the phase front changes due to the point absorbers.

To get an approximate estimate of the phase camera’s ability to sense the effect

of point absorbers LIGO’s input test masses, we present a simplified model without
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Figure 26: The figure illustrates the simplified Advanced LIGO setup for point ab-

sorber modeling. To simplify the simulation we do not include the effects of the power

and the signal recycling cavities. Instead, we model the input power to be equal to

the power at the beamsplitter during the Advanced LIGO O3 run [1]. The other

parameters of the interferometer are summarized in the table 4. The optical path

distortions due to the point absorbers is modeled with a Lorentzian profile for each of

the input test masses. The carrier and the sideband fields are calculated under plane

beam/paraxial approximation and the corresponding beat signals are calculated at

the anti-symmetric port of the beamsplitter.
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Simulation Parameters

Differential arm offset 10 pm

Arm cavity finesse 446

PHomodyne ref. Beam 50 mW

PBS
in 1500 W

wBS
0 6 cm

LSchnupp 8 cm

Carrier recycling gain 40

45 MHz recycling gain 2

45 MHz phase mod. index

at input 0.18

at beamsplitter 0.04

Table 4: Simulation Parameters of the interferometer shown in Fig. 26. They approx-

imately correspond to the Advanced LIGO parameters [1].

considering the coupled cavity layout of LIGO, shown in Fig. 26. We initially also

ignore Gouy phase shifts because beamsplitter and input test masses are essentially

in the same Gouy phase. We will get back to the effect of the output beam Gouy

phase shift. While these are oversimplifications, they still allow us the estimate the

required sensitivity to pick up the point absorber phase distortions in a phase camera

image taken at the interferometer anti-symmetric port. We consider two scenarios,

the current Advanced LIGO, which uses DC readout, and the A+ upgrade, which

uses homodyne readout without differential arm DC offset. We choose the model

parameters in accordance with the existing Advanced LIGO facilities. We assume

the carrier and the 9 MHz and 45 MHz sidebands (with modulation index Γ) are

incident at the 50/50 beamsplitter. Considering the approximate power-recycling

gain of 40 for the carrier and 2 for the 45MHz sidebands we can estimate the power

modulation index of the beam incident on the beamsplitter [1, 19]. The beam then

propagates from the beamsplitter to the input test mass in each of the arm cavities.

We model the response of the point absorbers to first-order, which affects the phase

of the sidebands, but leaves the carrier unperturbed. The carrier experiences only a
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phase shift due to the DARM offset between the two arm cavities:

rcarx = +1 · eiΦDARM/2 rcary = +1 · e−iΦDARM/2 (4.71)

rsbx = −1 · ei2kX(~x,~y) rsby = −1 · ei2kY(~x,~y) (4.72)

where X(~x, ~y) and Y(~x, ~y) are the one-way transmission maps encoding the optical

path distortions. Under these simplified assumptions one can calculate the fields of

the carrier and sidebands at the anti-symmetric port of the beamsplitter. The beat

map between the carrier or the reference beam with the sideband in I and Q is given

by

I(x, y) = Re(sb∗+c+ c∗sb−) (4.73)

Q(x, y) = Im(sb∗+c+ c∗sb−) (4.74)

One can analytically show that in the Gouy phase of the beamsplitter (φ = 0) the

beat in I(x, y) and Q(x, y) between the carrier and the sidebands at the AS port is

first-order independent of the optical path distortions due to the point absorber. We

recover the usual DC readout terms:

I(~x, ~y) = 0 (4.75)

−Q(~x, ~y) = Γpin(~x, ~y) sin(
ΦDC

2
) sin(

ωsLs
c

) (4.76)

However, this does not remain true at every Gouy phase in the readout beam. The

small point absorber distortion evolves differently with Gouy phase. For simplicity,

we can assume that the distortion fields X(~x, ~y) and X(~x, ~y) contains only one higher-

order mode of order N = l + m. (l and k are for example the Hermite-Gauss mode

orders.) Then the I readout quadrature become

Iφ = kΓpin sin(
ΦDC

2
) cos(

ωsLs
c

) sin(Nφ)(X− Y) (4.77)

where the spatial shape is given by the beat of the fundamental and the N-th order

mode, ΨN(~x, ~y) ·Ψ0(~x, ~y). Equation 4.77 can be generalized by expanding X(~x, ~y) and

X(~x, ~y) in terms of higher order Gaussian modes, which is straight forward, a little

complicated, and not necessary if we are only interested in the camera sensitivity

limitation.
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Figure 27: Size of the expected power modulation index in the interferometer anti-

symmetric port I-quadrature, as a function of the optical path distortions (OPD)

due to a point absorber on an input test mass. The power modulation index scales

linearly with the OPD before it plateaus to a constant, which is caused due to the

sidebands, 9 MHz and 45 MHz, leaking through the AS port. The red line show

the minimum power modulation index that the CMOS phase camera can sense after

50 averaged frames. In homodyne readout, where there is no large orthogonal Q-

quadrature signal to compete with, we can sense distortions greater than 0.1 nm

using 50 averaged frame. In the current DC readout there is a large Q-quadrature

signal due to the differential arm DC offset. The phase resolution of the CMOS phase

camera will thus limit sensing capabilities. The dashed black line represents the per

pixel phase resolution limit after 50 frame averages (see Fig. 23). Assume the camera

is place in the appropriate Gouy phase, we can resolve optical path distortions greater

than 2 nm in the DC readout scheme of current Advanced LIGO detectors. Typical

optical path distortions due to these point absorbers in Advanced LIGO ranges from

few nanometers to a few hundreds of nanometer [1, 3]. The parameters of the

simulation are summarized in Table 4.
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The presence of a large beat signal in the Q quadrature from the DC readout

scheme means that we also have to worry about the camera phase resolution. The

beat map phase rotation is given by

I
Q
φ

= k cot(
ωsLs
c

) sin(Nφ)(X− Y) (4.78)

During the A+ upgrade Advanced LIGO will switch to a homodyne readout

scheme, reducing the DC offset to zero, and instead using a separate carrier ref-

erence beam as local oscillator. We assume that the reference beam has about the

same amplitude as the current carrier due to the DC offset, as this permits using

the same sensing and readout electronics. Thus, the expression 4.77 for sensing the

effect from the point absorbers remains essentially the same, with one difference: For

diagnostic purposes we now have control over the phase αHom of the reference beam.

The I quadrature thus becomes

Iφ = kΓ
√
prefpin cos(

ωsLs
c

) sin(Nφ− αHom)(X− Y) (4.79)

Thus we can pick the beamsplitter Gouy phase φ = 0 a 90 deg rotated reference beam,

αHom = π/2, removing the large beat signal in the Q quadrature and avoiding the

phase resolution limitation of the phase camera.

The power modulation index of the beat signal is given by

ΓI =
2I
DC

; ΓQ =
2Q
DC

(4.80)

Figure Eq. 27 shows the size of the expected power modulation index signal as a

function of the optical path distortion (OPD). The red horizontal dashed line repre-

sents the approximate power modulation index sensitivity limit of the phase camera

for each pixel. The vertical black dashed lime corresponds to the phase resolution

limit of the camera, and is relevant in the presence of a large signal in the orthogonal

quadrature due to the interferometer differential arm fringe offset. We expect the

phase camera to be sensitive enough to pickup optical path distortions greater than

about ∼ 2 nm where the readout is limited by phase resolution of the phase camera.

Otherwise, the phase camera is capable of sensing OPD due to point absorbers as

low as ∼ 0.1 nm. Typically, the OPD caused due to point absorbers ranges between

tens up to a few hundreds of nanometers [3, 81, 1]. Currently Hartmann wavefront

sensors are used to image point absorbers in aLIGO directly. These sensors map the
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point absorbers onto the surface of the test masses [82], but do not measure their

impact on the interferometer. The CMOS phase camera does not directly image the

point distortions, but instead measures the change in the interferometer phase front

at the AS port caused due to these point defects. Using the model discussed above,

we simulate an example case for a typical point absorber [3] with 20 nm of optical

path distortion at full width half maximum, see Fig. 28.

4.5.1 Implications for Gravitational Wave Detectors

The simple interferometer model presented above leads us to conclude that the CMOS

phase camera developed in our group is capable of diagnosing the effect of point

absorbers on the LIGO input test masses when installed at the interferometer anti-

symmetric port. The exact Gouy phase of the camera will matter though, as there

is no signal in the beamsplitter Gouy phase. Having a separate local oscillator refer-

ence beam, either as part of the homodyne readout or as a separate local oscillator

for the phase camera, will simplify the image analysis. Lastly, we note that the

model presented above does not include the signal recycling cavity and the power

recycling cavity of the Advanced LIGO detector. While the power recycling cavity

only filters the beam incident on the beamsplitter, the signal recycling cavity will

spatially filter the effect of the point absorber, cleaning up the mode. However, with

a signal recycling mirror transmission around 32%, the signal recycling cavity has

an extremely low finesse, preserving the distortion signal, but also making modeling

rather complicated.

4.6 Discussion

We demonstrate a CMOS phase camera that is capable of imaging externally modu-

lated RF beat signals incident on the sensor with high spatial resolution. The noise

levels of the camera allow sensing of RF beat signals with a power modulation index

as low as 0.0009 with 50 frame averages. The phase camera also has the capability to

measure the beat signals at different frequencies and is sensitive to very low incident

beam power levels. Lastly, the low latency image acquisition, design compactness,

and relatively low cost of the phase camera make it suitable for numerous applications

in wavefront diagnostics and sensing.
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Figure 28: Simulated signal for a point absorber with 20 nm optical path distortion

as seen at the anti-symmetric port (no recycling cavity, zero Guoy phase; see text).

The 6 cm beam at the beamsplitter in our simulation, Fig 26, is rescaled to match the

beam in our test setup (see section §4.4.4), using the test images as reference for the

point absorber free data including camera noise. The phase readout is not meaningful

outside the illuminated region. The phase maps highlight the phase around π/2±π/4
to illustrate the phase distortions due to the point absorber. Top left: Reference test

image for a single frame without any point absorbers. The non-Gaussian features

arise from the distorted laser beam in reflection in the experimental setup. Top

right: The relative phase distortion due to the point absorber is added to the test

image for a single frame. Bottom left and bottom right: Same as top left and top

right respectively, but with an average of 50 frames. We measure ∼28 degrees of

accumulated phase in the presence of the 20 nm point absorber. This estimate is

consistent with the analytical calculation in section §4.5.
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The primary application of a phase camera in gravitational-wave detectors is for di-

agnostic purpose, imaging any unexpected phase front distortions, such as for example

those induced by point absorbers on test masses (see section §4.5). However the phase

camera can also be useful for controlling alignment and mode-matching in an inter-

ferometer. While quadrant-photodiode and bullseye-photodiode-based schemes, with

[25] and without [61] optical mode converters, have the advantage of higher signal-

to-noise, they offer only four “pixels” across the beam. In particular, the 320×240

pixel resolution of the CMOS phase camera provides the sensing capabilities to oper-

ate and control interferometers with higher-order Laguerre-Gauss or Hermite-Gauss

modes as the operating resonant mode, a scheme that was proposed to reduce the

coupling of thermal noise to the gravitational readout [83, 84]. Additionally, it has

been shown that these cameras can be operated synchronously [69], which allows for

multiple cameras to simultaneously record the beam in separate Gouy phases.

In summary, we expect that the CMOS phase camera will be an excellent tool for

commissioning Advanced LIGO, A+, and future gravitational wave detectors such as

Cosmic Explorer [85] or Einstein Telescope [86], and might also have control applica-

tions.
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4.8 Appendix

Imaging of Multiple Modulation Frequencies with the CMOS phase camera

As discussed in section §4.3, a flip-flop (FF) can be integrated with the CMOS phase

camera to support four or six quad exposures. The flip-flop also allows the camera to

subsequently image beat signals at different modulation frequencies. The electronic

setup for this operation is shown in Fig. 29. An RF-switch is used to switch be-

tween the modulating frequencies of the local oscillators following the frame capture

sequence governed by the microcontroller. The frequency and phase stepped output

of the DDS are phase-locked by ensuring the updates are triggered on the rising edge

of the local-oscillator by the flip-flop. The functionality of other elements in this

scheme is the same as discussed in section §4.3. This setup is particularly useful for

application in Advanced LIGO, which allows the CMOS phase camera to image beat

signals at 9 MHz and 45 MHz in real time. Using this technique, the CMOS phase

camera can image beat signals at different modulation frequencies with a low-latency

of 1 Hz.
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Figure 29: Alternate capture scheme mentioned in section §4.3. It allows simultaneous

imaging of RF signals with different modulation frequencies by selecting a separate

modulation frequencies for every frame. In this scheme, the microcontroller controls

an additional RF switch at the input off the DDS board. A 2-way splitter is used to

provide a clock signal input to a flip-flop circuit. The flip-flop ensures a phase-locked

output from the DDS by triggering the DDS update on the rising edge of the external

local oscillator. The rest of the design block functionality is the same as discussed in

Fig. 20. The RF switch at the output of the DDS can be discarded if six sub-quads

are desired for image capture. In this scenario, the DDS is configured to phase-step

one particular channel in synchronization with the quadrature pulses received by the

microcontroller.
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Chapter 5

Overview of Cosmic Explorer

In the past five years, the aLIGO and aVirgo detectors have discovered signals from

over 65 compact binaries such as coalescing binary black holes (BBH), binary neu-

tron stars (BNS), and possibly even neutron star black hole (NSBH) mergers. These

detections have begun to provide deep insight into the astrophysics, population es-

timates, and dynamics of compact binaries. We now have a new tool for gaining a

deeper understanding of the neutron star equation of state, kilonovae dynamics, and

r-process nucleosynthesis. The discovery of a large number of BBHs has opened a

new window to observational cosmology and allowed us to test general relativity at

extreme spacetime curvature, which has never before been explored, and to rule out

certain alternative theories of gravity invoked to explain dark energy.

Cosmic Explorer (CE) is a proposed third-generation GW detector to be built in

a new, approximately 40 km long L-shaped surface facility in the US. The National

Science Foundation is funding an initial study into the science case for CE, its cost,

and conceptual design, which should help determine the technology needed to accom-

plish the discovery potential of CE. Current plans are for CE to be deployed in two

stages. The initial detector (CE1) is planned to be built in the 2030s mostly using the

existing aLIGO technology such as a 1 µm laser and room-temperature fused silica

test masses. The advanced detector (CE2) is planned for the 2040s and will either

involve iterating further on 1 µm silica technology or adopting another set of tech-

nologies, such as 2 µm lasers and cryogenically cooled silicon test masses as envisioned

by LIGO Voyager. In all cases, CE will use heavier test masses, increased circulating

arm power, and improved frequency-dependent squeezing to reduce quantum noise.
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To increase the sensitivity at low frequencies where environmental and thermal noise

sources limit the performance, CE plans to take advantage of Newtonian noise sup-

pression techniques, better active seismic isolation, and improved mirror suspensions.

The existing noise budget suggests that these design upgrades, along with the longer

arm length, will make CE over 10 times more sensitive than the current detectors,

see Fig. 30.

According to the current timeline estimates, CE will be observing in concert with

Einstein Telescope (ET), and possibly a facility in Australia, to form a global network

of third-generation GW detectors. This will have far-reaching consequences for our

understanding of the universe. The significantly higher sensitivity of third-generation

GW detectors will allow us to detect compact binaries in our local universe with

an unprecedented signal-to-noise ratio (from 500 to 5000 or more depending on the

source) and localize these events in the sky to within a few tens of square arcminutes.

With hundreds of gravitational and electromagnetic observations of compact bina-

ries, we would be able to better understand kilonovae dynamics for different compact

binary populations and examine accretion dynamics around BBHs. Additionally, CE

and ET observations will help resolve mysteries surrounding the structure of neutron

stars, such as the equation of state and the post-merger oscillations of neutron star

remnants. A catalog of almost every stellar-mass BBH merger in the universe (Fig. 31)

would allow us to test general relativity at extreme curvatures and shed light on the

origin of super-massive black holes, specifically if coalescing stellar BBHs served as

their seeds. These observations would revolutionize the field of astrophysics, cosmol-

ogy, and fundamental physics. Learn more at https://cosmicexplorer.org/.

5.1 Overview of the Cosmic Explorer Horizon Study Docu-

ment

The Cosmic Explorer Horizon Study (CEHS) document outlines the key science goals

of the Cosmic Explorer detectors and the comparative performance between different

detectors and networks of detectors, in their ability to achieve these science goals [47].

CEHS argues the three key science goals of the Cosmic Explorer facility are as follows:

1. Black holes and neutron stars through cosmic time: The third-generation gravi-

tational wave detectors like Cosmic Explorer will have sensitivity to detect black

https://cosmicexplorer.org/
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Figure 31: Detectability of compact binaries. The dots represent the distribution of

compact binaries in the universe according to existing population models. The dashed

contours represent the horizon of the sources that will be detectable by each detector.

We will be able to sample the entire known population of compact binaries in our

universe with third-generation detectors. Credit: Evan Hall and Salvatore Vitale.
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hole binaries formed from the first stars, see Fig. 31.

2. Dynamics of dense matter: Neutron stars are the densest objects. As they

are under extreme pressure and temperature, they challenge the understanding

of fundamental particle physics. This phase space of the nuclear matter is

unresolved and not experimentally constrained. Cosmic Explorer facilities will

detect∼ 105 binary neutron stars each year, the loudest of which would facilitate

the understanding of extreme matter.

3. Extreme gravity and fundamental physics: Due to the unprecedented sensitiv-

ity of the Cosmic Explorer detectors, they will offer astounding SNRs, a few

detections each year with an SNR greater than 1000. These observed signals

will allow tests of general relativity.

Work done for the CEHS towards characterizing the comparative performance of

various proposed detectors, and the corresponding network of gravitational wave de-

tectors with Cosmic Explorer, can be found in two technical notes [87, 88]. The

next two chapters of the thesis present the work done to design Cosmic Explorer. In

chapter 6,the detection prospects of core-collapse supernovae with third-generation

gravitational-wave observatories are discussed. Chapter 7 discusses the science-driven

tunable design of Cosmic Explorer detectors, which is highlighted within the CEHS

document.
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Chapter 6

Detection Prospects of

Core-Collapse Supernovae with

Supernova-Optimized

Third-Generation

Gravitational-wave Detectors

We discuss how to optimize the third-generation gravitational-wave detector to max-

imize the range to detect core-collapse supernovae. Based on three-dimensional simu-

lations for core-collapse and the corresponding gravitational-wave waveform emitted,

the corresponding detection range for these waveforms is limited to within our galaxy

even in the era of third-generation detectors. The corresponding event rate is two per

century. We find from the waveforms that to detect core-collapse supernovae with an

event rate of one per year, the gravitational-wave detectors need a strain sensitivity

of 3×10−27 Hz−1/2 in a frequency range from 100 Hz to 1500 Hz. We also explore de-

tector configurations technologically beyond the scope of third-generation detectors.

We find with these improvements, the event rate for gravitational-wave observations

from CCSNe is still low, but is improved to one in twenty years1.

1Varun Srivastava, Stefan Ballmer, Duncan A. Brown, Chaitanya Afle, Adam Burrows, David

Radice, and David Vartanyan, Physics Review D 100, 043026, 2019.

https://link.aps.org/doi/10.1103/PhysRevD.100.043026


95

6.1 Introduction

The Advanced LIGO [89] and VIRGO [90] gravitational-wave detectors observed sig-

nals from the coalescence of over ten binary black holes (BBH) and one binary neu-

tron star merger (BNS) [91, 92, 93, 37, 94, 95] by the end of their second science

run. Core-collapse supernovae (CCSNe) are a potential astrophysical source of gravi-

tational waves that could be detected by interferometric detectors. The gravitational

waves are generated deep in the star, at the collapsing core, and are emitted un-

touched by the outer envelopes. They contain vital information about the interior of

the star and about the core-collapse process, which is not present in the electromag-

netic counterpart of the emitted radiation. We can infer various physical parameters

such as the nuclear equation of state, rotation rate, pulsation frequencies, etc. from

the gravitational wave signal of a CCSNe once it has been detected [96, 97, 98]. How-

ever, gravitational waves from CCSNe are yet to be observed [99, 100]. The inferred

sensitivity of the aLIGO-VIRGO network to detect CCSNe ranges from a few kilo-

parsecs (kpc) to a few megaparsecs (Mpc) [101]. The range of a few megaparsecs in

[101] corresponds to extreme emission models which assume properties of stars which

are unlikely to occur in astrophysical scenarios. The smaller sensitive range of a few

kiloparsecs to CCSNe along with low CCSNe rates within galaxies leads to a low

gravitational-wave detection probability from CCSNe [102, 103, 104, 105, 106].

The gravitational radiation from CCSNe depends on a complex interplay of general

relativity, magneto-hydrodynamics, nuclear, and particle physics. The burst signal,

therefore, does not have a simple model, and we have to use numerical simulations

to understand its structure. Numerical simulations also help in understanding the

frequency content of the gravitational wave signal which is crucial in determining the

parameters to tune future detectors towards supernovae.

The three-dimensional (3D) simulations of core-collapse supernovae reveal that

their gravitational-wave signatures are broadband with frequencies ranging from a

few hertz to a few thousand hertz. The time-changing quadrupole moment of the

emitted neutrinos occupies the few Hertz to ten Hertz range, while the higher fre-

quencies are associated with the prompt convection and rotational bounce phase,

the proto-neutron-star (PNS) ringing phase, and turbulent motions. [107] and [108]

demonstrated that the excitation of the fundamental g- and f-modes of the PNS can
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be a dominant component and that much of the gravitational wave energy emitted is

associated with such PNS oscillations [109, 110]. The frequency ramp with time after

the bounce of the latter is a characteristic signature of CCSNe and will reveal the

inner dynamics of the residual PNS core and supernova phenomenon once detected.

There now exist in the literature numerous 3D CCSNe models that map out the

gravitational-wave signatures expected from CCSNe [111, 112, 113, 114, 106, 115].

For this study, we focus on the extensive suite of 3D waveforms found in [106].

In our work, we optimize the design prospects of a third-generation Cosmic-

Explorer-like detector to detect gravitational wave signals from CCSNe and discuss

the astrophysical consequences. We focus on the prospects for detection of non-

rotating or slowly rotating stars since they are likely to be astrophysically more likely

[116]. We first review the detection ranges for the second-generation detectors. A

significant amount of power is emitted by CCSNe within the gravitational-wave fre-

quency range 500 Hz to 1500 Hz. Therefore, in order to improve the sensitivity of

gravitational wave detectors to CCSNe, we need to tune the detector parameters to

increase the sensitivity in this bandwidth. With the present models of likely grav-

itational wave emission from CCSNe [106], we find that the detectable range with

a supernovae-optimized Cosmic-Explorer-like third generation detector is still only

up to a hundred kiloparsecs. The detector range is therefore limited to CCSNe that

occur within our galaxy. The corresponding event rate is approximately two per

century [117, 118, 119, 120, 121]. However, the supernovae-optimized detector would

improve the signal-to-noise ratio (SNR) for the galactic sources by approximately 25%

as compared to the Cosmic-Explorer. For completeness, we also discuss the strain

requirements in a detector to achieve CCSNe event rates of the order of one per year.

To this end, we address the fundamental sources of noise that limit our sensitivity to

achieve this desired strain.

6.2 Gravitational waves from CCSNe

Fig. 32 shows the spectrograms of the waveforms obtained from the simulation for the

19M� progenitor. The left column shows the spectrogram of the waveform from the

3D simulation, while the right column shows the spectrogram of the waveform from

the 2D simulation. The red vertical dashed line in the right column represents the



97

D
is

ta
n
ce

T
y
p

e-
II

C
C

S
N

e
ra

te
(p

er
ce

n
tu

ry
)

R
ef

er
en

ce
s

M
il
k
y

w
ay

(D
<

30
k
p

c)
0.

6-
2.

5
[1

17
,

11
8,

11
9,

12
0,

12
1]

M
31

or
A

n
d
ro

m
ed

a
(D

=
77

0
k
p

c)
0.

2-
0.

83
[1

22
,

12
1,

12
3,

11
9,

12
1]

M
33

(D
=

84
0

k
p

c)
0.

62
[1

19
,

12
1]

L
o
ca

l
G

ro
u
p

(
D
<

3
M

p
c)

9
[1

24
,

12
1]

E
d
ge

of
V

ir
go

S
u
p

er
-c

lu
st

er
(D

<
10

M
p

c)
47

[1
25

,
12

6,
12

7]

V
ir

go
-c

lu
st

er
(D

<
20

M
p

c)
21

0
[1

26
,

12
8]

T
ab

le
5:

T
h
e

cu
m

u
la

ti
ve

ra
te

of
C

C
S
N

e
in

ou
t

lo
ca

l
u
n
iv

er
se

.
T

o
ac

h
ie

ve
a

d
et

ec
ti

on
ra

te
of

on
e

p
er

ye
ar

,
as

su
m

in
g

a

10
0%

d
u
ty

cy
cl

e
of

th
e

gr
av

it
at

io
n
al

w
av

e
d
et

ec
to

r,
w

e
n
ee

d
a

st
ra

in
se

n
si

ti
v
it

y
to

h
av

e
a

C
C

S
N

e
re

ac
h

of
th

e
or

d
er

of
10

M
p

c.



98

Figure 32: Spectrograms of gravitational-wave waveforms from 3D (left column) and

2D (right column) simulations of 19M� progenitor. The number on the top left corner

each plot with white background is the distance for which these GW signals have an

optimal SNR of 8. For the 2D simulations, we recalculate this distance (shown on

red background) by truncating the waveform at the end-time of the corresponding

3D simulation. The red vertical dashed line shows the truncation time.

simulation time of the 3D waveform. For simulations of the same ZAMS mass, both

the 2D waveforms and the 3D waveforms show similar behavior in the time-frequency

plane. We can see the prompt convection signal for the first ∼ 10 milliseconds after

the core bounce, followed by the characteristic g/f-mode ring up of the proto-neutron

star (PNS) increasing in frequency [129]. For the 2D waveforms, the frequency ranges

from ∼ 20 Hz to ∼ 2000 Hz. The g/f-mode signal of the PNS starts around 200

milliseconds after the core bounce at a frequency of ∼ 500 Hz, and 1 sec after the

core bounce reaches ∼ 1500 Hz. For the waveforms obtained from the 3D simulations,

the frequency ranges up to ∼ 1000 Hz. This is because the 3D simulations end earlier

(0.4− 1.0 sec after core bounce).

We calculate the optimal distance (or the detection distance for optimally-oriented

sources) for each of these waveforms, as defined below [130]:

dopt =
σ

ρ∗
=

1

ρ∗

[
2

∫ fhigh

flow

df
h̃(f)h̃∗(f)

Sh(f)

] 1
2

(6.81)
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where Sh(f) is the power spectral density (PSD) of the detector, ρ∗ = 8 is the

signal-to-noise ratio for an optimal matched filter (optimal SNR) and the limits over

the integral are defined by flow and fhigh. We note that for unmodeled searched

like CCSNe, matched filter searches is not applicable. Instead, Coherent WaveBurst

searches (CWB) or incoherent transient searches (Omicron) are implemented to search

for CCSNe in aLIGO-VIRGO strain data [131, 132, 133, 134]. There is mismatch

which leads to loss of SNR when one moves from modeled match-filter searches to

unmodeled transient wavelet burst searches [135]. The use of optimal SNR in the

paper presents an optimistic scenario without any of these losses. We set the lower

frequency cutoff, flow = 10 Hz and use aLIGOZeroDetHighPower [136] as PSD for

aLIGO to compute the optimal distances for all the waveforms, which are shown in

Table 6. For aLIGO, the average distances for waveforms from 3D simulations are

∼ 8 kpc, while the average distances for corresponding 2D numerical simulations are

∼ 35.5 kpc. The 3D simulations have shorter times with respect to the 2D simulations,

so we truncate the 2D simulations at the same corresponding times to compare the

optimal distances. In doing so, the average optimal distance for the waveforms from

the 2D simulations is ∼ 30 kpc. We find that the 2D waveforms are, on an average,

∼ 4 times louder than the 3D waveforms. Therefore, we will only use the waveforms

from 3D simulations to tune the third generation detectors for CCSNe and calculate

ranges.

Table 6 also shows the optimal signal-to-noise (SNR) σ2 of the waveforms in two

frequency bandwidths : 10Hz - 450Hz and 450Hz - 2000Hz. These σ2 values have been

calculated using a flat PSD (see section §6.5), so that we can infer the distribution of

the frequency content of the waveforms without being biased by the noise curves of

any detector. We can verify from the spectrograms that almost all of the frequency

content is below 2000 Hz. We find that the ratio of σ2 in the range 10Hz - 450Hz to

that in range 450Hz - 2000Hz is ∼ 0.2 for 3D simulations while for 2D simulations it

is ∼ 0.1. This implies that ∼ 80% of the content of the waveforms is in the frequency

range 450Hz - 2000Hz. This is crucial since in Secs §6.3 and §6.4, we tune the detector

parameters to increase the sensitivity in this frequency range.

In section §6.3, we define a phenomenological CCSNe waveform which is derived

from the 3D numerical waveforms. We maximize the range of the phenomenological
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supernovae waveform (see Fig. 33) with a third-generation Cosmic-Explorer-like de-

tector. We use GWINC to estimate the noise floor for different detector parameters

[137]. The maximized range achieved can then be translated into the corresponding

event rate of CCSNe, as summarized in table 5 (assuming a 100% detector duty-cycle).

We use the waveforms from [106] to compare the ranges of different waveforms

of CCSNe using the Einstein Telescope (ET), the Cosmic Explorer (CE) and the

Supernovae-Optimized detector (SN-Opt). In section §6.5, we invert the problem to

calculate the strain requirements of a hypothetical detector to achieve an event rate of

the order of one in two years or in the terms of distances − has a range of the order

of 10 Mpc for gravitational-wave signals from CCSNe. Lastly, we consider in section

§6.5 detector configurations beyond the third-generation detectors (Hypothetical) and

find the ranges for different numerical waveforms of CCSNe.

6.3 Defining a Representative Supernovae Gravitational-Wave

Waveform

To maximize the detectable range for CCSNe in a given detector configuration, we

need a reference CCSNe waveform that captures the broad features of supernovae

waveform. The reference waveform must have the strain amplitude and spectral

features similar to any supernovae waveform. We use the waveforms from the 3D

simulations of core-collapse [138, 106] to generate a phenomenological model that

captures the broad range of features of core-collapse supernovae waveform. We gen-

erate the phenomenological waveform to average out the power emission features from

different numerical waveforms so that features in any one of the waveforms do not

affect the results of the study. Thereby, the phenomenological waveform provides a

model-independent approach.

We construct the phenomenological waveform by a sum of sine-Gaussian bursts. A

sine-Gaussian can be defined with three parameters, the central frequency fo, the qual-

ity factor or the sharpness of the peak Q and the amplitude scale ho. The frequency

domain representation of a sine-Gaussian can be expressed with these parameters as

s̃(f) =
ho

4
√
π

Q

fo
e
− (f−fo)

2Q2

4f2 (6.82)
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The different frequencies are used to model different spectral features of the core-

collapse waveform. We choose central frequencies f io for sine-Gaussian using the

numerical waveforms from 3D simulations of core-collapse. We choose, by hand, five

distinct central frequencies f io which correspond to peak emission in the numerical

waveforms. We limit ourselves to five distinct values of frequencies in order to avoid

over-fitting the sine-Gaussian phenomenological waveform to the numerical wave-

forms. We note that the supernovae waveforms have emission at higher frequencies

but they are much lower in amplitude. Therefore, for the purposes of optimization,

we limit ourselves to an upper limit of 2kHz in the phenomenological waveform.

To build the phenomenological waveform, we divide the frequency domain into

four bins ranging from − 10 Hz to 250 Hz, 250 Hz to 500 Hz, 500 Hz to 1 kHz and

1 kHz to 2 kHz. For each of the chosen central frequencies f io, the quality factor Qi

and the amplitude hio are chosen so as to minimize the error in the normalized power

in the four different bins of frequencies above. The error in the normalized power in

each bin is then added in quadrature for different waveforms and is given by

∆e =

√√√√ 1

N − 1

N∑

i

(Model
fhigh
flow
− NR

fhigh
flow

)2 (6.83)

This approach gives us a simple but robust gravitational waveform, free from the

parameter degeneracies but capturing the features of gravitational wave radiation

from CCSNe. We will use this to perform optimization and maximize the range for

this waveform and thus for CCSNe. The errors in the different frequency bins ranging

from 10Hz to 250Hz, 250Hz to 500Hz, 500Hz to 1kHz and 1kHz to 2kHz is 3%, 9%, 2%

and 19% respectively. The higher error in the last frequency bin is by the construction

of the phenomenological waveform and is added to incorporate the features persistent

in the 2D waveforms which show higher emissions in this frequency range discussed

in section §6.2. Fig. 33 shows the phenomenological waveform constructed. We

incorporate this waveform as a reference supernovae signal within GWINC [137]. The

ranges, horizon, and reach for the phenomenological waveform can then be calculated

by solving for distance D which would rescale the waveform in equation 6.82 as 1/D.

In each of the subsequent sections, we go back to each of the numerical waveforms

and recompute the ranges achieved with all the different detector designs considered

in our study.
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Figure 33: The figure shows the phenomenological waveform used as a representative

for gravitational wave emission from CCSNe. The waveform is constructed by using

five sine-Gaussian bursts with different central frequencies fo = 95, 175, 525, 950

and 1500 Hz. The quality factor and the amplitude at each central frequency are

then derived by minimizing the normalized power emitted in four different bins of

frequency from 10 Hz to 250 Hz, 250 Hz to 500 Hz, 500 Hz to 1000 Hz and 1000 Hz to

2000 Hz. The overall amplitude of the phenomenological waveform is not calculated

by the fit and can be rescaled. We are interested in the broad features in frequency in

different waveforms which is effectively captured in the phenomenological waveform.
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6.4 Optimizing SN detectability for 3G detectors

We use the phenomenological gravitational-wave waveform for CCSNe to explore de-

tector configurations that optimize the Cosmic Explorer detector’s sensitivity to CC-

SNe. To avoid overemphasis on any particular frequency chosen in the phenomeno-

logical waveform, we down weight narrow-band configurations during the process of

optimization. We also avoid narrow-band designs so that the optimized detector’s

sensitivity to BNS is greater then 1 Gpc. We will explore the narrow-band configu-

rations with a different approach discussed in section §6.4.3

6.4.1 Broadband Configuration Tuned for Supernovae

Quantum noise is the predominant source of noise which limits the performance of the

gravitational-wave detector. Radiation pressure noise limits the detector sensitivity

at low frequencies and shot noise limits sensitivity at high frequencies [89, 90, 139].

In our study, we use the design parameters of Cosmic Explorer [140] as the starting

point. For the purposes of optimization, we choose the Cosmic Explorer rather than

the Einstein Telescope as the former has a better noise performance at frequencies

which are relevant to CCSNe. We optimize over the length of the signal recycling

cavity (Lsrc) and the transmissivity of the signal recycling mirror (Tsrm) to maximize

the CCSNe detection range. The quantum resonant sidebands can be tuned with

these parameters and we exploit this behavior for supernovae tuning similar to the

approach used by Buonanno et al. [141] and Martynov et al. [142].

We also study, the effect of the length of the arm cavity (Larm) on supernovae

sensitivity. We use Markov Chain Monte Carlo sampling [143] and particle swarm

optimization [144] to search the parameter space and maximize the range for the phe-

nomenological waveform for a broadband detector. During the process of maximizing

the range, we down-weight the narrow-band configurations with two constraints for

sample points. First, the reflectivity of the signal recycling cavity Tsrm > 0.01. Sec-

ond, the given detector configuration must have a optimal distance for binary neutron

stars systems (m1 = m2 = 1.4 M� and s1z = s2z = 0) to be greater than 1 Gpc. By

doing so, we ensure that the detector’s sensitivity is not lost for compact binaries.

The strain sensitivity improves as the square root of the arm length of the detector

as long as the gravitational-wave frequency (Ω) is much less than the free spectral
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range (fFSR) of the Fabry-Perot cavity. The strain sensitivity of the detector does

not always improve by scaling the detector as other fundamental sources of noise also

change by scaling the length of the detector [145]. As the gravitational wave spectrum

of supernovae has some power in a few kilohertz range, we allow the arm length to

vary independently similar to the analysis by [146, 142]. Our simulations indicated

the optimal length to be close to 40 km, the upper bound value allowed for the length

parameter. As a result, we set the length of the arm cavity to 40 km. For a 40 km

arm length, the fFSR is 3750 Hz. The sensitivity of the detector is limited by the

fFSR, any further increase in the length of the arms will reduce the fFSR, resulting in

the loss in sensitivity to CCSNe, where the gravitational wave spectrum persists up

to a few kilohertz.

The optimal supernovae zero-detuned detector’s noise budget is shown in Fig. 34.

We find a longer signal recycling with a length of 180 m compared to 55m for Cosmic

Explorer along with a transmissivity of the signal recycling cavity changed to 0.015

improved the detector’s sensitivity by improving the quantum noise floor at higher

frequencies. The loss in sensitivity around 3 kHz is due to the FSR of the arm cavity.

The dip at 4 kHz corresponds to the pole of the signal recycling cavity.

We also consider the effects of detuning the signal recycling cavity. We find

detuning the signal recycling cavity with active compensation with the squeezing

phase can be used to actively tune the third generation detectors in narrow bins of

frequency without losing 15 dB of squeezing. It has been proposed that detuning the

ground-based detectors can be useful in testing the general theory of relativity [6]

with a joint operation with LISA [147]. We will consider the applicability of these

configurations to see if they provide any improvements for CCSNe in section §6.4.2.

The optimization over the length of the signal recycling cavity and the transitivity

of the signal recycling mirror to maximize the supernovae range with the phenomeno-

logical waveform in Fig. 33 leads to an improvement of approximately 30% in the

range of CCSNe as compared to the Cosmic Explorer design. However, extending

the range from a 70 kpc to 95 kpc does not add any galaxies in our local universe.

The optimized supernovae detector does not increase the detection rate as compared

to the Cosmic Explorer. For the sources at a fixed distance, this corresponds to

approximately 25% improvement in SNR.



106

Figure 34: The figure summarizes the noise budget of the supernovae-optimized de-

tector for a gravitational-wave signal with a 45 degrees tilt with respect to the arm

cavities [4]. Over the broad range of frequencies of interest, 500 Hz to 1500 Hz, the

sensitivity is limited by quantum noise. The dip in sensitivity at 4 kHz corresponds

to the pole of the signal recycling cavity.
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Figure 35: The figure summarizes the sky-averaged and orientation-averaged power

spectral density of Cosmic Explorer and supernovae-tuned detector [5]. We see that

the Cosmic Explorer has a better noise floor from 10 Hz to 450 Hz. The supernovae-

tuned detector has improved sensitivity over the range from 450 Hz to 1600 Hz.

The numerical waveforms of CCSNe suggest that a significant amount of power is

emitted in this range. The optimization for CCSNe improves the range from 70 kpc

to 95 kpc for CCSNe. However, this range improvement does not add any new

galaxies. Therefore, the event rate does not change with the improved sensitivity and

we are limited to sources within our galaxy.
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The Fig. 35 compares the broadband configuration of a zero detuned 40 km de-

tector optimized for CCSNe signals with the design of the Cosmic Explorer, both

configurations have a 15dB squeezing. We improve on the sensitivity in the frequency

range from 450 Hz to 1550 Hz at the cost of a loss in sensitivity from 10 Hz to 450 Hz.

This results in a 15% loss in range for BNS. However, it still provides higher sensi-

tivity for the post-merger signals based on the predicted frequencies of interest for

post-merger oscillations [93, 148, 149, 150]. The table 7 summarizes the parameters

and their corresponding ranges towards different gravitational-wave sources. One

advantage offered by the supernovae optimized configuration is robustness. With-

out any squeezing, the supernovae optimized detector has a range extending to the

LMC, whereas the range of the phenomenological SN waveform with Cosmic Explorer

without squeezing is 32 kpc.

Next, we use the noise curves of aLIGO, Cosmic Explorer, Einstein Telescope

and Supernovae optimized detector configurations to compute the ranges for the 3D

waveforms As stated earlier, the 3D waveforms are representative of astrophysically

abundant stars which are not rapidly rotating and the corresponding gravitational

wave strain emitted is small. Figure 36 summarizes the ranges of different waveforms

based on their ZAMS mass. We see that the sensitivity of the third-generation of

gravitational-wave detectors to CCSNe is limited to sources within our galaxy. From

the event rates of CCSNe summarized in table 5, we find the corresponding event

rate of observation of gravitational waves from CCSNe (assuming a 100 % detector

duty-cycle) is approximately one in fifty years.

6.4.2 Detuning a Large Signal Recycling Cavity for Narrow-band Con-

figurations

A significant GW signal from CCSNe lies in the frequency band from 500 Hz to

1500 Hz. The power emitted at different frequencies may vary depending on the

astrophysical features of the star - mass, rotation speed, equation of state, etc [151,

152, 138, 106, 153, 154, 111].

In this section, we do not change the detector parameters’ such as the transitivity

or the length of the signal recycling cavity. This is because these parameters cannot

be changed once the detector design is laid out. However, one can detune the signal

recycling cavity to maximize sensitivity in a narrow band of frequencies [155, 156].
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Figure 36: The figure summarizes the distance of the 3D waveforms for different sec-

ond and third-generation gravitational wave detectors. We see for second-generation

advanced LIGO detector that the optimal distances for the 3D numerical waveforms

are limited to 10kpc. The optimal distance is so small enough that we are not sen-

sitive to all the galactic supernovae. All the third-generation detectors have optimal

distance such that each detector is sensitive enough to detect gravitational waves

from galactic CCSNe. However, as evident from the plot above, for a source at a

fixed distance, the ET will have the lower SNR as compared to Cosmic Explorer.

The supernovae-optimized detector provides approximately a 25% improvement in

the SNR as compared to Cosmic Explorer.
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Figure 37: We explore the possibility of detuning the signal recycling cavity to im-

prove the sensitivity towards CCSNe. We find that detuning can be used to improve

sensitivity in narrow bins of frequency below 400 Hz. This could, therefore, be used

to study the ring-down modes of binary black-holes systems in collaboration with

eLISA [6]. However, for improvements to the range of CCSNe, this technique isn’t

useful.
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This response from detuning the signal recycling cavity arises from the two sidebands

resonances in quantum noise [141, 139]. We consider the detuning of the signal

recycling cavity at different frequencies.

We maintain the frequency dependent squeezing of 15 dB. We achieve 15 dB

squeezing in a detuned signal recycling cavity without losing the injected squeezing

by actively changing the squeezing angle in accordance with the amount of detuning.

Thus, detuning the signal recycling cavity along with actively changing the squeezing

angle can be used to switch from a broadband zero-detuned detector to a narrow band

detector with greater sensitivity for some frequencies determined by the magnitude

of detuning. We perform another tier of optimization in which we actively vary the

amount of detuning and the squeezing angle. We limit the amount of detuning in the

range from −π/5 to π/5 and the squeezing phase is tuned in between −π to π. To

optimize the detector response at frequencies of 40 Hz, 100 Hz, 400 Hz and 1200 Hz,

we inject a sine-Gaussian at each frequency and then maximize the range for this

injected signal by varying only the detuning and squeezing angle for the supernovae

optimized detector.

We find that detuning the signal can improve the sensitivity of the detector in

narrow bins of frequency below 400 Hz. We do not achieve improvements in sensitiv-

ity at higher frequencies therefore, we do not improve the range for different models

by detuning the detector. There are no improvements in the optimal SNR values

for a source at a fixed distance. In summary, detuning the signal recycling cavity

is not useful for improving the Cosmic-Explorer-like detector’s sensitivity to CCSNe.

Instead, detuning the signal recycling cavity at higher frequency degrades the sensi-

tivity of the broadband supernovae-optimized detector. The corresponding results of

detuning the signal recycling cavity are summarized in Fig. 37.

6.4.3 Narrow-band Configurations Tuned for Supernovae

The parameters of the broadband supernovae-optimized detector were computed in

section §6.4.1 with two constraints. We will in this section relax those constraints

and consider narrow-band detector configurations to maximize the range for CCSNe.

The phenomenological waveform we developed cannot be used for narrow-band op-

timization as the fit was performed to match the power of the 3D waveforms over a

broad frequency bandwidth. Therefore, we find narrow-band configurations using a
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different technique.

The length of the signal recycling cavity can be changed to tune the resonant

frequency of arising from the coupling of the signal recycling cavity with the arms of

the interferometer [157, 141]. The bandwidth of the resonance at a frequency ωr is

given by

B =
cTsrm

4Lsrc
(6.84)

where Tsrm is the transmissivity of the signal recycling mirror and Lsrc is the length

of the signal recycling cavity. We choose the length of the signal recycling cavity at

150m, 300m and 750m are such that the resonant frequency ωr is at 1000 Hz, 750 Hz

and 500 Hz respectively. The equation 6.84 is then inverted for bandwidth ranging

from 250 Hz to 1600 Hz and the corresponding values of the transmissivity of the

signal recycling mirror are calculated.

We find that a narrow-bandwidth of 250 Hz significantly affects the sensitivity

of the detector towards CCSNe. This is expected as we have stated earlier that the

frequency spectrum of gravitational wave emission from CCSNe is broadband. The

range of improvements achieved by narrow-band detectors at 500 Hz, 750 Hz and

1000 Hz with a bandwidth of 250 Hz are also varying from waveform to waveform

and therefore is not model independent 38. When the bandwidth is increased to

1600 Hz the range improves for the 750 Hz narrow-band detector for some of the

waveforms as shown in Fig. 38. The Lsrc = 300m and Tsrm = 0.0064 give this

narrow-band detector configuration. The mean improvement in optimal SNR with

the 750 Hz narrow-band and 1600 Hz bandwidth detector is approximately 10 % with

respect to the supernovae optimized broadband detector. However, we caution that

the improvement from narrow banding is not the same across all the 3D numerical

waveforms. Moreover, this comes at the cost of significant loss of sensitivity below

400 Hz and above 1100 Hz. The range for BNS drops to 3 Gpc (z=0.9) compared

to 3.7 Gpc (z=1.1) for supernovae-optimized Cosmic Explorer and 4.3 Gpc (z=1.4)

with respect to the Cosmic Explorer.
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Figure 38: The figure summarizes the optimal distance of the different 3D wave-

forms for narrow-band detectors at frequencies 500 Hz, 750 Hz and 1000 Hz. The

hollow circles denote the narrow-band detectors with a bandwidth of 250 Hz while

the filled circles denote the bandwidth of 1600 Hz. The optimal distances from the

broadband supernovae-optimized detector are represented as stars. We see tighter

narrow-banding with a bandwidth of 250 Hz degrades the performance of the de-

tector. The wider bandwidth of 1600 Hz around the 750 Hz narrow-band detector

improves the optimal distances for most of the numerical waveforms.
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6.5 Challenges in Building a CCSNe Detector to Achieve

Higher Event Rates

In section §6.4.1, we find an optimized third-generation broadband gravitational wave

detector for a CCSNe signal has the range only to a few hundred kilo-parsec for the

3D numerical waveforms of CCSNe.

We now address the question of what are the strain requirements for a gravitational-

wave detector to be able to detect CCSNe with an event rate of 0.5 per year. From

the table 5, we see that this “Hypothetical CCSNe detector” must have a range of

O(10 Mpc) for CCSNe to achieve an event rate of 0.5 per year. Moreover, for a

single detector, we need a signal to noise ratio (SNR) of 8 to define the detection of a

signal against the background. Using the two constraints above we can calculate the

minimum strain sensitivity required to achieve an event rate of 0.5 per year for the

waveforms from 3D numerical simulations. The optimal distance for the numerical

waveforms can be calculated by equation 6.81. The limits over the integral are de-

fined by flow and fhigh. To find the strain requirements for the different waveforms we

assume a flat PSD over a broadband range of frequency ranging from flow and fhigh.

We consider two scenarios which are summarized in the figures 39. First, we vary the

upper limit of the frequency integrated − fHigh with the lower limit of integration is

held constant at 10 Hz. The second scenario where the upper limit of integration is

constant at 2 kHz and we vary the lower frequency limit flow. We find the minimum

strain sensitivity required for the gravitational-wave detector to detect the CCSNe

with an event rate of 0.5 per year is 3×10−27 Hz−1/2 over a frequency range of 100 Hz

to 1500 Hz.

Thus, we need a detector with sensitivity approximately a hundred times better

than the Cosmic Explorer design to detect CCSNe with an event rate of 0.5 per

year. In the next section §6.5, we will summarize the noise limitations of the third

generation detectors and consider design parameters for gravitational-wave detectors

beyond the scope of the third-generation to determine the technological hurdles to

overcome in order to ever observe gravitational signals from CCSNe more frequently.

It is evident from Fig. 34 that the sensitivity is limited by the quantum noise

in the broad range of frequencies. The standard quantum noise limit is dependent

primarily on the length of the arm cavities, the test masses and the power of the
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Figure 39: Considering toy detector with a flat PSD of 3×10−27 Hz−1/2 in range 10 Hz

to fHigh (above) and flow to 2 kHz (below), the figure summarizes the range with

the corresponding sensitivity and numerical waveform CCSNe corresponding to their

ZAMS mass. We see a broadband detector with a strain sensitivity of 3×10−27 Hz−1/2

from 200 Hz to 1.5 kHz is desired to achieve the ranges that would correspond to an

observed event rate of one per year for gravitational-waves from CCSNe.
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Figure 40: The figure above summarizes the noise budgets for the Hypothetical de-

tector configurations. We see from the figure on the top that the detector’s sensitivity

is limited by residual gas noise. Therefore, we reduce the residual gas pressure by

a factor of ten from CE design. The plot in the middle and bottom plots show op-

timization results without changing the transmittance of the power recycling cavity

and with active changes in the transmittance of the power recycling cavity. Thereby,

changing the gain of the power recycling cavity and the finesse of the detector. We

will refer to the two detector configurations as Hypothetical-1 and Hypothetical-2

respectively.
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Figure 41: The plot shows with extreme technological upgrades to the third-

generation detectors discussed in section §6.5, we optimal distances for the CCSNe

is limited to 1Mpc. The event rate for the observation of gravitational waves from

CCSNe is still low but improves to one in twenty years.

input laser [158]. The length of the arm cavities cannot be increased any further as

the fFSR would significantly affect the performance of the detector at the frequencies

of interest. As a result, we set the length of the Hypothetical detectors to 40 kms.

Increasing the power of the input laser is the one possibility to reduce quantum noise.

We assume an input laser power of 500W. At high frequencies, the quantum noise in

the detector manifests itself as shot noise and is limited by photon number arriving

at the photo-detector. To see the best we can achieve, we set the photo-detection

efficiency of the photo-detector in Hypothetical to 1 (from 0.96 for CE design). For

the same reason, we also set the optical and squeezing injection losses in the detector

to zero.

The coating thermal noise and the residual gas noise are the next limiting factor

in the system. We reduce the substrate absorption by an order of magnitude from

CE design. Lastly, as the frequency range of interest is from 100Hz we can sacrifice

the sensitivity at lower frequencies. Thus, we can reduce the masses of the mirrors
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as we are interested in improving the shot noise characteristics of the detector, at

the cost of higher radiation pressure noise. In this setup we optimize over the length

of the signal recycling cavity Lsrc, the transmissivity of the signal recycling mirror

Tsrm, the transmissivity of the input test mass Titm and the scale mass parameter to

change the masses of the mirror. The optimization over these parameters is aimed at

maximizing the range for the representative supernovae waveform, we will reference

this optimized detector as Hypothetical-1.

The quantum noise limit in a dual-recycled Fabry-Perot interferometer also de-

pends on the gain of the power recycling cavity [141, 139]. We will in another inde-

pendent optimization also tune the transmissivity of the power recycling mirror Tprm

along with the above parameters. We define this supernovae-optimized detector as

Hypothetical-2. The table 7 summarizes the optimal parameters of different detectors.

Fig. 40 shows the noise budget of the Supernovae optimized Hypothetical detectors.

We see that the residual is the limiting source of the noise. Removing the residual

gas noise improves the noise floor of the detector by a factor of two in the wide range

of frequencies of interest, see Fig. 40. After removing the residual gas noise, we are

limited in sensitivity by quantum noise over the broad range of frequencies.

The strain sensitivity achieved after removing the residual gas noise is 5×10−26Hz−1/2.

The improvements in photo-detection efficiency, the input laser power, substrate coat-

ings and minimization of optical losses are not sufficient to achieve a strain sensitivity

of the order of 3× 10−27 Hz−1/2 required to detect CCSNe with an event rate of one

in two years (see section §6.5).

Lastly, we revisit the numerical waveforms of core-collapse supernovae to see the

ranges achieved by the Hypothetical supernovae-optimized detector designs. We find

for the 3D waveforms from numerical simulations have a mean distance of 800 kpc,

see Fig. 41. Thus, with beyond the third generation detector designs, we would be

able to observe core-collapse supernovae from Andromeda. The corresponding event

rate is of the order of one in twenty years. The event rate calculation assumes a 100%

duty cycle of the detector. The observation rate of gravitational waves from CCSNe

is low even for gravitational-wave detectors beyond the scope of the third-generation

detectors.
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6.6 Conclusion

We have shown that it is possible to tune a Cosmic Explorer detector to increase the

range to CCSNe by approximately 25%. This range improvement does not translate

to an increase in detection rate due to the inhomogeneity of the local universe. There-

fore, even optimized third-generation gravitational-wave detectors will be limited to

CCSNe sources within our galaxy and the Magellanic Clouds. Assuming the detec-

tors have a duty-cycle of 100% the corresponding event rate of CCSNe is one in fifty

years. Incorporating the detector downtime and duty-cycle would further decrease

the event rate of observed gravitational-wave signals from CCSNe.

However, if such an event were to occur, the broadband supernovae-optimized

detector would improve the SNR by of sources by 25%. This improvement would

facilitate help understand the properties of the progenitor star in the rare event

of CCSNe observation. The supernovae-optimized detector has a slightly reduced

sensitivity to the inspiral of neutron stars, but the high-frequency improvements would

benefit the study of post-merger signatures and the late-time behavior of the inspiral.

We find that a gravitational-wave detector would require a strain sensitivity of the

order of 3×10−27 Hz−1/2, over a frequency range from 100 Hz to 1500 Hz in order to

guarantee a high rate of CCSNe detection. At this strain sensitivity, as per the current

estimates of the BNS background, the stochastic background from BNS mergers would

contribute as the fundamental sources of noise [159]. This along with technological

challenges discussed in section §6.5 poses significant hurdles in achieving an event

rate of one per year for the observation of gravitational-waves from CCSNe based

on the present models and knowledge of gravitational-wave emission from CCSNe.

The technological requirements for these upgrades are beyond the requirements for

the third-generation detector. With drastic improvements of an input laser power of

500 W and a photo-detection efficiency of 1, an order of magnitude improvement in the

residual gas noise and coating noise from the Cosmic Explorer design, and assuming

minimal optical losses in Hypothetical detectors. We find that after optimizing these

detector configurations to maximize for the supernovae range the range extends to

Andromeda for some of the CCSNe numerical waveforms. The event rate achieved

with such a hypothetical detector is one in twenty years.
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Chapter 7

Science-Driven Tunable Design of

Cosmic Explorer Detectors

Ground-based gravitational-wave detectors like Cosmic Explorer can be tuned to im-

prove their sensitivity at high or low frequencies by tuning the response of the signal

extraction cavity. Enhanced sensitivity above 2 kHz enables measurements of the

post-merger gravitational-wave spectrum from binary neutron star mergers, which

depends critically on the unknown equation of state of hot, ultra-dense matter. Im-

proved sensitivity below 500 Hz favors precision tests of extreme gravity with black

hole ringdown signals and improves the detection prospects while facilitating an im-

proved measurement of source properties for compact binary inspirals at cosmological

distances. At intermediate frequencies, a more sensitive detector can better measure

the tidal properties of neutron stars. We present and characterize the performance

of tuned Cosmic Explorer configurations that are designed to optimize detections

across different astrophysical source populations. These tuning options give Cosmic

Explorer the flexibility to target a diverse set of science goals with the same detector

infrastructure. We find that a 40 km Cosmic Explorer detector outperforms a 20 km

in all key science goals other than access to post-merger physics. This suggests that

Cosmic Explorer should include at least one 40 km facility. 1

1Varun Srivastava, Derek Davis, Kevin Kuns, Philippe Landry, Stefan Ballmer, Matt Evans,

Evan Hall, Jocelyn Read, and B.S. Sathyaprakash. Accepted by ApJ; arXiv:2201.10668.

https://arxiv.org/abs/2201.10668
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7.1 Introduction

The next-generation of gravitational-wave detectors, Cosmic Explorer [47] and Ein-

stein Telescope [160, 161], are proposed to be operational by the mid-2030s. These

detectors are expected to be 10 times more sensitive than current advanced LIGO [162]

and VIRGO [163] observatories. This allows the next-generation of gravitational-wave

facilities to observe compact binaries coalescences throughout the universe. The ob-

servation of gravitational-waves from diverse astrophysical sources opens avenues for

novel scientific discovery and astrophysical understanding, which has been articulated

the GWIC 3G Science Book [164], the Einstein Telescope Science Case [165], and the

Cosmic Explorer Horizon Study [47]. In particular, the Cosmic Explorer Horizon

Study identifies three key science goals − mapping the cosmic history of merging

black holes and neutron stars, exploring the nature of extreme matter through neu-

tron star mergers, and testing fundamental physics and gravity in the strong-field

regime. These science goals rely on observation of gravitational-waves from different

astrophysical sources or astrophysical processes. The prospects of their observation

depend on the sensitivity of Cosmic Explorer facilities in the relevant frequency band.

Signals at the low end of the frequency spectrum, below 500 Hz, include black hole

ringdowns, continuous gravitational waves from rotating neutron stars, and compact

binary inspirals at cosmological distances. Because general relativity makes a precise

prediction for the quasinormal modes of the remnant black hole ringdown formed after

compact binary mergers, it allows for a critical test of Einstein’s theory [166, 167, 168,

169]. Continuous gravitational waves from isolated or accreting binary neutron stars

carry information about crustal, thermal or magnetic deformations or internal mode

excitations [170, 171, 172]. Observations of a large population of compact binaries

at high redshift with precise source information is useful to constrain cosmological

parameters, and trace the evolution of the compact binary populations, understand

their formation channels and their progenitors across cosmic time [173, 174].

At intermediate frequencies from 500 to 1500 Hz, tidal effects from neutron star

mergers imprint on the gravitational waveform [175, 176, 177]. They reveal the inter-

nal structure of neutron stars, which tells us about the properties of zero-temperature

supranuclear matter, namely its equation of state. More precise gravitational-wave

measurements of neutron-star tidal deformability can advance our understanding of
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dense matter, especially in conjunction with electromagnetic observations of neutron

stars [178, 179, 180].

The post-merger gravitational waves from the oscillating remnants of binary neu-

tron star coalescences lie at the high-frequency end of the spectrum, above 2 kHz. The

post-merger oscillations depend sensitively on the structure and evolution of the hot,

hypermassive neutron star remnant, which attains the highest matter densities in the

Universe. Given that these signals are likely not detectable with Advanced LIGO and

Virgo − even with so-called A+ technology or the proposed Voyager technology [181].

However, Einstein Telescope, Cosmic Explorer and NEMO [160, 161, 47, 182] will

shed light on unexplored regions of the phase diagram of quantum chromodynamics

by delivering reliable post-merger observations.

The large scale of the proposed third-generation gravitational-wave observatories

endows them with broadband sensitivity from a few Hz to several kHz. This will

not only enable them to capture the vast astrophysical population of known compact

binary sources, but also opens the exciting possibility of unraveling new gravitational-

wave sources, such as supernovae, isolated pulsars, or exotic compact objects. Here we

introduce a design for Cosmic Explorer that allows for tuning its sensitivity between

observing runs to maximize its scientific output. We present Cosmic Explorer tunings

that optimize sensitivity to low-, intermediate- and high-frequency sources. The tuned

configurations provide enhanced sensitivity in a frequency band that is optimized for

detecting the corresponding astrophysical sources. This is particularly beneficial for

future gravitational-wave detectors where increasing the circulating power will be

challenging and may be technologically infeasible.

We discuss the tunable design of Cosmic Explorer in section §7.2. section §7.2.1

provides a summary of the different gravitational-wave detector networks considered,

and a summary of the tuned Cosmic Explorer configurations. The configurations with

an improved sensitivity at high frequencies are discussed in section §7.3. The section

first summarizes the current understanding of the nature of post-merger signals in

section §7.3.1, and is followed by the post-merger tuning in section §7.3.2. Tuning

focused to improve the measurement of the tidal deformability of binary neutron stars,

and the corresponding improvement is summarized in section section §7.3.3. The low

frequency tuning is discussed in section §7.4, and the relative improvement in the

detection prospects of sources at high redshift is summarized in section §7.4.1 and
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section §7.4.3. The impact on the observation of the ringdown of black hole remnants

and the continuous wave sources is discussed in section §7.4.4 and section §7.4.2,

respectively. Limitations to these high and low frequency tuned configurations is

discussed in section §7.5. section §7.6 summarizes the key results of our paper.

7.2 Tunable Design of Cosmic Explorer

The reference design and the technological advances required to achieve Cosmic

Explorer’s unprecedented sensitivity are discussed in the Cosmic Explorer Horizon

Study [47] and in [183]. Unlike second-generation gravitational wave detectors [162,

163, 184], Cosmic Explorer’s design makes it feasible to optimize its sensitivity for a

specific science goal with only minor modifications to the detector between observing

runs.

Cosmic Explorer is designed as a dual-recycled Fabry-Pérot Michelson interferom-

eter, which relies on the differential arm motion for the gravitational-wave readout,

as shown in Fig. 42. Each arm of the Michelson interferometer consists of two highly

reflective mirrors, which serve as test masses and form a Fabry-Pérot cavity to in-

crease the power stored in the arms. While this enhances the detector’s sensitivity

to low-frequency signals that vary slowly compared to the storage time of light in

the arm cavities, it attenuates signals above this frequency, which defines the band-

width of the detector. A power recycling mirror placed at the symmetric port forms

a power recycling cavity which further increases the power stored in the arms, but

has no effect on the shape of the interferometer’s response to differential arm motion.

The addition of a signal extraction mirror (SEM) to the antisymmetric port forms

a signal extraction cavity (SEC)2 which shapes the interferometer’s response without

decreasing the circulating power in the arms [185]. This extraction cavity creates an

optical resonance located at3 [186, 44]

fs =
c

4π

√
Ti

LaLs

=
c

2

1√
2πFLaLs

(7.85)

2This is also sometimes referred to as a signal recycling cavity (SRC).
3These equations are valid for third generation detectors and NEMO but require corrections for

LIGO due to its more transmissive SEM [44].
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Figure 42: Simplified optical layout of the Cosmic Explorer interferometer.
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with bandwidth

γs =
cTs

8πLs

, (7.86)

where La is the length of the arms, Ls is the length of the SEC, Ts is the trans-

missivity of the SEM, Ti is the transmissivity of the input test masses (ITMs), and

F = 2π/Ti is the finesse of the arm cavities. In the simplest case where the light is

resonant in the SEC, the resulting coupled cavity forms a compound mirror with an

effective reflectivity less than that of the ITMs, thus increasing the bandwidth of the

interferometer without decreasing the power stored in the arm cavities.

The bandwidth of the second resonance is too broad to have an effect in current

gravitational wave detectors (it is about 80 kHz for LIGO), but it can improve the

sensitivity centered around fs if it is narrowed by creating a “resonant dip” in the de-

tector’s noise spectral density [186, 182]. Once the parameters of the arms are fixed,

the length of the SEC is chosen to target a frequency band of interest according to

Eq. 7.85, and then the transmissivity of the SEM is chosen to determine the width of

this resonance according to Eq. 7.86. This is the principle behind the NEMO detec-

tor’s tuning for studying postmerger neutron star physics with a “long SRC” [182],

but it is important to note that it is the bandwidth of the resonance − not the length

of the SEC − that matters. The bandwidth can be narrowed by increasing the re-

flectivity of the SEM or by increasing the length of the SEC. Cosmic Explorer’s long

arms require both a relatively short SEC to target postmerger gravitational waves

combined with a more highly reflective SEM to narrow the bandwidth. Lowering the

transmissivity of the SEM broadens the bandwidth of this resonance, removing the

resonant dip in the noise, and improves the low and midband frequencies.

To be able to modify the tuning between observing runs to target different science

goals, the required changes to the detector must be minimal in practice. For this

reason, we assume that the arm cavities and the length of the SEC are constant, and

that only the SEM can be switched between observing runs − a relatively straightfor-

ward change. Note that this means the location of the resonant dip in the sensitivity

fs is fixed by the infrastructure; only its width γs can be tuned.

Since the sensitivity is degraded near the free spectral range ffsr = c/2La [187],

increasing the arm length beyond 40 km, for which ffsr ≈ 3.7 kHz, is not constructive.

This motivates our consideration of a 20 km detector with a correspondingly higher

ffsr ≈ 7.5 kHz, which has better high-frequency sensitivity at the expense of worse
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broadband sensitivity.

7.2.1 Network of Gravitational-wave Detectors and Cosmic Explorer Con-

figurations

We consider the Cosmic Explorer observatory in a background of different plausible

gravitational-wave detector networks. However, to underscore the importance of the

Cosmic Explorer detectors we also consider networks in its absence. These networks

are summarized below:

• Second generation or 2G network that assumes aLIGO Hanford, Livingston and

India are observing at A+ sensitivity. Advanced VIRGO and KAGRA at their

design sensitivity.

• Voyager network that assumes aLIGO Hanford, Livingston and India are ob-

serving at Voyager sensitivity. Advanced VIRGO and KAGRA at their design

sensitivity.

• Tuned Voyager India network that assumes aLIGO Hanford and Livingston are

observing at Voyager sensitivity. LIGO India is observing in a post-merger opti-

mized configuration. Advanced VIRGO and KAGRA at their design sensitivity.

• Voyager+ET network that assumes aLIGO Hanford, Livingston and India are

observing at Voyager sensitivity. Advanced VIRGO and KAGRA at their design

sensitivity. ET is operating at it’s design sensitivity.

As stated earlier, each Cosmic Explorer detector can operate in three different

configurations that are tuned for either low frequencies (LF, section §7.4), compact

binary signals (CB, the nominal broadband tuning), or high frequency signals −
either post-merger (PM, section §7.3.2) or tidal (section §7.3.3). We explore design

options for Cosmic Explorer facilities with arm-lengths of 10, 20, 30, and 40 km. For

simplicity, we will focus on the design with a baseline arm length of 20 km and 40 km.

The various tuned Cosmic Explorer sensitivities are labeled as follows

• 20:CB or 40:CB represents a 20 km or a 40 km Cosmic Explorer detector, re-

spectively, observing for compact binary. This configuration serves as a baseline

configuration to compare improvements from tuning.
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Figure 43: The top plot summarizes the strain sensitivity of the tuned configurations

of interest of the 20 km and 40 km Cosmic Explorer (CE) detectors. The compact

binary (CB) configuration is the design sensitivity of respective (40 km or 20 km)

observatory. Each detector can be tuned to observe with a high-frequency optimized

sensitivity − postmerger optimized (PM) or binary neutron-star tidal (Tidal), and a

low-frequency optimized sensitivity (LF). The bottom plot shows the horizon redshift

as a function of total mass (equal component mass binary) for the corresponding

detector configuration along with Einstein Telescope (ET).
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Parameters CE:40 CE:20

La 40 km 20 km

Arm Power 1.5 MW 1.5 MW

F 450 450

SEC losses 500 ppm 500 ppm

Compact binary, Post-merger and Low-Frequency

Ls 20 m 34 m

Ts (CB) 0.02 0.04

Ts (PM) - 4.5× 10−3

Ts (LF) 0.125 0.15

Compact binary’, Tidal and Low-Frequency’

Ls 60 m 190 m

Ts (CB’) 0.02 0.04

Ts (Tidal) 4.5× 10−3 8× 10−3

Ts (LF’) 0.125 0.15

Table 8: Cosmic Explorer parameters for the configurations discussed here. It is

possible to switch between the compact binary, low-frequency, and one of the two

high-frequency tunings (either post-merger or tidal) by changing the signal extrac-

tion mirror. However, it is not possible to switch between the two high-frequency

configurations as the signal extraction cavity length needs to be changed as well.

Note − CB’ and LF’ are the compact binary and low-frequency configurations with

the alternate Cosmic Explorer infrastructure used for the tidal tuning. These config-

urations have similar sensitivities to CB and LF, but are not considered explicitly in

this paper.
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• 20:PM represents a 20 km Cosmic Explorer detector which is optimized for

post-merger oscillations. The 40 km post-merger is not considered as it has

marginal improvement in post-merger sensitivity due to the reduced sensitivity

at the ffsr ≈ 3.7 kHz.

• 20:Tidal or 40:Tidal represents a 20 km or a 40 km Cosmic Explorer detector,

respectively, observing with an improved sensitivity for measuring the tidal

effects in binary neutron-star mergers.

• 20:LF or 40:LF represents a 20 km or a 40 km Cosmic Explorer detector, re-

spectively, observing in low-frequency optimized configuration.

The corresponding spectra for the 20 km and 40 km detectors along with the tunable

configurations is summarized in Fig. 43 while the parameters are summarized in

Table 8.

We consider these Cosmic Explorer observatories in a background 2G network,

Einstein Telescope (ET) network, and Cosmic Explorer South (CES) observatory.

Cosmic Explorer South is assumed to be a 20 km post-merger optimized detector.

7.3 High Frequency Configurations

7.3.1 Post-merger signal

The remnant of a binary neutron star merger is hot, dense and rapidly rotating. De-

pending on mass, spin, magnetic field strength, the unknown equation of state of dense

matter at finite temperature, and the processes of neutrino emission, the remnant may

collapse immediately to a black hole or remain as a (meta-)stable neutron star sup-

ported by uniform or differential rotation (see [188] for a recent review). In the latter

case, merger-induced oscillations of the remnant produce post-merger gravitational

waves. These gravitational waves have a complex frequency-domain morphology. A

characteristic peak frequency is attributable to the fundamental quadrupole oscilla-

tion mode [189, 190, 191], and secondary frequency-domain peaks are due to transient

non-axisymmetric deformations and the interaction between quadrupole and quasi-

radial modes [192]. The amplitude and duration of the post-merger emission are

particularly sensitive to processes involving magnetic field amplification and neutrino

production [193].
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Observations of post-merger signals from a population of binary neutron star

mergers can probe finite-temperature matter across the density scale realized in hy-

permassive remnants. Joint pre- and post-merger gravitational wave observations

are especially valuable as a potential tracer of hadron-quark phase transitions at

supranuclear densities [194, 195]. Post-merger spectra averaged over the whole-sky

and source population of the binary neutron star mergers are overplotted in Fig. 44

for two choices of equation of state.

The sensitivity of gravitational-wave detectors to the post-merger signal has been

studied in the context of Advanced LIGO and Virgo [196, 197]. Only the loudest

binary neutron-star mergers are expected to yield detectable post-merger gravita-

tional radiation for second-generation gravitational-wave detectors. The prospects

for third-generation gravitational-wave detectors are more optimistic. In this study,

we use post-merger waveforms from the CoRe database of numerical simulations of

binary neutron star mergers [198]. The simulations span 164 distinct binaries, with

total masses ranging from 2.4 to 3.5 M�, and 17 different equations of state. In the

time-series waveform of the inspiral, merger, ringdown, and post-merger of binary

neutron stars, the post-merger oscillations of the remnant are defined after the am-

plitude of the ringdown has damped down to zero (or a numerical minimum). The

post-merger SNR is then defined for the post-merger-only part of the waveform hpm

according to

SNR2
pm = 4Re

∫ fmax

fmin

h̃pm(f)h̃∗pm(f)

S(f)
df (7.87)

where we integrate the post-merger part of the waveform from fmin = 1 kHz to fmax =

4 kHz to calculate the post-merger SNR, h̃pm represents the Fourier transform of hpm,
∗ denotes the complex conjugate, and S(f) is the detector noise spectrum [199].

7.3.2 Post-merger Tuning

We consider two stages of post-merger optimized tuning. First, tuning of the proposed

CE design with respect to current equation of state constraints [40, 200, 178, 201,

179, 180, 202, 203, 204, 205, 206, 207]. Second, a more aggressive tuning based on

potential future improvements in our knowledge of the post-merger frequencies as the

constraints on the equation of state improve, which we simulate by fixing the equation

of state.
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Figure 44: The solid lines shows the strain sensitivity of the corresponding detector in

compact binary and the dashed line shows the post-merger tuned configuration. The

purple and the orange traces show the sky-averaged source-averaged spectrum of the

post-merger signal for the equation of states ALF2 and the LS220, respectively. These

traces highlight the post-merger signal of the population of neutron stars extends over

a wide range of frequencies, which are equation of state dependent. Proposed narrow-

band configurations with a bandwidth of few tens hertz like detuned signal recycling

cavity are therefore of limited applications for the observation of the post-merger

signal, specially when the chances of observation of post-merger signals with a high

SNR (>8) is low.



134

2G

Voyager

Tuned Voyager-I

Voyager+ET

20:PM+2G

40:CB+2G

20:CB+20:PM+2G

40:CB+20:PM+2G

40:CB+40:CB+2G

20:PM+ET

40:CB+ET

20:CB+20:PM+ET

40:CB+20:PM+ET

40:CB+40:CB+ET

20:PM+ET+CES

40:CB+ET+CES

20:CB+20:PM+ET+CES

40:CB+20:PM+ET+CES

40:CB+40:CB+ET+CES

0102030405060 Post-MergerSNR,allsourcesat200MPc

E
O

S:
A

L
F2

,L
S2

20
,E

N
G

,M
PA

1,
SF

H
o,

SL
y,

D
D

2

F
ig

u
re

45
:

S
k
y
-a

ve
ra

ge
d
,
so

u
rc

e-
av

er
ag

ed
,
E

oS
-a

ve
ra

ge
d

(s
ee

se
ct

io
n

§7
.3

.1
)

S
N

R
of

th
e

p
os

t-
m

er
ge

r
si

gn
al

fo
r

16
0

k
b
in

ar
y

n
eu

tr
on

st
ar

so
u
rc

es
at

20
0

M
p

c.
T

h
e

p
er

fo
rm

an
ce

of
n
et

w
or

k
s

in
th

e
ab

se
n
ce

of
C

os
m

ic
E

x
p
lo

re
r

d
et

ec
to

rs
ar

e
sh

ow
n

in

gr
ay

,
C

os
m

ic
E

x
p
lo

re
r

in
a

b
ac

k
gr

ou
n
d

of
2G

n
et

w
or

k
s

ar
e

sh
ow

n
in

b
lu

e,
n
et

w
or

k
s

w
it

h
C

os
m

ic
E

x
p
lo

re
r

an
d

E
in

st
ei

n

T
el

es
co

p
e

ar
e

sh
ow

n
in

p
u
rp

le
,
an

d
n
et

w
or

k
s

w
it

h
C

os
m

ic
E

x
p
lo

re
r,

E
in

st
ei

n
T

el
es

co
p

e,
an

d
an

ad
d
it

io
n
al

C
os

m
ic

E
x
p
lo

re
r

S
ou

th
ob

se
rv

at
or

y
ar

e
sh

ow
n

in
p
in

k
.

se
ct

io
n

§7
.2

.1
d
efi

n
es

al
l

th
e

n
et

w
or

k
s

co
m

p
ar

ed
ab

ov
e.



135

We also explore post-merger tuning possibilities for gravitational-wave detectors

for the proposed Voyager upgrade to the current 4 km LIGO facilities. For aLIGO

Hanford and Livingston we only consider changing the transmissivity of the signal

extraction mirror. However, as the aLIGO India facility is still under construction,

we allow the length of the signal extraction cavity to change as well. We refer to

this post-merger optimized configuration as Tuned Voyager India. Note this does not

affect the optimal broadband sensitivity of the LIGO India facility but allows the

possibility for it to operate in a high-frequency tuned configuration.

The length of the signal extraction cavity (SEC) and transmissivity of the signal

extraction mirror (SEM) are optimized for the 20 and 40 km Cosmic Explorer detec-

tors by maximizing the SNR of a constant post-merger strain of 1× 10−25 /Hz1/2 from

2 kHz to 4 kHz. The Cosmic Explorer facility is built with this optimal SEC length for

post-merger signals and the SEM transmissivities are then changed to switch between

the compact binary and low-frequency tunings.

As the observation of the post-merger oscillation signal will be limited to nearby

sources, it is critical to ensure the post-merger tuned configuration is optimal for

a population of sources. Given the low astrophysical rate, the narrow-band con-

figurations increase the risk of missing the post-merger signal completely, owing to

the uncertainty in the equation of state and the source parameters. To quantify

the prospects of observation of post-merger oscillations in the above networks, we

marginalize over the plausible equation of states in the CoRe database with a broad

range of component masses of binary neutron stars [40, 200, 178, 201, 179, 180, 202,

203, 204, 205, 206, 207]. For all of the plausible equation of states, the post-merger

signal is injected across the sky at a fixed distances of 100 Mpc, 200 Mpc, 500 Mpc and

1 Gpc. The frequency shift of the post-merger signal due to the cosmological redshift

is considered. The post-merger signal is then projected on the different detectors

considered in the study; see section §7.2.1. The post-merger SNR of the network is

calculated by the quadrature sum of the SNRs in each detector. Fig. 45 summarizes

the post-merger SNR for approximately 160 k injections at 200 Mpc averaged over

the different equations of state. We find that the 20 km post-merger optimized Cos-

mic Explorer offers the loudest post-merger SNRs across all plausible neutron star

equations of state. It is important to note that the non-observation of post-merger

signals with third-generation gravitational-wave detectors will hint at softer equations
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of state, which do not support post-merger oscillations of the hypermassive remnant.

To constrain the hot equation of state and observe phase transitions in the post-

merger remnant requires multiple observations of binary neutron star mergers across

the mass spectrum. Using the median of the sky-averaged, equation of state-averaged,

post-merger SNRs, and an observed merger rate of 320 Gpc−3yr−1 [37, 38], we find that

a 40 km Cosmic Explorer in a background of 2G networks will detect 40 events per year

with a post-merger SNR greater than 8. Two 40 km Cosmic Explorer detectors can

observe 80 such events. A single 20 km post-merger optimized detector can observe

80 such sources each year while a network of a 40 km and a 20 km Cosmic Explorer

can observe 120 post-merger signals each year. Each of these signals can then be

coherently combined to constrain the neutron star equation of state, and facilitate

the understanding of hot, dense matter [208, 209]

One may wish to revisit the post-merger tuning if, over the next decade, con-

straints on the neutron star equation of state improve prior to the construction of

Cosmic Explorer. However, significant improvement from the proposed post-merger

tuning will be limited for two reasons. First, any improvements coming from narrow-

ing the bandwidth of the high frequency dip are equation of state dependent. As an

example of this scenario, we choose two equations of state from the CoRe database

that sample the population of binary neutron stars − ALF2 and LS220. We inject

each of these numerical waveforms/sources assuming an isotropic distribution across

the sky and uniform in volume from 30 Mpc to 600 Mpc. The corresponding strains

are then averaged, which allows one to access the frequencies of interest for the pop-

ulation of sources for the particular equation of state; see Fig. 44. For ALF2, the

bandwidth of the 20 km post-merger optimized CE can be further tuned to provide

an improvement but further improvements in post-merger SNR from bandwidth tun-

ing are limited for LS220. This is because the post-merger signal of LS220 spans a

wide frequency band. Any narrow-band configuration will therefore be non-optimal.

Second, even if it were beneficial to narrow the bandwidth, it would be technically ex-

tremely challenging to do so due to loss in the signal extraction cavity; see section §7.5

for a detailed discussion.
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7.3.3 BNS Tidal Effects

Instead of the post-merger tuning, the Cosmic Explorer detectors can be tuned to

improve the measurement of neutron-star tidal parameters, which are dependent on

the cold equation of state. The non-zero tidal deformability of the neutron stars in a

compact binary coalescence changes the gravitational-wave phase accumulated over

hundreds of cycles during the inspiral. The measurability of tidal effects is facilitated

by improved sensitivity at higher frequencies, close to the contact frequency of the

merger. We find Cosmic Explorer configurations tuned to target the late inspiral

up to the contact frequency for a population of binary neutron stars using a similar

analysis as that used to find the post-merger tunings discussed in section §7.3.2 using

a phenomenological waveform with strain proportional to frequency between 500 Hz

and 1500 Hz.

We quantify the benefits of specific configurations using the integrated measur-

ability of tidal effects in the gravitational-wave signal. The measurability per unit

frequency of tidal effects is proportional to f/S(f), where S(f) is the power spec-

tral density of the detector [210]. We approximate the relative measurability of tidal

effects in binary neutron mergers for different configurations of Cosmic Explorer by

this integral. We integrate from 10 Hz up to the contact frequency, Cf , of the binary

neutron star system. Hence, we define the tidal measurability, MΛ, as

MΛ =

∫ Cf

10 Hz

f

S(f)
df (7.88)

The contact frequency is used as the upper bound of integration to separate this

measurement from post-merger measurements.

As the measurability function is independent of the equation of state, the ratio

of the tidal measurability for two detector configurations is only a function of the

detector noise spectrum and this contact frequency, which determines the bounds of

integration in Eq. 7.88. We use this relationship to compare the tidal measurability

of a variety of systems with different Cosmic Explorer configurations.

The contact frequency of a binary system with two equal mass neutron stars of

mass m and radius R(m) is given by [201]

Cf (m) = (1530 Hz)

(
m

1.4M�

)1/2(
R(m)

12.62 km

)−2/3

. (7.89)
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Figure 46: Ratio of measurable tidal information for a Cosmic Explorer detector tuned

to tidal measurements versus a broadband configuration. In both the 20 km and 40 km

case, a detector can be tuned to improve the measurability of the tidal deformability.

Comparing a 20 km and 40 km facility, the 40 km case would significantly increase

the overall tidal measurability, although the additional benefits for a 40 km tidal

configuration are reduced. In fact, a 40 km broadband configuration would measure

tidal effects better than a 20 km tidal detector for all equations of state and masses

considered.
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To approximate the contact frequency over a wide range of masses, we assume

that all neutron stars have a constant radius, determined by the radius of a 1.4 solar

mass neutron star with tidal deformability Λ1.4. This common radius R1.4 is [201]

R(m) ≈ R1.4 = (12.62 km)

(
Λ1.4

500

)1/6

. (7.90)

To verify that this calculation of MΛ holds for state-of-the-art waveforms, we

have compared this analytic approximation to the measurability per unit frequency

of IMRPhenomDNRTidal waveforms [211, 176]. This is done computationally

by calculating the gradient of the match versus frequency for two waveforms with

similar tidal deformability values. We confirm that the analytic result holds up until

the contact frequency for the range of masses and tidal deformability values explored

in this work.

Fig. 46 shows the results of this comparison for both 40 km and 20 km tidal con-

figurations of Cosmic Explorer. Over a range of masses and values for Λ1.4, a tidal

configuration for a 20 km Cosmic Explorer increases the tidal sensitivity by up to

25 %, while a tidal configuration for a 40 km Cosmic Explorer only increases the tidal

measurability by up to 10 %. The mass for which the tidal measurability ratio is

maximized at a fixed value of Λ1.4 is determined by the frequency range where the

detector sensitivity is maximized by the tidal configuration. The optimal configu-

ration is such that the maximal sensitivity peak is set to just below the expected

contact frequency. In practice, the exact tidal configuration can be set to the opti-

mal configuration based on tidal information already known from second generation

observations and the mass range of interest. Comparing between different facilities, a

40 km broadband detector increases the tidal measurability by up to 105 % compared

to a 20 km broadband detector.

7.4 Low Frequency Configuration

In this section, we motivate low frequency tuned configurations focused on improving

the detection probability of the binary-black hole population at high redshifts, such

as from the remnants of POP-III stars [212, 213, 214, 215, 216] and seed black-hole

binaries [217, 218, 219]. These populations are at high redshift and are comprised

of heavier binaries [166, 167, 168], which limits their predominant gravitational-wave
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signals to below 50 Hz [220]. Low frequency improvements facilitate improved tests of

General Relativity. A key test of General Relativity is to precisely measure the ampli-

tude and frequency (as a function of mass and spin) of the quasinormal modes of black

hole remnants [221, 169, 222]. The loudest sources observed with third-generation

gravitational-wave detectors will provide the most stringent tests of General Relativ-

ity. Thus, we will focus on sources which are close and we can safely assume that this

binary population is comprised of stellar mass black-holes. The low frequency tuning

is complimentary to the high frequency tuning and can be realized by switching the

reflectivity of the signal extraction mirror.

At a fixed distance, heavier mass binaries have higher gravitational-wave am-

plitudes, and the remnant has lower quasinormal frequencies. The low frequency

tuned configurations are tuned by maximizing the SNR using a phenomenological

frequency-domain waveform of the fundamental ringdown of stellar mass black holes.

We use astrophysically weighted populations to construct the phenomenological wave-

form [223]. We will quantify the performance of the low frequency tuned configuration

in the next sections.

7.4.1 SNR Improvements from low-frequency tuning

To quantify the performance of low frequency tuned configurations, we compute the

optimal SNR of equal mass binaries, with total mass ranging from 1M� to 104M�.

This population is considered at different distances (or redshift) to quantify the ef-

fects of the cosmological redshift of the gravitational-wave spectrum in the detector

frame. The Fig. 47 summarizes the comparisons between the broadband and the

low-frequency tuned configuration. We find that for a large number of the binaries, a

40 km low frequency tuned configuration provides up to 30 % improvement from the

broadband detector. A 20 km low frequency tuned detector provides up to 15 % im-

provement relative to the broadband configuration. These improvements are achieved

even for sources at high redshifts. In particular, for heavier compact binaries at a

redshift of 10 or higher, like POP-III star population, this improvement in SNR will

improve the detection prospects.
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Figure 47: The optimal SNRs as a function of the total mass of the binary with two

equal mass components. A 20 km low frequency tuned detector provides up to 15 %

improvement in SNR relative to the broadband configuration while a low frequency

tuned 40 km detector provides a 30 % improvement.
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7.4.2 Continuous Waves

Neutron stars with rotational frequencies in the audio band could be a source of

continuous gravitational waves for Cosmic Explorer, lasting for millions of years.

Neutron stars that are perfectly spherically symmetric or are spinning about their

symmetry axis emit no radiation since their quadrupole would not vary with time.

However, non-axisymmetric neutron stars emit gravitational waves at twice their spin

frequency fGW = 2fspin. Their amplitude depends on the ellipticity ε ≡ (Ixx−Iyy)/Izz,
where Ikk, k = x, y, z, are the principal moments-of-inertia with respect to the rotation

axis. For a neutron star at a distance D the amplitude is

h ∼ 4π2G

c4D
ε Izz f

2
GW (7.91)

Typical neutron star moments are Izz ∼ 3× 1038 kg m2. The Crab pulsar (B0531+21)

with a spin frequency of 30 Hz (gravitational-wave frequency of 60 Hz), located at

a distance of 2 kpc, will have an amplitude of h ' 5.7× 10−29 if its ellipticity is

ε ∼ 10−8. The only way to find such signals is to matched filter the data over a year

accumulating billions of wave cycles in the Fourier transform of the data demodulated

to account for Earth’s rotation and revolution and pulsar’s spin down. Indeed, the

signal-to-noise ratio grows as the square-root of the integration period or the number

of wave cycles. The characteristic strain amplitude hc of a signal integrated over a

time T is hc = h
√
T , which for Crab would be hc ∼ 3× 10−25 /Hz1/2(ε/10−8) for an

integration period of T = 1 yr. A millisecond pulsar with a spin frequency of 300 Hz

but the same ellipticity will be 100 times louder.

Signals with characteristic amplitude larger than the amplitude noise spectral

density would be detectable with loudness proportional to their height above the

noise amplitude. A 40 km Cosmic Explorer tuned to lower frequencies (Fig. 43, 40

km:LF), will have the best sensitivity to neutron stars of spin frequencies 20 − 200 Hz.

For example, the Crab pulsar would be detectable if its ellipticity was ε > 3× 10−8

after a year’s integration. In general, neutron stars of spin frequencies in the range 10

− 200 Hz (GW frequencies of 20 − 400 Hz) would be accessible to Cosmic Explorer

tuned to low frequencies if their ellipticities are larger than about 10 parts per billion

or more precisely if

ε ≥ 10−8

(
fGW

200 Hz

)−2(
D

10 kpc

)(
T

1 yr

)−1/2

. (7.92)
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The ellipticity is roughly equal to the fractional difference in the size of a neutron star

along two principal directions orthogonal to the spin axis. Thus, Cosmic Explorer

will be able to constrain fractional difference in the equatorial radii of a millisecond

pulsar as small as 100 µm.

7.4.3 BNS signals from high redshifts

While the tidally tuned configurations discussed in section §7.3.3 are beneficial for

measurements of tidal properties in the local universe, such configurations will not

simultaneously be optimal for significantly redshifted signals. For signals at extremely

high redshifts (z > 2.0), an interferometer tuned to low frequencies will provide

a better measurement of tidal parameters. To compare the low frequency tuned

configuration to a broadband configuration, we use the tidal measurability metric

that was introduced in section §7.3.3. The ratio between the tidal measurability of a

broadband detector and a detector tuned to low frequencies can be seen in Fig. 48.

For both the 40 km and 20 km case, a detector tuned to low frequencies will be able

to better measure the tidal information from high redshift events. The redshifting

of detector-frame contact frequency for these distant events explains the increase in

measurability ratio with respect to redshift. Furthermore, a 40 km detector has higher

tidal measurability than a 20 km detector from signals at any redshift.

Although the measurement of a universal nuclear equation of state will be driven

by events in the local universe [224], measurements of the equation of state at high

redshifts will provide additional cosmological information. Tidal information from

high-redshift events is a potential way to accurately measure the Hubble constant

using only gravitational-wave observations [225]. Probes of high redshift events will

also allow any potential time-evolution of the nuclear equation of state to be measured.

Any variation in the measured equation of state could indicate physics beyond the

Standard Model [226, 227].

7.4.4 Exploring the Nature of Extreme Gravity

The population of binary black-holes observed by the aLIGO and VIRGO detectors

has facilitated key tests of the theory of General Relativity [166, 167, 168]. These
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Figure 48: Ratio of measurable tidal information for a Cosmic Explorer detector

tuned to low frequencies versus a broadband configuration for different redshifts.

Also shown is this ratio for a 40 km facility in a broadband configuration versus a

20 km facility also in a broadband configuration. In all cases, Λ1.4 is assumed to be

500. For redshifts greater than 1 − 2, the amount of tidal information available is

greater with a low frequency configuration than with a broadband configuration and

a 40 km facility is better than a 20 km facility.



145

20:CB+2G

20:LF+2G

40:CB+2G

40:LF+2G

20:LF+20:CB+2G

40:LF+20:CB+2G

40:LF+40:CB+2G

20:CB+ET

20:LF+ET

40:CB+ET

40:LF+ET

20:LF+20:CB+ET

40:LF+20:CB+ET

40:LF+40:CB+ET

0

10
0

20
0

30
0

40
0

50
0

60
0

RingdownSNRforBBHmergers

F
ig

u
re

49
:

S
k
y
-a

ve
ra

ge
d

an
d

so
u
rc

e-
av

er
ag

ed
d
is

tr
ib

u
ti

on
of

th
e

ri
n
gd

ow
n

S
N

R
of

th
e

10
0

lo
u
d
es

t
ev

en
ts

ob
se

rv
ed

w
it

h

C
os

m
ic

E
x
p
lo

re
r

ob
se

rv
at

or
ie

s
ea

ch
ye

ar
(s

ec
ti

on
§7

.4
.4

)
u
si

n
g

th
e

ob
se

rv
ed

m
er

ge
r

ra
te

of
23
.8

G
p

c−
3

y
r−

1
fo

r
b
in

ar
y

b
la

ck

h
ol

es
,

an
d

50
k

in
je

ct
io

n
s

ea
ch

of
lo

w
-m

as
s

b
in

ar
ie

s
(d

ar
ke

r
sh

ad
e)

an
d

h
ea

v
ie

r
st

el
la

r-
m

as
s

b
in

ar
ie

s
(l

ig
h
te

r
sh

ad
e)

.
T

h
e

lo
w

-f
re

q
u
en

cy
op

ti
m

iz
ed

co
n
fi
gu

ra
ti

on
im

p
ro

ve
s

th
e

ob
se

rv
at

io
n
al

p
ro

sp
ec

ts
of

th
e

ri
n
gd

ow
n

m
o
d
es

of
th

e
re

m
n
an

t
b
la

ck

h
ol

es
.

A
n
et

w
or

k
of

E
in

st
ei

n
T

el
es

co
p

e
an

d
C

os
m

ic
E

x
p
lo

re
r

ob
se

rv
at

or
ie

s
w

il
l

off
er

th
e

m
os

t
st

ri
n
ge

n
t

te
st

s
of

G
en

er
al

R
el

at
iv

it
y.

se
ct

io
n

§7
.2

.1
d
efi

n
es

al
l

th
e

n
et

w
or

k
s

co
m

p
ar

ed
ab

ov
e.



146

tests of General Relativity include measurement of the consistency of the inspiral-

merger-ringdown signal, the spin-induced moments, and polarization of the observed

gravitational wave signal. The measurement of the respective amplitude and fre-

quencies of these quasinormal modes is referred to as black-hole spectroscopy. Any

deviation of the observed spectral features from the predictions of General Relativity

will challenge the theory. We use the SNR of the inspiral-merger-ringdown (discussed

in section §7.4.1), and the ringdown SNR of the remnant black-hole to quantify the

performance of Cosmic Explorer configuration to explore the nature of extreme grav-

ity.

The loudest signals during Cosmic Explorer are expected to provide the best

tests to General Relativity. We consider a population of 50 k sources each of lighter

and heavier stellar mass binaries. The lighter-mass binaries are injected uniformly

in component mass between 5M� and 10M�, and the heavier-mass binaries are in-

jected uniformly in mass between 10M� and 70M�. Both of these source populations

are injected uniformly in volume between 100 Mpc and 950 Mpc. Using the observed

binary black-hole merger rate of 23.8 Gpc−3yr−1 [37, 38], this corresponds to the

100 loudest sources detectable each year with Cosmic Explorer. The sky-averaged

source-parameter-averaged distribution of the ringdown SNR of the lighter and heav-

ier populations is shown in Fig. 49. In a background network of 2G detectors, we

find the median ringdown SNR of the 100 loudest binary black-hole sources with a

20 km Cosmic Explorer is 120 and is 175 with a 40 km. The performance of two 40 km

Cosmic Explorer detectors and a network of a 40 km and a 20 km Cosmic Explorer

is similar. The ringdown SNR for the 100 loudest events improves significantly with

Einstein Telescope in the network, Fig. 49.

7.5 Technological drivers and limitations

In this section we summarize how the noise sources and design choices limit the

sensitivity of the various detectors and configurations in order to motivate the research

and development (R&D) necessary to maximize the scientific output. It is important

to note that most noises are reduced as the arm length is increased and only the

quantum noise is affected by the choice of tuning.

For all of the post-merger and tidal configurations, the detectors are limited by
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quantum noise above ∼20 Hz. Reducing quantum noise relies on increasing the power

stored in the arm cavities, increasing the injected squeezing, and reducing all sources

of loss − such as optical, mode-mismatch, scattering, etc. Fig. 50 shows the contri-

butions of the various noises to the total quantum noise for the 20 km post-merger

configuration, as well as the total noise in black. Reducing loss along the input to and

output from the main interferometer, including increasing the quantum efficiency of

the photodiodes, is essential in achieving the quantum noise targets in the mid-band

frequencies. However, at higher frequencies the losses in the signal extraction cavity

(SEC) dominate and limit the sensitivity near the resonant dip for these configura-

tions. SEC loss limits the bandwidth of the compact binary tunings and is not as

significant for the low frequency tunings.

Reducing loss in the SEC is thus one of the most critical areas of research needed

to realize the high frequency sensitivity goals of Cosmic Explorer. Since SEC loss

is independent of both the tuning and the arm length [47, 228], it both reduces the

sensitivity near the resonant dip and limits the frequency to which that dip can

be pushed as is illustrated in Fig. 50. The current noise estimates assume a loss of

500 ppm which includes both optical and mode-mismatch losses discussed below. The

corresponding loss in the aLIGO detectors is estimated to be roughly 10 times larger.

The requirements on matching the optical modes between the various optical cav-

ities of the interferometer are likely to be exceedingly strict, and mismatch between

these modes is, in some cases, an extra source of SEC loss [44]. Continued develop-

ment of adaptive mode matching techniques [229, 230, 231, 232, 233, 66, 234] is thus

one crucial area of R&D necessary to maximize the high frequency sensitivity.

The quantum noise limiting Cosmic Explorer is inversely proportional to the

square root of the arm power, and it is thus important to store high power in the arm

cavities. The Cosmic Explorer design calls for 1.5 MW arm power, twice as much as

the Advanced LIGO design. The arm power in the current detectors has been limited

by the presence of particulates in the mirror coatings which absorb the laser power in

localized points and thermally distort the mirrors [3, 56, 235]. Removing, or otherwise

compensating the effects of this contamination, is an active area of research. Even if

the coatings no longer have this contamination, the power absorbed in the test mass

substrates and coatings creates both a thermoelastic deformation of the mirror and a

thermally induced lens. All of these effects produce wavefront distortions that require
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Figure 50: Quantum noise contributions for the 20 km post merger tuned configura-

tion. The total quantum noise (purple) is the sum of the fundamental quantum noise

(green) and noises coming from various loss mechanisms and technical noises (other

solid colored curves). The black curve is the total noise of the 20 km instrument with

an signal extraction loss (SEC) of 500 ppm. The SEC limits the sensitivity and loca-

tion of the high frequency resonant dip. A much lower SEC loss of 10 ppm is required

to suppress its noise contribution below the readout losses in the 20 km postmerger

optimized detector. This underscores the need for research into mitigating SEC losses.
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high-resolution wavefront sensing [236, 237, 238, 239] and need to be corrected with

the adaptive optics discussed above.

Quantum noise is particularly affected by the design of the arm and signal extrac-

tion cavities. As shown in Eq. 7.85,7.86, for a fixed arm length, the arm cavity finesse

F , the SEC length Ls, and the signal extraction mirror transmissivity Ts determine

both the location and width of the resonant dip for the post-merger and tidally tuned

configurations. Several considerations are important in choosing the finesse. First,

SEC loss scales as
√
F , and so choosing a small finesse directly lowers the high fre-

quency noise. However, indirect effects limit how small F can be reduced. The power

stored in the arm cavities is enhanced by a factor of F . Therefore, for a fixed arm

power, increasing F reduces the power traversing the input test mass and beamsplit-

ter substrates, thus decreasing the power absorbed in these substrates and reducing

the associated thermal effects. Furthermore, the coupling of noise from auxiliary

degrees of freedom into the gravitational wave signal is suppressed by increasing F .

Pending further study, the preliminary Cosmic Explorer design uses the same value

of F = 450 as does LIGO. Note from Eq. 7.85 that increasing F also directly lowers

the location of the resonant dip.

With the cavity finesse set, the SEC length determines the location of the resonant

dip according to Eq. 7.85. The difficulty of matching the optical modes between the

SEC and arm cavities, a source of SEC loss as discussed above, is increased as Ls

is decreased. The optimal length is Ls = 34 m for the 20 km post-merger tuning,

which is quite short − Ls = 55 m for LIGO and the mode matching problem is more

difficult for Cosmic Explorer due to its larger beams required by its longer arms [240].

If the length of the SEC needs to be increased, the location of the resonant dip will

be decreased with a corresponding reduction in post-merger sensitivity.

The non-quantum noises are not directly affected by the choice of tuning; how-

ever, most scale inversely with some power of the arm length [241, 47]. Indeed, one

of the major technical advantages of the Cosmic Explorer design is that much of

the increased sensitivity over the second generation detectors, in the mid to high

frequencies, comes from increasing the arm length and does not rely significantly on

reducing the displacement noises. The 40 km detector is clearly advantageous here

and provides a larger margin of error than that of the 20 km detector in the event

that some noises do not meet their projected sensitivities.
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Figure 51: The noise budget of the low frequency tuned 40 km detector. We note that

the low frequency sensitivity is limited by the thermal losses in the coatings of the test

masses. With improved coatings with lower loss, the thermal noise can be mitigated

or cryogenic technology proposed in the Voyager detector can be implemented to

improve both the broadband and the low frequency tuned sensitivity of the 40 km

detector.
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The most significant of these noises above ∼20 Hz is thermal noise in the test mass

coatings. This noise is significant for the compact binary tuning up to ∼50 Hz for the

40 km detector and up to ∼200 Hz for the 20 km detector. It is especially important

for the low frequency tuned configurations in which quantum noise is reduced below

this thermal noise, as is shown in Fig. 51. Reducing coating thermal noise is thus

an important area of research for realizing the low frequency sensitivity. The Cosmic

Explorer design assumes that the same optical coatings will be used as those used in

the A+ upgrade to Advanced LIGO [242] which targets a factor of two decrease in

coating thermal noise. Promising candidates have been identified [243], though these

coatings have not yet been realized. Crystalline AlGaAs coatings are a particularly

promising option on the Cosmic Explorer time scale [244, 245] which would allow

Cosmic Explorer to surpass the low frequency sensitivity shown in Fig. 51, though

much research is needed to make them a reality.

The many low-frequency noises particularly important for the science discussed in

section §7.4 − most significantly Newtonian gravity gradients, seismic, and thermal

noise from the test mass suspensions − and the technological advances necessary to

meet the Cosmic Explorer targets are discussed in detail in [183].

An alternative technology using cryogenic silicon test masses and a 2 µm laser [181]

has been identified as a potential upgrade to the baseline Cosmic Explorer technology

of room-temperature fused silica test masses and a 1 µm laser and could also be used

should thermal effects in the baseline technology prove intractable [47]. There are

several new considerations with this technology [183]. First, the light traversing the

substrates of the test masses experiences a phase noise due to the temperature depen-

dence of the index of refraction which is a potentially significant low frequency noise

source for the silicon technology, especially for the 20 km detector, due to silicon’s

larger thermorefractive coefficient and thermal conductivity. This thermorefractive

noise is suppressed by a factor of
√
F , however, which presents a trade off between

low frequency sensitivity favoring large F , and high frequency sensitivity favoring

small F to minimize SEC loss. Second, the need to radiatively cool the cryogenic

test masses imposes a strict heat budget [181] which adds an additional constraint

on how low F can be made to limit the power absorbed in the optics. This makes

developing low absorption and high quality silicon substrates and optical coatings for

2 µm light particularly important. Finally, manufacturing high quantum efficiency
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photodiodes for 2 µm light is a critical area of R&D necessary to minimize readout

loss (c.f. Fig. 50) for this technology.

7.6 Discussions

Tests of General Relativity, such as polarization measurements and precise tests of

high-spin black-holes, require multiple detectors [166, 167, 168]. Moreover, three or

more third-generation gravitational-wave detectors are required to localize the source

in the sky and to measure the source distance precise enough to confirm the sources at

high redshifts [47, 251]. This suggests that two Cosmic Explorer facilities along with

Einstein Telescope are necessary to achieve the key science goals of third-generation

gravitational-wave detectors described here.

We assert that having at least one 40 km Cosmic Explorer detector is integral in

achieving the key science goal of Cosmic Explorer as it outperforms a 20 km in all

science goals other than the access to post-merger physics. Research into mitigating

SEC losses is key to the success of the 20 km Cosmic Explorer detector to achieve

the science goals that depend on achieving improved high-frequency sensitivity. [251]

and the [47] assert that a network of third-generation detectors is indispensable.

In particular, the precise determination of the source redshift and sky localization

necessitates a network of three third-generation detectors − two Cosmic Explorer

and Einstein Telescope. The key findings and benefits from tuning are summarized

in the Table 9. Lastly, we note that we consider a handful of metrics to quantify the

performance of different tuned configurations. We urge the broader gravitational wave

astronomical community to perform in-depth analysis other than the SNR metric used

in the study.
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Östlin. Core-collapse supernovae missed by optical surveys. The Astrophysical

Journal, 756(2):111, 2012.
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