Multi-function RF for Situational Awareness

Yang Liu
Syracuse University

Follow this and additional works at: https://surface.syr.edu/etd

Part of the Engineering Commons

Recommended Citation
Liu, Yang, "Multi-function RF for Situational Awareness" (2020). Dissertations - ALL. 1241.
https://surface.syr.edu/etd/1241

This Dissertation is brought to you for free and open access by the SURFACE at SURFACE. It has been accepted for inclusion in Dissertations - ALL by an authorized administrator of SURFACE. For more information, please contact surface@syr.edu.
ABSTRACT

Radio frequency (RF) communications are an integral part of many situational awareness applications. Sensing data need to be processed in a timely manner, making it imperative to have a robust and reliable RF link for information dissemination. Moreover, there is an increasing need for exploiting RF communication signals directly for sensing, leading to the notion of multi-function RF.

In the first part of this dissertation, we investigate the development of a robust Multiple-Input Multiple-Output (MIMO) communication system suitable for airborne platforms. Three major challenges in realizing MIMO capacity gain in airborne environment are addressed: 1) antenna blockage due largely to the orientation of the antenna array; 2) the presence of unknown interference inherent to the intended application; 3) the lack of channel state information (CSI) at the transmitter. Built on the Diagonal Bell-Labs Layered Space-Time (D-BLAST) MIMO architecture, the system integrates three key design approaches: spatial spreading to counter antenna blockage; temporal spreading to mitigate signal to interference and noise ratio degradation due to intended or unintended interference; and a simple low rate feedback scheme to enable real-time adaptation in the absence of full transmitter CSI. Extensive experiment studies using a fully functioning 4×4 MIMO system validate the developed system.

In the second part, ambient RF signals are exploited to extract situational awareness information directly. Using WiFi signals as an example, we demonstrate that the CSI obtained at the receiver contains rich information about the propagation environment. Two distinct learning systems are developed for occupancy detection using passive WiFi sensing. The first one is based on deep learning where a parallel convolutional neural network (CNN) architecture is designed to extract useful information from both magnitude and phase of the CSI. Pre-processing steps are carefully designed to preserve human motion induced chan-
nel variation while insulating against other impairments and post-processing is applied after CNN to infer presence information for instantaneous motion outputs. To alleviate the need of tedious training efforts involved in deep learning based system, a novel learning problem with contaminated sampling is formulated. This leads to a second learning system: a two-stage solution for motion detection using support vector machines (SVM). A one-class SVM model is first evaluated whose training data are from human free environment only. Decontamination of human presence data using the one-class SVM is done prior to motion detection through a two-class support vector classifier. Extensive experiments using commercial off-the-shelf WiFi devices are conducted for both systems. The results demonstrate that the learning based RF sensing provides a viable and promising alternative for occupancy detection as they are much more sensitive to human motion than passive infrared sensors which are widely deployed in commercial and residential buildings.
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CHAPTER 1
INTRODUCTION

1.1 Background

Wireless communications play a key role in many situational awareness (SA) applications, both as a means for information dissemination and as a medium for directly harvesting sensing information.

For example, in situational awareness systems involving airborne platforms, a high throughput and low latency wireless link is imperative to ensure timely delivery of SA data from these airborne platforms to information consumers. In the first part of this dissertation, we address challenges in realizing such desirable connections when communication systems involve airborne platforms. Multiple Input Multiple Output (MIMO) technology is a natural candidate due to its superior spectrum efficiency [1,2] and low transmit power requirement. By utilizing parallel spatial channels constructed through pre-processing at the transmitter and equalization at the receiver [3,4], the throughput is shown to scale linearly in the number of transceiver antennas in the high signal to noise ratio (SNR) regime. With airborne platforms, however, MIMO communications face the unique challenge due to the lack of a scattering environment. This, however, can be compensated by spacing out the antennas to take advantage of the large platform size in airborne networks [5,6]. In this
part of the work, we design a variable rate MIMO system to tackle challenges in realizing MIMO throughput gain for airborne communications.

Additionally, radio frequency (RF) signals themselves contain rich information about the propagation environment. The ability to harvest SA information from ambient RF signals often provide an appealing alternative to existing solutions that often require extensive infrastructure. For example, WiFi signals have been exploited for various situational awareness tasks, such as detecting, localizing, tracking, and identifying human motion/activities [7–34].

In the second part of the work, we explore the use of RF signals for human motion detection. This provides an infrastructure free solution to human occupancy detection, which can serve as a promising alternative to existing techniques and help to realize the promise of green buildings and smart homes through providing real-time occupancy information.

Two different solutions are proposed for passive RF sensing. In the first one, a convolutional neural network (CNN) based system is designed to achieve reliable presence detection. Using off-the-shelf WiFi devices, the proposed deep learning based RF sensing achieves near perfect presence detection during multiple extended periods of test and exhibits superior performance compared with leading edge passive infrared sensors.

The challenge for the deep learning based approach is in the training process, especially the data collection process. Training data corresponding to human motions need to be collected when continuous motion is expected for the human presence data. This process of collecting training data is laborious and time-consuming and adds significant barriers for wide spread adoption of the proposed solution. To address this challenge, we propose a two-stage solution for which human presence data are collected when subjects carry out normal activities without deliberately introducing continuous motion. First, a one-class support vector machine (SVM) is used to model human absent data environment. This model is then used to remove static RF data collected with human present but remaining still. This is followed by a two-class support vector classifier for motion detection using
de-contaminated samples. As such, data parsing and training can be done in an autonomous manner with minimum human intervention.

\section*{1.2 Robust MIMO Communication for Airborne Platforms}

For MIMO, linear scaling of throughput in the number of transceiver antennas is typically attained for a rich scattering environment. The spatial diversity in such environment ensures that the channels between different transmit-receiver element pairs are sufficiently different, leading to a well behaving channel matrix. In an aerial environment, MIMO communications face the unique challenge due to the lack of a scattering environment. For example, with only line of sight transmission, the keyhole effect renders the throughput gain logarithmic instead of linear \cite{35}. The keyhole effect, however, assumes a ‘small aperture’ system where transceiver array aperture is orders of magnitude smaller than the transmission distance. For large aircraft, large transceiver aperture can be realized and they are typically much larger than hand-held devices. Indeed, using a realistic setting in both aperture size and transmission distance, it was shown that significant capacity gain can still be attained even if only line of sight is assumed \cite{5}. The large antenna spacing mitigates the ‘keyhole’ effect because of the distinct distances between transmit elements and receive elements. As such, channel gains between different transceiver elements are meaningfully different, leading to the desired spatial diversity even when scatters are scarce \cite{36,37}.

While the potential for throughput gains gives incentive to consider MIMO technology for communications, there are unique challenges that need to be resolved. We address the following three challenges that are most often encountered in aerial communications.

1. Channel impairment due to antenna blockage.

   Antenna blockage is more prevalent when the antennas are conformed to the shape
of the aircraft. Clearly, the relative orientation of multiple antennas between communicating nodes often leads to blockage of some antenna elements. This is exacerbated by the lack of scattering as the blockage can not be compensated by indirect paths, leading effectively to antenna outage, i.e., transmissions from blocked transmit antenna elements never reach any receive antenna element or that blocked receive antenna elements never receive any signals from the transmitter.

2. Interference.

Clearly, unintended or intentional interference will need to be addressed for the system to have robust connectivity in a realistic operating environment. Another complicating factor is the dynamic nature of the RF environment; interference may itself be highly time varying hence requiring a simple yet adaptive mitigation scheme.

3. The lack of transmitter channel state information (CSI).

In high mobility communications, the mobility of the transmitter and/or receiver results in a highly dynamic channel environment. It is unrealistic to have receiver send the entire CSI to the transmitter, thus the CSI is typically not available at the transmitter side. Additionally, for some applications, the throughput requirement is highly asymmetrical, e.g., video streaming forward link requires much more bandwidth than control signal in the reverse link. As such, channel reciprocity, even if it holds, may not be helpful in such applications.

To address these challenges, we develop a fully adaptive MIMO system built on the Diagonal Bell Labs Layered Space-Time (D-BLAST) architecture. The D-BLAST architecture is chosen as the baseline system primarily due to its ability to operate in the absence of transmitter CSI and its optimality in terms of outage capacity. Through cycling independent data streams across different transmit antennas, a D-BLAST system transmits each data stream over multiple channel states corresponding to multiple transmit antennas. This allows the transceiver to exploit spatial diversity in the absence of CSI at the transmitter.
However, D-BLAST in itself is not sufficient in addressing the loss of degrees of freedom in the presence of antenna blockage or severe signal to interference and noise power ratio (SINR) degradation due to interference.

The developed system integrates three critical signal processing and design components into the baseline D-BLAST system to address the above challenges: 1) spatial spreading to combat rank deficient channel matrix due to antenna blocking; 2) temporal spreading to boost SINR when operating under strong interference, and 3) a low rate feedback scheme for transceiver adaptation.

Notice that these three components are not designed in isolation. For example, while spatial spreading is primarily used to mitigate antenna outage, it can also improve SINR at the receiver. Nevertheless, adaptation of spreading factors in spatial and temporal domains is driven by different channel impairments, hence needs to be handled differently. As shall be seen, antenna blockage leads to ill-conditioned channel matrices, whose remedy requires the reduction of data streams to accommodate for the loss of degrees of freedom. Spatial spreading is thus called for in such a situation. Temporal spreading, on the other hand, is used to boost the SINR at the receiver, hence the actual receiver performance (e.g., measured SINR or bit error rate (BER)) is used to drive temporal spreading adaptation. Finally, choosing the simple spreading based approach as opposed to, say, more sophisticated schemes (e.g., space time code [38–41] to counter antenna blockage) enables the use of a low rate feedback for adaptation: with spreading, the transmitter only needs to be informed by the receiver the desired spreading factors. Together, temporal and spatial spreading collectively provide a range of transmission states that help balance spectrum efficiency with the need for robust connectivity in the presence of various channel impairments.

Another major contribution of the presented work is the development of a fully functioning MIMO system using software defined radios (SDR) that integrates the three design components. We describe in detail the developed MIMO transceiver and provide experimental results on the performance of such a system in the presence of antenna outage.
or in-band interference. The results validate the robust performance under those channel impairments compared to the conventional D-BLAST system.

1.3 Harvest Ambient RF for Presence Detection

Presence detection plays a key role in improving operation efficiency and reducing carbon footprint for office and residential buildings. The use of occupancy information in controlling HVAC and lighting systems has become increasingly prevalent. Additionally, in the age of Covid-19 pandemic, real-time occupancy information can help more accurately identify the need for sanitizing/disinfecting offices and classrooms after their usage. Existing methods for human presence detection include passive infrared (PIR), microwave, CO$_2$, wearable sensors, and cameras [42], among others. Microwave sensors are overly sensitive as they tend to have frequent false alarms, e.g., detecting movements outside of intended coverage areas. CO$_2$ sensors have a slow response time and a high cost barrier. Cameras raise privacy concerns and are sensitive to lighting conditions. Wearable sensors/devices can be intrusive or cumbersome for users. PIR sensors are the most widely deployed method for presence detection. PIR sensors pick up infrared emission using its on-board pyroelectric sensor and detect movement of humans (or objects) through heat variation within the field of view. Its drawback is its low sensitivity and limited coverage and it is mostly used for isolated lighting control.

This part of the work explores the use of RF signals for presence detection. In particular, we use WiFi signals in the current work given its ubiquity in almost all indoor environment. Current and future WiFi systems (i.e., the upcoming WiFi-6) employ multiple-input and multiple-output orthogonal frequency-division multiplexing (MIMO-OFDM) at the physical layer. As such, the channel state information (CSI) contains rich information about the ambient environment in spatial, temporal, and frequency domains.

Early work for indoor RF sensing mainly relies on received signal strength indicator
RSSI measures instantaneous attenuation of RF signals at the receiver and its temporal variation can be associated with motion/activities of humans/objects. Recently, more fine-grained features such as CSI have been used for RF sensing. For example, different human activities (e.g., running, walking and eating) or locations can be recognized by analyzing their unique effect on the CSI [15–21]. Other interesting applications, e.g., sign language classification [25] and human identification [43–45], have demonstrated that the CSI from WiFi signals contains subtle and important features in the propagation environment.

There is an important distinction between presence detection and activity detection (e.g., sign language [25] or fall detection [10,46]). For detection of particular activities, one can use either a pattern-based or model-based approach [47–49] as a target activity often imposes identifiable signatures on RF propagation. Thus, hand-crafted features extracted from received signals can be exploited [11,15] or one can try to establish a CSI model for the target activity [20,50,51]. Alternatively, a data-driven approach can be used where collected training data are fed to machine learning algorithms (e.g., a neural network) for discriminating different states (labels) through training. For presence detection, however, there is no defined activities when humans are present thus a pattern-based or model-based approach is typically not adequate. While a data-driven approach appears to be a natural choice, it is unclear a priori what would be the best way to collect training data for presence detection. Perhaps the only reasonable assumption that one can make is that humans are not expected to be completely still for an extended period of time. While there exist studies on human presence detection using RF signals through either carefully calibrating the human free environment [22,23] or breathing detection [24,52], their performance is highly sensitive to environment change (e.g., room change, furniture move) and human locations (as in the case of breathing detection).

There is prior work on presence detection using CSI. In pattern-based methods, hand-crafted features have been extracted to capture distinctive signal patterns introduced by
human presence. Among them, the correlation matrix of CSI time series is most widely explored [24,27–31]. Features such as eigenvalues/eigenvectors are used as an input to a classifier such as a support vector machine (SVM) to find decision boundaries. Other suggested features include periodicity after performing continuous wavelet transform [53], temporal similarity of CSIs across frequencies [26], histograms of CSI amplitude [54], and statistics from average Doppler spectrum [55]. These pattern-based approaches are susceptible to inconsistent human activities, i.e., when mismatch occurs between human motion to those stored in the profile [47] and are thus prone to performance degradation and limited coverage [27,54]. Model-based methods [50,56,57] often exploit estimated path change to represent Doppler effect induced by moving humans. The performance is highly sensitive to conditions such as moving directions of humans, number of humans in the monitored region, and other ambient factors [50,57].

Alternatively, data-driven approaches employing learning systems (e.g., neural networks) have also been proposed. Examples include feeding CSI amplitude and phase to multiple layer perceptions (MLP) to classify three common human modes - absence, working and sleeping [58], and Person-in-WiFi [59] that tries to find mapping from CSIs to 2D human image. However, an acute challenge in using deep neural networks is overfitting due to the large amount of trainable parameters compared with often limited training data. This problem becomes even more severe in RF sensing as the wireless environment can evolve over time or change dramatically for different rooms, leading to significant performance degradation. As reported in [58], deploying the pre-trained model to a new environment has resulted in a drop of accuracy from 94.5% to around 50%. Similar performance losses have been reported in other systems, see, e.g., [59].

In this dissertation, we present our proposed solutions for RF based presence detection:

1. a WiFi CSI based presence detection system consisting of pre-processing for data representation, a convolutional neural network (CNN) for motion detection, and post-processing for the eventual presence detection.
The proposed parallel CNN architecture separates CSI magnitude and phase in the learning system. This is much more robust than stacking up real and imaginary components as it allows for different pre-processing of CSI magnitude and phase. This is crucial in exploiting motion induced CSI variation in the presence of various channel and hardware impairments. We note that while many existing approaches completely discard CSI phase due to inherent impediments such as carrier frequency offset (CFO) and sampling time offset (STO) [28–31, 54, 60], a more promising way to exploit information from CSI phase is to exploit spatial diversity at the receiver and compute phase difference across receive antennas as CFO and STO are common to all receive antennas [22, 27, 46, 56].

Pre-processing of CSI estimate is carefully designed where spatial, temporal, and frequency domain information is exploited in a holistic manner. The pre-processing takes into consideration how human movement affects CSI while insulating against unintended distortion in RF circuitry (e.g., CFO/STO). Fourier transform is used to localize important motion-induced features in the constructed image, making it more amenable for presence detection as CNN builds its ability for discriminating data through local features (i.e., small kernel size).

2. a one-class SVM based learning approach whose training data consist of CSIs collected in human free environment only.

In this part, we aim at addressing one major challenge for existing RF based presence detection approaches. Their training process involves significant human intervention. Tedious labelling process is often required (e.g., with the assistance of cameras or manual segmentation) for training data collection [59, 61]. Alternatively, continuous human motion has to be introduced throughout the measurement period for human presence data [26, 27, 31, 58, 62]. The problem becomes even more severe for the neural network based model due to its need of a large amount of samples from both
labels.

To simplify the data collection process, support vector data description (SVDD), a special case of one-class SVM, is adopted to construct a compact description of human free data. During test period, any measurements that fall outside of the sphere in the feature space will be considered an outlier, hence classified as motion samples.

3. a two-stage approach whose human presence data are collected when humans are performing their daily activities without introducing any intentional motion behaviours.

Without any information about human motions, high sensitivity to human presence can only be achieved by the SVDD based model at the sacrifice of reliability in human absent environment. It is feasible that training with some samples from motions as described in [63] can potentially improve the performance. However, collection as well as selection of such motion samples involve human intervention. A much simpler, and more desirable, way is to collect human presence data with human subjects performing daily activities in the environment without deliberately introducing continuous motion.

However, this simple data collection scheme for RF based sensing can lead to significant performance degradation for learning systems designed under the typical supervised learning framework. This is due to the sample contamination in the human presence data: human presence data include measurement periods when the occupants may be completely or nearly still and the corresponding RF signals are nearly indistinguishable from human absent data. When training is done using the contaminated samples, the trained motion classifier will have significantly elevated false positive.

We thus propose a two-stage approach to address sample contamination in the training data. First, human free data are used to help remove static measurement in human presence data using SVDD. The subsequent training data are used to train a two-class
support vector classifier (SVC) for motion detection. SVC is used in lieu of CNN in [62] since two-class SVC is much less sensitive to residual sample contamination compared with CNN and requires far few training samples.

An important contribution of our work in RF based presence detection is extensive test implemented using commercial off-the-shelf (COTS) WiFi devices. Assuming that humans are not completely still for an extended period of time, our CNN based presence detection system compares much more favorably against that of commercial PIR sensors. Comparison with existing RF based human presence detection also demonstrates its robustness in performance, especially when deployed in a completely new environment. Via extended periods of test, we also demonstrate that the later proposed approaches which are based on SVM provides a viable and promising alternative for presence detection due to the simplified training process.

1.4 Summary of Contributions

Our main contributions for this dissertation are listed below.

- We design an adaptive MIMO system for airborne communications which incorporates temporal and spatial spreading into the classical D-BLAST architecture to combat antenna blockage and the presence of interference. The adaptation at the transmitter is driven by a low rate feedback scheme and helps the system to maintain robust connectivity under various channel impairments.

- A fully functioning MIMO system integrating the designed components is developed using USRP and GNU Radio. Experiment results validate the effectiveness of the proposed system in handling antenna blockage and interference.

- We propose a passive WiFi sensing system for indoor presence detection. A CNN with parallel architecture is utilized to exploit presence information from both CSI
magnitude and CSI phase along temporal, frequency and spatial dimensions.

- Pre-processing of CSI estimate is designed to maintain human induced variations effectively while mitigating other unintended fluctuations. Post-processing using the CNN output is designed to give reliable presence detection from instantaneous motion detection outputs according to desired time resolution.

- Extensive experiments using off-the-shelf WiFi devices are conducted to show that the proposed CNN based system achieves reliable presence detection result and is robust against variations in the wireless environment. Comparison studies further demonstrate its performance advantage over PIR sensors and other RF based solutions.

- We develop a two-staged approach whose human presence data for training are collected when humans are performing their daily activities. The proposed model employs SVDD in the first stage followed by a two-class SVC in the second stage to address sample contamination introduced by stationary human measurements.

1.5 Organization

The rest of the dissertation is organized as follows. In Chapter 2, we present our designed components for addressing challenges when incorporating MIMO technology into airborne communication environment. Details of the experimental MIMO system and the transmission performance under different test scenarios are also given in this chapter. Chapter 3 and Chapter 4 describe our work in harvesting RF signals for presence detection. In Chapter 3, the design of the sensing system including pre-processing, the proposed CNN architecture, and post-processing is described in details. Extensive experiment studies are presented to analyze the performance of the proposed system. Chapter 4 presents our efforts in simplifying the training process for presence detection: two SVM based models are proposed.
which do not require introducing continuous human motions throughout the measurement period. Chapter 5 concludes the dissertation by summarizing the efforts and results with some pointers to future work.

1.6 Notation

Throughout the dissertation, we adopt the following notations. Scalars are denoted by either lower or upper case letters, e.g., \( a \) and \( A \). Column vectors and matrices are denoted by lower and upper case bold letters, e.g., \( \mathbf{a} \) and \( \mathbf{A} \). The \( i \)-th entry of a vector \( \mathbf{a} \), the \((i,j)\)-th entry of \( \mathbf{A} \), and the \((i,j,k)\)-th entry of a 3-D array \( \mathbf{A} \) are denoted by \( a_i \), \( A_{i,j} \), and \( A_{i,j,k} \), respectively. \( \mathbf{A}_{:,k} \) and \( \mathbf{A}_{k,:) \) are used to denote the \( k \)-th column and the \( k \)-th row of \( \mathbf{A} \). Similarly, \( \mathbf{A}_{i,:,k} \) represents the 2-D matrix at depth \( k \) of the 3-D array \( \mathbf{A} \). \( \mathcal{F} \) denotes the discrete Fourier transform (DFT) hence \( \mathcal{F}^{-1} \) the inverse DFT. \(|A|\) and \( \angle A \) denote magnitude and phase of a complex number \( A \).
CHAPTER 2
VARIATE RATE MIMO FOR ROBUST AERIAL COMMUNICATION

This chapter describes a MIMO transceiver architecture to enable robust and high throughput connectivity for RF communications involving airborne platforms. We are particularly interested in addressing three challenges in airborne MIMO communications: antenna blockage, the presence of interference, and the lack of CSI at the transmitter. Built on D-BLAST MIMO architecture, the proposed system incorporates three major components: spatial spreading to handle antenna blockage, temporal spreading to boost signal to interference and noise ratio (SINR) at the presence of interference and a low rate feedback to drive adaptation at the transmitter. Experimental studies using a developed $4 \times 4$ MIMO system are presented to understand the performance of the proposed transceiver architecture under various channel impairments.

2.1 Airborne MIMO System Model

Consider a MIMO system with $n_t$ transmit and $n_r$ receive antennas. We model a narrowband channel by an $n_r \times n_t$ channel matrix $H$. Thus the received baseband samples $y$ can
be expressed as

\[ y = Hx + w \]  (2.1)

where \( x \in \mathbb{C}^{n_t} \) is the \( n_t \times 1 \) transmit signal vector, \( y \in \mathbb{C}^{n_r} \) is the \( n_r \times 1 \) receive signal vector, and \( w \sim \mathcal{C}\mathcal{N}(0, N_0I_{n_r}) \) is the additive white Gaussian noise vector, respectively.

In the absence of CSI (i.e., knowledge of \( H \) at the transmitter), the D-BLAST architecture rotates independent data streams across the transmit antennas, thus effectively averaging out disparate channel states across transmit antenna elements without the need for complete CSI. The D-BLAST architecture, together with successive interference cancellation is known to be optimal in terms of outage capacity \[2\].

We now describe the two major channel impairments often encountered in aerial communications.

### 2.1.1 Antenna Blockage

Antenna blockage is a unique challenge in airborne MIMO communications; the existence of line-of-sight depends on the antenna orientation which are constantly moving. When a transmit or receive antenna element is completely out of sight, the lack of scattering in an aerial environment often renders the element in effective outage as there may not exist any secondary paths.

Antenna blockage manifests itself in a rank deficient channel matrix. Specifically, if transmit antenna \( i \) is in outage, the \( i \)th column of the channel matrix \( H \) is effectively \( 0 \). Likewise, if receiver antenna \( j \) is in outage, the \( j \)th row of the channel matrix \( H \) is an all zero vector. This is illustrated in Eq. \[2.2\].

For the original D-BLAST, with transmit element outage, data streams emitted from the element in outage are completely lost. When a receive element is in outage, the receive antenna array may not have sufficient degrees of freedom to resolve independent data streams.
of the D-BLAST system. In either case, significant performance loss is expected due to the rank deficiency of the channel matrix.

$$\mathbf{H}_{n_r \times n_t} = \begin{bmatrix}
h_{1,1} & \cdots & 0 & \cdots & h_{1,n_t} \\
h_{2,1} & \cdots & 0 & \cdots & h_{2,n_t} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
h_{n_r,1} & \cdots & 0 & \cdots & h_{n_r,n_t}
\end{bmatrix} \quad (2.2)$$

2.1.2 Interference

With a single interference source, the received signal can be expressed as

$$y = \mathbf{Hx} + \mathbf{h}^I x^I + \mathbf{w} \quad (2.3)$$

where $x^I \in \mathbb{C}$ is interference signal and $\mathbf{h}^I \in \mathbb{C}^{n_r}$ represents the vector channel from the interference source to the receiver. For this interference model, sophisticated signal processing techniques can be developed to mitigate the interference. For example, if one has knowledge of the channel vector $\mathbf{h}^I$, zero-forcing or other nulling schemes can be applied. This, however, requires knowledge about the interference source which may not be available in a highly dynamic environment. Additionally, multiple interference sources may exist and the receiver array may not have the necessary degrees of freedom to null out all the interference. The presence of interference (or its residue even if pre-processing can be done to partially alleviate their effect) may lead to significant SINR degradation.
2.2 Variable Rate MIMO System Design

We describe the variable rate MIMO system intended to combat the channel impairments introduced by antenna blockage and interference. The system consists of three design components integrated into the baseline D-BLAST MIMO system: spatial spreading to counter antenna blockage; temporal spreading to mitigate SINR degradation due to interference; and a low rate feedback to facilitate transceiver adaptation, driven by operating conditions. We describe the three components in details below.

1. Spatial spreading.

In the absence of transmit CSI, it is infeasible to use any antenna selection scheme in real time for reliable communication. Spatial spreading introduces redundancy across antenna elements, thereby maintaining connectivity even if some transmit elements are in outage. On the other hand, if some receive antenna elements are in outage, spatial spreading at the transmitter reduces the number of effective spatial data streams, ensuring that receiver has sufficient degrees of freedom to resolve independent data streams.

2. Temporal spreading.

While a myriad of signal processing techniques can be used for mitigating interference, their implementation invariably requires some knowledge of the interference source, e.g., directivity information for zero forcing. With unknown interference, proactive measures need to be taken at the transmitter to boost the effective signal to interference noise ratio (SINR) at the receiver. A simple scheme is the use of temporal spreading (i.e., introducing redundancy in time) to improve SINR at the expense of reduced spectrum efficiency.

3. Low rate feedback for adaptation.

While spatial and temporal spreading can mitigate the effect of antenna blockage and
interference, their integration in the system requires a highly adaptive scheme where the choice of spreading factors matches the operating condition. Since spreading is done at the transmitter, limited feedback is required for transceiver adaptation. A simple low rate feedback is designed whose overhead is much smaller than sending back a quantized version of the CSI.

![Diagram](image)

Fig. 1: Overview of the variable rate MIMO system

Fig. 1 summarizes the three design components. Whenever performance loss is observed at the receiver, a low rate feedback scheme is used to drive spreading factor adaptation in order to maintain connectivity. If performance degradation is due to loss of degrees of freedom (i.e., antenna blockage), spatial spreading factor will be increased. On the other hand, if the degradation is due to low SINR (e.g., the presence of interference), temporal spreading factor will be adjusted accordingly.

A high level description of the transceiver architecture of the proposed robust MIMO system is depicted in Fig. 2. At the transmitter side (Fig. 2(a)), spatial and temporal spreading is integrated in D-BLAST processing to introduce redundancy. Spreading factor adaptation is done through a low rate feedback from the receiver. At the receiver side (Fig. 2(b)), current CSI (or the condition number of the channel matrix, which serves as a proxy for
channel condition) obtained from the channel estimation block is used to determine the desired spatial spreading factor. On the other hand, detection performance (e.g., frame pass rate (FPR), computed with the help of CRC check) or estimated SINR using preambles is used to determine the temporal spreading factor. These spreading factors will be sent back to the transmitter for mode adaptation. We now describe the three components in detail. We will use a $4 \times 4$ MIMO system as an illustration throughout this section, which is consistent with the actual SDR system to be described in Section 2.3.
2.2.1 Spatial Spreading

Spatial spreading is a simple repetition scheme where identical symbols are transmitted using multiple transmit antennas. Specifically, antennas are grouped into subgroups; identical symbols are transmitted by antennas within the same subgroup. Grouping can be done strategically by antenna location to maximize diversity among groups. Spatial spreading factor (SSF) is used to determine the number of antennas in a subgroup. With a $4 \times 4$ MIMO system, there are three distinct spreading factors: 1, 2 and 4, and the transmission states corresponding to these SSFs are illustrated in Table 1. Clearly, SSF = 1 amounts to no spreading (i.e., the original D-BLAST) while SSF = 4 amounts to maximum spatial redundancy.\[^1\]

\[^1\]We note that this simple repetition is different from beamforming as the latter requires CSI that is unavailable at the transmitter.

2.2.2 Temporal Spreading

Temporal spreading is to encode independent data streams using orthogonal codes (e.g., Walsh codes) in order to boost SINR at the receiver. The scheme is simple and requires

<table>
<thead>
<tr>
<th>SSF</th>
<th>Antenna</th>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$x_1$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$x_2$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$x_3$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$x_4$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$x_1$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$x_1$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$x_3$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$x_3$</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$x_1$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$x_1$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$x_1$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$x_1$</td>
</tr>
</tbody>
</table>
no prior information on interference and is driven by the effective receiver SINR through low rate feedback. Temporal spreading factor (TSF) is used to determine the length of the spreading code (hence the level of temporal redundancy) assigned to each antenna. Table 2 describes how temporal spreading is done in the $4 \times 4$ MIMO system under different spreading factors ($1$, $2$, and $4$). Note that temporal spreading factor is not limited by the number of transmit antennas.

The introduced redundancy in the temporal domain improves the effective SINR at the expense of spectrum efficiency. By controlling the spreading factor, the system can balance efficiency and robustness without any knowledge of the interference sources.

### 2.2.3 Low Rate Feedback Enabled Adaptation

The use of spatial and temporal spreading for balancing the need for efficiency and reliability makes it possible to use an extremely low rate feedback to drive the transmission rate adaptation (i.e., selection of spreading factors). With an $n \times n$ MIMO, at most $\log_2 \lceil n \rceil + 1$ SSFs are needed, where $\lceil \cdot \rceil$ is the ceiling function, i.e., the smallest integer greater than or

<table>
<thead>
<tr>
<th>TSF</th>
<th>Antenna</th>
<th>Spreading Codes</th>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$[1]$</td>
<td>$x_1$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$[1]$</td>
<td>$x_2$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$[1]$</td>
<td>$x_3$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$[1]$</td>
<td>$x_4$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$[1, 1]$</td>
<td>$x_1, x_1$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$[1, -1]$</td>
<td>$x_2, -x_2$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$[1, 1]$</td>
<td>$x_3, x_3$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$[1, -1]$</td>
<td>$x_4, -x_4$</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$[1, 1, 1, 1]$</td>
<td>$x_1, x_1, x_1, x_1$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$[1, -1, 1, -1]$</td>
<td>$x_2, -x_2, x_2, -x_2$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$[1, 1, -1, -1]$</td>
<td>$x_3, x_3, -x_3, -x_3$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$[1, -1, -1, 1]$</td>
<td>$x_4, -x_4, -x_4, x_4$</td>
</tr>
</tbody>
</table>

Table 2: Temporal spreading under $4 \times 4$ MIMO
equal to the argument. For example, with $4 \times 4$ system, three SSFs are available: 1, 2, and 4. Thus the total number of bits required to represent those spreading factors is no greater than $\lceil \log_2(1 + \lceil \log_2 n \rceil) \rceil$.

In fact, taking into account the continuity of the operating environment, only three feedback states will be needed for spatial mode adaptation regardless of how large the antenna element number is. Specifically, depending on the channel estimate, the receiver can request that the spreading factor either stays the same, increases, or decreases; thus only two bit feedback is sufficient for spatial mode adaptation regardless of how large $n$ is. The same is true for temporal adaptation, with the difference being that the effective receive SINR (or its proxy such as BER or FPR) is used to determine the temporal spreading factor. Clearly, the required feedback is drastically reduced compared with any system that attempts to feedback quantized CSI to the transmitter.

2.3 Experiment

In this section we describe a $4 \times 4$ MIMO communication system that integrates the three design components into the D-BLAST architecture. The software radio implementation utilizes GNU Radio platform [64] (version 3.7) while over the air transmission is enabled by Universal Software Radio Peripheral (USRP) N210 [65]. USRP Hardware Driver (UHD) [66] (version 3.10) is used to facilitate data transfer between host computers and USRPs.

2.3.1 Experiment Setup

The $4 \times 4$ MIMO system consists of 8 USRP N210s, each equipped with an SBX-40 daughterboard (see Fig. 3 for the transmitter and receiver configuration). With Ettus MIMO cables, only two N210s can be connected to form a $2 \times 2$ system. To build a $4 \times 4$ MIMO using N210s, external oscillators and PPS signals are used at both the transmitter and the receiver.
Specifically, an external 10MHz oscillators from Crystek is used to provide the common
frequency reference for the four devices; a micro-controller board Arduino Leonardo gener-
ates the PPS signal to synchronize sample time across devices. The transmitter and receiver
arrays are placed on shelves at the opposite ends of a rectangular room with a dimension of
39 feet $\times$ 13 feet. The shelves are elevated high enough such that there is a strong line of
sight component between any transmit and receive antenna element pairs. Throughout this
section, the wireless channel for the MIMO experiment uses carrier frequency at 2.45GHz
and bandwidth of 675 kHz.

A high level abstraction of the transmitter and receiver is given in Fig. 2(a) and Fig. 2(b)
respectively. Various processing blocks at the transmitter and receiver are built under the
GNU Radio framework. The developed $4 \times 4$ MIMO system operates autonomously when
various channel impairments are introduced; a fully functioning feedback mechanism is
used to drive the needed adaptation. In addition to spatial and temporal spreading factor
adaptation, we have also incorporated modulation adaptation as used in almost all existing
wireless systems. Four levels of modulation are incorporated in the system: BPSK, QPSK,
8PSK, and 16QAM. Along with spatial and temporal spreading, these modulations provide
even more granularity in balancing the need for spectrum efficiency and robustness$^2$.

In the following, we describe how the system adapts to various channel conditions and
the corresponding communication performance at the receiver. We first examine the bit
error rate performance corresponding to various spatial spreading factors under the impair-
ment of antenna blockage with a static radio. Specifically, we repeat the same antenna
blockage scenarios for different but fixed spatial spreading factors and examine the corre-
sponding bit error rate performance. The BER difference provides a meaningful guidance
on how spatial spreading affects receiver performance when operating condition varies.

$^2$While coding rate adaptation can also be built into the system, we elect to use a fixed error correction
code - BCH(439, 511) code - for simplicity of implementation.
2.3.2 Bit Error Rates of Different Spreading Factors Under Antenna Blockage

We now examine bit error performance of a MIMO communication system with different but fixed spreading factors under varying antenna blockage scenarios. We emulate antenna blockage by controlling the gain parameters of the software radios that are used to implement the $4 \times 4$ MIMO system. The test environment as described in the previous section is otherwise a static one with stationary scatters. With blocked antenna elements, $H$ becomes
close to rank deficient and the largest singular value becomes increasingly dominant.

We define the following quantity as a measure of how ill-conditioned the channel matrix is:

$$P(H) = \frac{\sigma_1(H)}{\sum_{i=1}^{4} \sigma_i(H)}$$

(2.4)

where $\sigma_i(H)$ for $1 \leq i \leq 4$ are the singular values of $H$ in decreasing order. Thus $P(H)$ measures the concentration of the channel energy in the dominant eigen channel. The larger it is, the more ill-conditioned the channel matrix becomes. Notice that in this experiment we do not use condition number since it becomes effectively infinity when one or more antennas are taken off-line. Thus the condition number can not distinguish between the cases when either one or two or three antennas are taken off-line.

The experiment starts with no blockage (all antenna elements have equal gains and signal amplitudes). In subsequent phases, antenna gains and signal amplitudes of certain transmit/receive antennas are deliberately controlled such that $P(H)$ gradually increases to its maximum value 1 (i.e., the channel matrix becomes a rank one matrix). Fig. 5(a) and Fig. 5(b) summarize the performance of three SSFs when antenna blockage happens at the transmitter and receiver respectively. Clearly, spatial spreading helps maintain system connectivity in the presence of antenna outage due to blockage. If we group the antennas strategically according to their relative locations, SSF = 2 can provide reasonable performance when up to two antennas are off-line. At the extreme case, with SSF = 4, while throughput is compromised because of high spatial domain redundancy, connectivity is maintained throughout the communication process despite the lack of knowledge of the exact antenna outage at the transmitter and receiver.

2.3.3 A Fully Adaptive System for Video Streaming

We now examine the performance of the overall system through a comprehensive experiment with video streaming and under various channel impairments. The channel impai-
ments are designed to emulate conditions encountered in an aerial communications link. The received signals are then parsed off-line to obtain various performance metrics to fully understand the behavior of the developed MIMO system. For video streaming, the laptop that controls the transmitter (at the right in Fig. 4) uses FFmpeg tool \[67\] to break down the video file into UDP packets, which are transmitted using the $4 \times 4$ MIMO system. At the receiver (left in Fig. 4), the delivered UDP packets are decoded and displayed using the media player (FFplay tool \[67\]). Thus the transmission state is represented by the triple (SSF, TSF, Mod) which denote respectively spatial spreading factor $SSF \in \{1, 2, 4\}$, temporal spreading factor $TSF \in \{1, 2, 4\}$, and modulation index $Mod \in \{0, 1, 2, 3\}$ corresponding to BPSK, QPSK, 8PSK, and 16QAM respectively (c.f. Table 3).

**Impact of Ill-conditioned Channels**

In this section, we describe the video streaming experiment in the presence of antenna blockage. Again, antenna blockage is done through deliberately altering the transmit power of various antenna elements, including taking them completely offline, thus emulating the situation when some antennas may experience partial or complete blockage.

For this section, we use the condition number $\kappa(H)$ of the estimated channel matrix as a proxy for channel conditions: a small (close to 1) condition number suggests a full-rank channel matrix environment while a large condition number indicates an ill-conditioned channel that is close to rank deficient. The reason that condition number can be used here is because the experiment is controlled in a way that at most one antenna may be taken completely off-line. The experiment is conducted in a single run that lasts about three minutes and consists of five different stages. Each stage corresponds to a different channel condition by altering the transmit power to emulate different level of antenna blockage.

For the receiver performance, we use frame pass rate (FPR) to track the reception performance. While frame duration is fixed, each frame may contain different numbers of UDP packets since modulation order and spreading factors are varying (adapting) depend-
ing on the operation condition. FPR directly correlates to the video streaming performance as dropped frames will cause video to freeze or pixelate.

Table 3: Adaptation of (SSF, TSF, Mod) over five stages

<table>
<thead>
<tr>
<th>stage</th>
<th>adaptation</th>
<th>$\kappa(H)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(1, 1, 1) \rightarrow (1, 2, 1) \rightarrow (1, 2, 2) \rightarrow (1, 2, 1)$</td>
<td>$[10, 15]$</td>
</tr>
<tr>
<td>2</td>
<td>$(1, 2, 1)$</td>
<td>$[20, 35]$</td>
</tr>
<tr>
<td>3</td>
<td>$(1, 2, 1) \rightarrow (1, 4, 1) \rightarrow (1, 4, 2) \rightarrow (1, 4, 3)$</td>
<td>$[30, 45]$</td>
</tr>
<tr>
<td>4</td>
<td>$(1, 4, 3) \rightarrow (2, 2, 3)$</td>
<td>$[1000, \infty)$</td>
</tr>
<tr>
<td>5</td>
<td>$(2, 2, 3) \rightarrow (1, 2, 3) \rightarrow (1, 4, 3)$</td>
<td>$[33, 50]$</td>
</tr>
</tbody>
</table>

Table 3 gives a summary of the adaptation corresponding to the five stages which we describe in details below.

- **Stage 1** This was the initial stage and the four USRPs had equal transmit power (amplitude=0.2, gain=20dB) in this stage. The transmitter started with both temporal spreading factor and spatial spreading factor equal to 1 and QPSK is the default modulation scheme. Since $\kappa(H)$ is much larger than 1 ($[10, 15]$), none of the frames can be decoded initially and streaming does not commence with the original setting. Temporal spreading was requested through feedback, and once TSF is increased to 2, streaming started as FPR improves to nearly 100%. As a side note, the system also attempted to move to higher order modulation, leading to a decrease of FPR to around 83%. This drove the modulation back to QPSK in subsequent frames through feedback adaptation.

- **Stage 2** At the onset of Stage 2, we manually decreased the gain at transmit antenna 1 by 10dB; this emulates the situation when partial antenna blockage occurs. However, with TSF equal to 2, the reception performance was not negatively affected thus the transmission mode stayed the same. Video streaming continued uninterrupted.
• **Stage 3** We deteriorated the channel condition further by reducing the tx gain at antenna 4 by 12dB. At the onset of this change, the quality of the streaming video was very poor which is consistent with the steep drop of the FPR at the beginning of Stage 3. The system quickly adapted to increase TSF to 4, which was reduced to effectively transmitting a single data stream. However, once its FPR moved back to 100%, modulation order was adapted from QPSK to 8PSK and then to 16QAM which compensated for the throughput loss due to the increased TSF.

• **Stage 4** This was a stage that we forced complete antenna outage. Specifically, antenna 1’s amplitude was set at 0, which effectively silenced its transmission. As seen from the table, the corresponding condition number for Stage 4 is exceedingly large, indicating a completely rank deficient channel matrix. Spatial spreading was enabled through feedback to compensate for the rank deficiency of the channel matrix. Whenever the system increases spatial spreading, it would first try to lower temporal spreading to balance the need for spectrum efficiency. In this case, it turned out reducing TSF to 2 can sustain a frame success rate close to 100%. Again, video streaming quality directly correlates with the FPR: it deteriorated initially at the beginning of Stage 4 and then recovered once the transmission adaptation was complete.

• **Stage 5** This was a stage when the outage element (antenna 1) was brought back online (i.e., end of blockage). As expected, the adaptation eventually led to the same transmission state as in stage 3 and video streaming continued uninterrupted when the transmission mode stabilized.

Fig. 6 summarizes the performance and spreading adaptation for the entire five stages through parsing of the received signal. The frame pass rate (hence video streaming quality) often suffers at the onset of a change in channel condition or the beginning of a new transmission mode. Nevertheless, the built-in adaptation always leads to the desired transmission mode for successful video streaming, demonstrating the robust connectivity in the
presence of dynamic channel impairments.

**Impact of Interference**

To emulate an interference environment, an additional USRP N210 was placed on the shelf of a side wall as shown in Fig. 7. Its distances to the transmitter and the receiver are respectively 13 feet and 26 feet.

In the experiment, the interference source is transmitting randomly generated QPSK signals. We fix the transmit power of the MIMO transmitter while gradually adjusting the transmission power of the interference source to observe how the system reacts to different interference powers (or equivalently, SINR at the receiver). Denote by $p_s$ the average receive power at a receive USRP when only the MIMO transmitter is transmitting and $p_i$ the average receive power when only the interference source is transmitting. The interference state is represented by the difference $p_s - p_i$.

**Experiment Part I**

We examine in this part how well the MIMO system with different temporal spreading factors perform in combating interference, thus feedback is disabled and the modulation scheme is fixed as QPSK throughout this experiment.

Table 4 summarizes the performance of different configurations in three interference states. We omit SSF since in the lab environment, while interference degrades SINR, no antenna blockage occurs hence no spatial spreading is needed. The first row corresponds to the state that there is no interference. The second and third rows correspond to different interference powers; both temporal spreading factors (2 and 4) give reasonable performance though 4 is clearly better than 2.

**Experiment Part II**

Upon observing the system performance with the three states separately, a single experiment run is conducted with three interference states sequentially occurring. Adaptation via feedback is enabled for this part. The results are given in Fig. 8. The SSF stayed at
throughout the experiment since no antenna blockage was detected. Also, no adaptation in the modulation scheme was observed (i.e., QPSK is always used). For the initial state (no interference), the system quickly locked into the desired TSF at 2. As the interference state transitioned into a low interference power (i.e., State 2), FPR exhibited some initial fluctuation but quickly stabilized without the need for adjusting the spreading factor. Once the interference power increased further (State 3), TSF was increased to compensate for the decreased SINR. The adaptation is consistent with the results in Table 4.

To understand the advantage of the MIMO system against interference, the same experiment was repeated for a single input single output (SISO) system. For the SISO experiment, the transmit antenna is fixed, and the four receive antennas are tested sequentially. The reception performance was quite disparate even with temporal spreading factor at the maximum value 4. Three out of the four receivers were in complete outage (i.e., could not even synchronize with the header) when the interference is present while the fourth one had reasonable performance. Clearly, with SISO, the reception is completely at the mercy of SINR as the signal and interference overlap completely. With MIMO receiver, spatial diversity provides desired immunity to interference.

Table 4: Error performance with interference

<table>
<thead>
<tr>
<th>state index</th>
<th>power diff</th>
<th>TSF</th>
<th>FPR</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N/A</td>
<td>2</td>
<td>0.9911</td>
<td>0.0003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>9dB-10dB</td>
<td>2</td>
<td>0.9188</td>
<td>0.0044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0.9995</td>
<td>0.00002</td>
</tr>
<tr>
<td>3</td>
<td>4dB-5dB</td>
<td>2</td>
<td>0.7047</td>
<td>0.0187</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0.9528</td>
<td>0.0051</td>
</tr>
</tbody>
</table>
2.4 Summary

This chapter presented a fully functioning MIMO system that integrates three design components for realizing MIMO throughput gain in airborne communication environment. Specifically, antenna blockage, the presence of interference and the lack of CSI at the transmitter are addressed through the design of an adaptive MIMO system that integrates temporal and spatial spreading into the classical D-BLAST architecture, ensuring autonomous operation under dynamically varying channel conditions. Experimental results using the developed MIMO system are presented in the presence of emulated antenna blockage and interference. The performance confirms its distinct advantage over the classical D-BLAST in maintaining persistent connectivity under various channel impairments.
Fig. 5: Performance of different SSFs under $4 \times 4$ MIMO
Fig. 6: Reception performance over five different stages of antenna blockage.

Fig. 7: Interference setup

Fig. 8: Reception performance over three stages of interference level.
CHAPTER 3
PRESENCE DETECTION USING DEEP LEARNING

This chapter presents our work in leveraging deep learning technique for achieving presence detection using RF signals. The design of the learning system aims at addressing several important challenges in passive RF sensing: how to collect data representing human presence; how to handle high-dimensional and complex CSI time series; and how to mitigate impacts on CSI from factors irrelevant to human presence. In the proposed system, pre-processing is designed to preserve variations induced by human motions. A CNN model with parallel architecture is then utilized to infer human presence from both processed CSI magnitude images and CSI phase images. Based on the assumption that humans are not still for an extended period of time, post-processing accumulates motion detection outputs from CNN and outputs final presence detection results. Extensive experiments are conducted using COTS WiFi devices and demonstrate much more favorable performance compared with that of PIR sensors.
3.1 MIMO-OFDM System Model

3.1.1 MIMO-OFDM

Consider a MIMO-OFDM system with $N_t$ transmit antennas, $N_r$ receive antennas, and $N_{sc}$ subcarriers. Each physical layer frame consists of $M$ OFDM symbol blocks. Denote by $d^p[m, i]$ the $m$-th frequency domain OFDM symbol vector in the $i$-th frame sent by the $p$-th transmit antenna. The discrete-time complex baseband signal corresponding to $d^p[m, i]$ is given by $s^p[m, i] = \mathcal{F}^{-1}(d^p[m, i])$. At the receiver, after cyclic prefix removal and applying DFT, the complex baseband sample at the $q$-th receive antenna in the frequency domain can be expressed as, for $k = 0, 1, \ldots, N_{sc} - 1$,

$$\mathbf{y}^q_k[m, i] = \sum_{p=0}^{N_t-1} \mathbf{h}^q_{k,p}[i]d^p_k[m, i] + \mathbf{v}^q_k[m, i], \quad (3.1)$$

where $\mathbf{v}^q_k[m, i]$ is the channel noise and $\mathbf{h}^q_{k,p}[i]$ the channel coefficient from the $p$-th transmit antenna to the $q$-th receive antenna on the $k$-th subcarrier, assumed to be a constant within one frame (i.e., for all $M$ OFDM blocks within the $i$-th frame). Expressed in vector form, we have

$$\mathbf{y}_k[m, i] = \mathbf{H}_k[i]\mathbf{d}_k[m, i] + \mathbf{v}_k[m, i],$$

where $\mathbf{H}[i]$ is the 3-D channel array of shape $N_{sc} \times N_r \times N_t$ corresponding to the $i$-th OFDM frame, $\mathbf{H}_{k,q,p}[i] = \mathbf{h}^q_{k,p}$, $\mathbf{d}_k[m, i] = [d^0_k[m, i], \ldots, d^{N_t-1}_k[m, i]]^T$ and $\mathbf{y}_k[m, i] = [y^0_k[m, i], \ldots, y^{N_r-1}_k[m, i]]^T$.

3.1.2 Effect of Human Motion on MIMO-OFDM Channel

Human motion leads to CSI variation in both the frequency (across subcarriers) and temporal (across frames) domains. The presence and movement of humans introduce new paths whose delays are affected by human locations, leading to change in path delay profile,
hence the change in channel frequency response. Human movement also induces temporal CSI variation as signals may add in-phase or out-of-phase at the receiver depending on the locations of humans. An alternative interpretation is the increase of Doppler spread due to human movement in an otherwise static environment, leading to time-selective channel fading \[68\]. An example using real WiFi measurement of the variation of \(|H_{k,q,p}[i]|\) over frame index \(i\) with and without human movement for fixed \(q\) and \(p\) is shown in Fig. \[9\] for four evenly spaced subcarriers. Clearly, with movement, channel variation both in frequency (across subcarriers) and in time (along the horizontal axis) increases.

The effect of human movement on the CSI in the spatial dimension is more subtle. The human motion induced CSI variation in the temporal and frequency domains applies to every transmit-receive antenna pair. The fact that multiple transceiver pairs (\(a.k.a\), spatial diversity) exist in the MIMO-OFDM system should be exploited for enhanced sensing performance. CNN is a natural choice for exploiting such spatial diversity by mapping temporal-frequency CSI corresponding to each transceiver pair to a layer ('channel') in a CNN architecture, much like the way colored images are processed in a CNN where RGB pixels serve as separate channels.

Multiple antennas at WiFi transceivers are also exploited in this paper to make the phase information of CSI estimate much more useful for presence detection. As WiFi devices use a single oscillator for RF circuitry corresponding to different antennas, the CFO, if present, is common to all inputs at different receive antennas. Similarly, sampling is driven by a single clock, hence STO is also identical for all inputs at different receive antennas. Thus instead of using the raw CSI phase measurement, one can use phase differences between receive antennas to remove phase variation due to CFO and STO. While such processing has no effect on digital communication performance (e.g., it does not correct residual CFO/STO for each receive chain for symbol detection), it cleans up the phase information when phase variation due to human movement is of interest. An example of phase differences is given in Fig. \[10\] with \(N_r = 3\) where the CSI phase from the first antenna serves as
a reference. Clearly, phase differences stay relatively stable in a human-free environment whereas human motion introduces significant fluctuation to the relative phases across three receive antennas. Fig. 10(b).

Fig. 9: CSI magnitude variation over time for four evenly spaced subcarriers.

Fig. 10: CSI phase difference between antennas variation over time

Figs. 9 and 10 indicate that both magnitude and phase of estimated CSI contain rich information about human motion. While in theory, deep learning trained using labeled data appears to be a straightforward exercise, the challenge is that for presence detection, there is no clearly defined human motion that one tries to detect. As such, collecting labeled training data with human presence needs to be carefully addressed along with the design of
the learning system for presence detection.

### 3.2 CNN Based Detection System Design

A high level description of the proposed system is depicted in Fig. 11. Consecutive CSIs are first arranged into CSI magnitude and phase images. They are processed separately and fed into the CNN learning block comprised of two parallel CNNs - one for magnitude images and the other for phase images - followed by fully connected layers (c.f. Fig. 12 and Section 3.2.2). The post-processing block accumulates the instantaneous detection results provided by the CNN and output the final presence detection depending on required time resolution.

![Fig. 11: Flowgraph of the CNN based detection system](image1)

![Fig. 12: Architecture of the proposed CNN](image2)
3.2.1 Input Pre-processing

Recall that $H[i]$ is an $N_{sc} \times N_r \times N_t$ array consisting of MIMO channel matrices across all subcarriers for the $i$-th frame. Instantaneous motion detection is based on $H[i]$ collected over $I$ consecutive frames, denoted as $H[0], \ldots, H[I - 1]$. Here we assume without loss of generality (WLOG) the first CSI array has frame index 0. For each $H[i]$, we select $N_f$ evenly spaced subcarriers out of $N_{sc}$ subcarriers, resulting in $\tilde{H}[i]$ with size $N_f \times N_r \times N_t$. Down selection of subcarriers significantly reduces the data dimension yet does not have any negative effect in sensing performance. This is because the carrier spacing in WiFi signals (312.5kHz) is much smaller than the coherent bandwidth in a typical indoor (i.e. low mobility) environment, thus the behaviors of subcarriers that are immediate neighbors closely track each other with or without human motion. The resulting $\tilde{H}[i]$ are subsequently stacked up along the temporal domain to form a 4-D array $X$ of size $I \times N_f \times N_r \times N_t$. The magnitude and phase information are then extracted from $X$ prior to independent pre-processing.

CSI magnitude

We reshape the 4-D array $|X|$ into a 3-D array by combining the last two spatial dimensions, i.e., channel matrix for each subcarrier is flattened into a 1-D array. The obtained array, denoted by $X^{abs}$ is of size $I \times N_f \times (N_r N_t)$.

Pre-processing $X^{abs}$ involves normalization and transformation. Normalization is done to remove dependence of the absolute CSI magnitude on various environment parameters that are irrelevant to presence detection. For example, the dynamic range of $X^{abs}$ is highly dependent on the distance between the transmitter and receiver and the existence of line of sight transmission. While various normalization methods can be used, we find through extensive experiments the following offers the most robust performance: for $i = 0, \ldots, I - 1$, 

\[
\tilde{X}_{i,:,:,i}^{\text{abs}} = \frac{X_{i,:,:,i}^{\text{abs}}}{X_{0,:,:,i}^{\text{abs}}}
\]

(3.2)

where \(./\) denotes element-wise division. Note that \(i\) indexes OFDM frame, thus the normalization is done with respect to the first OFDM frame within the \(I\) frames contained in \(X^{\text{abs}}\).

Subsequently, a 2-D DFT is applied to \(\tilde{X}_{i,:,:,j}^{\text{abs}}\) along the temporal (frame) and frequency (subcarrier) dimensions, resulting in the output array for each transceiver antenna pair:

\[
\tilde{X}_{i,:,:,j}^{\text{abs-fft}} = \mathcal{F}\left(\tilde{X}_{i,:,:,j}^{\text{abs}}\right).
\]

Here the DFT output is properly shifted so that zero frequency is at the center of the array.

The use of 2-D DFT serves two purposes. First, human motion induced temporal variation of CSI is continuous in nature. As such, it results in dispersion in the lower frequency region along the temporal dimension. This is in contrast to hardware impairment and channel estimation error when sudden change of CSI may be observed irrespective of human presence. Therefore, high frequency change can be removed by simple cropping of the DFT output along the temporal dimension around zero frequency:

\[
\tilde{X}_{i,:,:,i}^{\text{abs-fft-crop}} = \left|\tilde{X}_{i,:,:,j}^{\text{abs-fft}}\right|_{2T+i,:,:,i},
\]

(3.3)

where \(i = 0, \ldots, T - 1\), and \(T\) is the cropping window size. Here we assume WLOG that both \(I\) and \(T\) are even numbers. Cropping also significantly reduces the image size, leading to faster learning and reduced storage requirement. This makes the learning suitable to be implemented on edge devices instead of having to resort to cloud services. Note that further reduction of image size can be achieved by utilizing the conjugate symmetry of the 2-D FFT due to the fact that input to the FFT is real-valued (i.e., magnitude of CSI arrays).

Another reason of using 2-D DFT is its ability to localize motion related CSI variation.
While temporal variation in $\tilde{X}_{\text{abs}}^{\text{fft}}$ is exhibited for the entire $I$ frames, 2-D DFT concentrates such variation into the low frequency region. This is particularly suitable for CNN given its ability to build discriminating ability on local features. Figs. 13(a) and 13(b) provide a sample of $|\tilde{X}_{\text{abs}}^{\text{fft}}|$ collected in the same room without and with human motions. One can see that, in the temporal dimension, the 2-D DFT using data collected in an empty room is dominated by the DC component. With human movement, there is clearly dispersion at low frequency region in the temporal (horizontal) dimension.

![Fig. 13: 2D DFT of CSI magnitude along frame and subcarrier](image)

![Fig. 14: DFT of CSI phase difference at a fixed subcarrier](image)
**CSI phase**

Even with a completely static environment, the estimated CSI phase will undergo variation (e.g., from residual CFO and STO) which may lead to abrupt changes within $(-\pi, \pi]$. This can be partially resolved by phase unwrapping which removes such abrupt changes. However, phase unwrapping does not remove phase variation introduced by any residual CFO and STO offset, but merely correct discontinuous phase jumps. Thus CSI phases are often discarded for WiFi sensing [28, 29, 31] because of this “noisy” nature.

However, a simple pre-processing that computes phase difference with respect to a reference receive antenna can largely mitigate this problem due to the fact that CFO and STO are common to all receive antennas (see Section 3.1.2). Denote by $X_{\text{phase}}$ the phase difference between $\tilde{H}_{k,q,p}[i]$ for different $q$

\[
X_{i,q-1,:}^{\text{phase}} = \angle (\tilde{H}_{:,q,:,i}/\tilde{H}_{:,0,:,i}),
\]

where $q = 1, \ldots, N_r - 1$. The last two spatial dimensions of $X_{\text{phase}}$ are then flattened into one dimension and phase is unwrapped along the time axis to remove discontinuity at boundary points $-\pi$ and $\pi$. The obtained result is denoted by $\tilde{X}_{\text{phase}} \in \mathbb{R}^{I \times N_f \times (N_r-1)N_t}$. Different from CSI magnitude, only 1-D DFT along the temporal dimension is performed...
on $\tilde{X}_{\text{phase}}$ to get $\tilde{X}_{\text{phase-fft}, k, j} = \mathcal{F}[\tilde{X}_{\text{phase}, k, j}]$ since phase unwrapping weakens relation of CSI phase across different subcarriers. An example of $\left|\tilde{X}_{\text{phase-fft}}\right|$ is given in Figs. 14 and 15 where significantly increased dispersion of the DFT output along the temporal dimension can be observed with human movement.

The following steps are similar to how we obtain $\tilde{X}_{\text{abs-fft-crop}}$, where we shift the zero frequency component to the center and crop out the high frequency components in the temporal domain, leading to the following CSI phase information

$$\tilde{X}_{\text{phase-fft-crop}}_{i, :} = \left|\tilde{X}_{\text{phase-fft}} \frac{i - T}{T} + i, : \right|,$$

where $T$ is chosen to be the same as that in (3.3).

**Image Normalization**

DFT typically results in increased dynamic range of $\tilde{X}_{\text{abs-fft-crop}}$ and $\tilde{X}_{\text{phase-fft-crop}}$. Elements with low intensity are easily overwhelmed by those with large values. The logarithmic operator $y = \log_{10}(x + 1)$ is applied to each element in both images [69] to reduce such disparity.

$$y = \log_{10}(x + 1),$$

where $x \geq 0$. The final input to the two parallel CNNs are

$$A_{\text{abs}[0]} = \log_{10}(\tilde{X}_{\text{abs-fft-crop}} + 1),$$

$$A_{\text{phase}[0]} = \log_{10}(\tilde{X}_{\text{phase-fft-crop}} + 1).$$

Here the superscript “[0]” is introduced to denote the layer index (i.e., input layer, c.f. Section 3.2.2).
3.2.2 Architecture of CNN

The architecture of the proposed CNN is shown in Fig. 12. Magnitude and phase images in (3.6) are fed into two parallel CNNs which share the same structure. The output of the two CNN’s are then concatenated and fed to the fully connected layers as specified in Fig. 12. Details about each layer are described below. Denote by $A^{[l]}$ or $a^{[l]}$ the output of the $l$-th layer depending on whether the output is a matrix or vector for the $l$-th layer. Note that the output of the $l$-th layer is the input of the $(l + 1)$-th layer.

Convolution (Conv) layer

Consider the $l$-th layer of the CNN which is a Conv layer. Assume that the input $A^{[l-1]}$ has size $(n^{[l-1]}_h, n^{[l-1]}_w, n^{[l-1]}_c)$. Denote by $K^{[l]}(u) \in \mathbb{R}^{d^{[l]}_h \times d^{[l]}_w \times d^{[l]}_c}$ for $u = 0, \ldots, U - 1$ the kernel functions of the $u$-th output channel, where $n^{[l-1]}_c = d^{[l]}_c$. In the following discussion, $d^{[l]}_c$ will be omitted if no ambiguity arises. The output of the convolution, denoted by $Z^{[l]}$, is given as

$$Z^{[l]}_{i,j,u} = \sum_{q,t,d} A^{[l-1]}_{i\cdot q, j\cdot t, d} K^{[l]}(u)_{q,t,d} + b^{[l]}_u,$$

where $b^{[l]}_u$ is the learnable bias term corresponding to $K^{[l]}(u)$. Fig. 16 shows an example of how $Z^{[l]}$ is calculated, where only one kernel with size $(2, 2)$ and stride $(1, 1)$ is applied to the input and the bias term is assumed to be zero. By applying the same kernel functions to different locations in the input, Conv layer effectively captures similar features across the input image and at the same time significantly reduce the number of parameters to be learned during the training phase. In the proposed system, kernel sizes for the Conv layers 1 and 2 are $(3, 3)$ and $(4, 4)$ respectively and 12 kernels are used for each Conv layer. Due to small image size, stride always equals to $(1, 1)$ for the proposed CNN.

Define $g^{[l]}(\cdot)$ the activation function of the $l$-th Conv layer, to be introduced later. The
output of the $l$-th Conv layer is given by

$$A^{[l]}_{i,j,u} = g^{[l]}(Z^{[l]}_{i,j,u}).$$

![Diagram of Conv layers](image)

Fig. 16: An example of Conv layers

**Pooling layer**

In CNN, each Conv layer is usually followed by a pooling layer. In each pooling layer, a pooling window scans through the input image with a pre-defined stride. At each location, the generated output is a single value for each channel. Two common pooling functions are max-pool and average-pool. In the max-pool, maximum value within the rectangular region is kept, while in the average-pool, average value is calculated. Pooling layers not only help reduce the input dimension, but also make the system more robust against variation within small regions in the image since the output only keeps the most dominant or average features. Fig. 17 contains one simple pooling layer where only average value in the window size of $(2, 2)$ is sent to the output.

In the proposed CNN, Conv layers 1 and 2 are followed by average pooling layers with pooling size $(2, 1)$ and $(3, 1)$ respectively.

**Batch normalization (Batch Norm)**

Due to the large size of training set, input data is divided into disjoint mini-batches with size $N_{mb}$. When normalization is applied, features are normalized by their mean and variance.
in the current batch. Suppose that the $l$-th layer is a Batch Norm layer. Let $a_{i}^{[l-1]}$ denote the $i$-th input sample in the current mini-batch which has $K$ features. Then the normalized samples are given by

$$
y_k^l[i] = \frac{a_{i}^{[l-1]} - \mu_{k}^{[l-1]}}{\sqrt{\left(\sigma_{k}^{[l-1]}\right)^2 + \epsilon}}, \quad (3.7)
$$

where $\epsilon$ is a small positive number, $k = 1, \ldots, K$, and

$$
\mu_{k}^{[l-1]} = \frac{1}{N_{mb}} \sum_{i=1}^{N_{mb}} a_{i}^{[l-1]},
$$

$$
\left(\sigma_{k}^{[l-1]}\right)^2 = \frac{1}{N_{mb}} \sum_{i=1}^{N_{mb}} (a_{i}^{[l-1]} - \mu_{k}^{[l-1]})^2.
$$

The output of the batch normalization layer is

$$
a_i^l = \gamma^l y_i^l + \beta^l \quad (3.8)
$$

where $i = 1, \ldots, N_{mb}$, and $\gamma^l$, $\beta^l$ are learnable parameters.

Batch Norm is added after each layer that has trainable parameter in the proposed system. By centering data, batch norm can speed up training and make the model more robust against variations in outputs of previous layers.
**Dropout layer**

Dropout is a technique used during the training phase to help prevent overfitting. When dropout is added after layer $l$, some output units of layer $l$ are muted according to predefined dropout probability. This kind of random selection forces weights assigned by layer $l + 1$ to spread out across all input neurons instead of focusing on just a small set of them. In the CNN for magnitude/phase images, a dropout layer with dropout probability 0.5 is inserted before the fully connected layer. At the same time, right after concatenation, a dropout layer is also added to make sure the neural network can learn the contribution from phase and magnitude equally.

**Fully-Connected (FC) layer**

The high-dimensional outputs of the two CNNs are first flatten into vectors, which serve as inputs to the fully-connected layers where all the input units are directly connected to the hidden neurons. Suppose that the $l$-th layer is a fully-connected layer. Denote by $z^{[l]}$ the output of the $l$-th layer before the activation function.

$$z^{[l]} = W^{[l]}a^{[l-1]} + b^{[l]},$$

where $W^{[l]}$ and $b^{[l]}$ are the weights and bias of the $l$th layer. Then the output of the $l$-th layer is given by

$$a^{[l]}_i = g^{[l]}(z^{[l]}_i).$$

Our system consists of two FC layers: a hidden layers with 32 neurons and an output layer with 2 neurons.

**Activation Function**

Activation functions are nonlinear functions added to the output of each neuron. Two activation functions are used in this paper - rectified linear unit (ReLU) and softmax. The
former is used for the hidden layer whereas the latter the output layer. The ReLU activation function, with input $x \in \mathbb{R}$, is defined to be

$$g_{\text{ReLU}}(x) = \begin{cases} x & \text{if } x > 0, \\ 0 & \text{if } x \leq 0. \end{cases}$$

Softmax is used to output (estimate) class probabilities for the classification problem. Suppose the number of class to be classified is $C$ and $x \in \mathbb{R}^C$ are the input to the softmax function. Then the output is given by

$$g_{\text{soft}}(x) = \frac{e^{x_c}}{\sum_{j=0}^{C-1} e^{x_j}},$$

where $c = 0, \ldots, C - 1$ is the class index. We note that presence detection is a binary classification problem, i.e., $C = 2$. A sigmoid function can be used instead of the softmax. However, our experiment indicates slightly more robust classification using softmax - this can perhaps be attributed to the difference in weight and bias terms between the two: softmax employs two independent sets of weight vector and biases for the two neurons whereas the sigmoid function has a single input to the neuron at the output layer. While mathematically one can show equivalence between the two with $C = 2$ by finding the corresponding parameters, learning such parameters through training may yield some performance difference.

**Loss function**

The cross-entropy is used as the loss function for the proposed CNN. Suppose there are $N_d$ CSI images. Denote by $p_{i,c}$ the probability that the $i$-th CSI image belongs to the $c$-th class predicted by the proposed CNN. Then the cross-entropy is given by

$$L_o = -\frac{1}{N_d} \sum_{i=1}^{N_d} \sum_{c=0}^{C-1} y_c[i] \log(p_{i,c}),$$  \hspace{1cm} (3.9)
where $y[i]$ is a one-hot vector corresponding to the ground truth. That is, with binary classification, $y[i]$ is length-2 vector whose non-zero entry corresponds to the true label of the $i$-th CSI. For example, $y_0[i] = 1$ and $y_1[i] = 0$ imply the true label of the $i$-th sample is 0 whereas $y_0[i] = 0$ and $y_1[i] = 1$ imply the true label of the $i$-th sample is 1.

**regularization** In addition to cross-entropy, $l_2$ regularization is used in each fully-connected layer to prevent overfitting. Thus, the overall loss function is given as

$$L = L_o + \frac{1}{2N_d} \sum_{l \in B} \lambda_l \|\mathbf{W}^{[l]}\|_F^2,$$

(3.10)

where $\| \cdot \|_F$ denotes the Frobenius norm of the matrix, $\lambda_l$ is a hyperparameter and set $B$ contains indices of all FC layers.

**Output of CNN**

The output of the CNN corresponding to the $i$-th CSI image, $\hat{y}[i]$ is given by

$$\hat{y}[i] = \arg \max_{c \in \{0, \ldots, C-1\}} p_{i,c}.$$

### 3.2.3 Post processing

The design of the post processing block is closely tied with how data collection is conducted. As alluded in the introduction, presence detection differs with detection of certain activities in that one is not looking for a certain activity pattern but rather, whether a room is being occupied or not, assuming that occupants are not completely still for extended periods of time. As such, there are two different ways of collecting training data for the occupant state: one is to collect CSI for the entire duration when occupants are present; an alternative way is to collect CSI only when occupants are moving. While in theory the former seems to be a natural choice - what we try to detect is the presence or absence of
humans in a room - doing so leads to significantly high false alarm rate regardless of how many training data are collected. The reason is quite simple: collecting training CSI data when humans are present will include many instances when humans are completely still. Such CSI samples,\textit{ albeit} scattered throughout the measurement data (i.e., not for extended period of time), are indistinguishable with that of an empty room. In essence, the training data corresponding to human present are polluted with a large number of data samples that are similar to that training data without human presence.

We elect to use training data corresponding to the CSI instances when there are detectable human movements in the room. While this leads to ‘missed detection’ corresponding to instances when the occupants are still, simple post processing can be done after the CNN block with tunable parameters such as the resolution with which the presence detection is desired. In short, the training is done so that the CNN attempts to reliably detect human motion of any kinds; complete still human presence thus is likely to be classified as the negative state. Post-processing then applies some averaging operation within a time window, whose duration corresponds to some desired time resolution, for presence detection. This is sufficient in practice since with a truly empty room, the CNN output should contain negative outputs whereas with human present, the output should have significant portion of positive outputs.

\subsection{3.3 Experiment}

This section describes the experiment setup where COTS WiFi cards are used to collect WiFi CSI in an indoor environment. Data collection is explained in detail and the presence detection result is compared to that using PIR sensors.
3.3.1 Experiment setup

Our WiFi system consists of a laptop (Thinkpad T410) as WiFi access point (AP) and a desktop (Dell OptiPlex 7010) as WiFi client. Atheros 802.11n WiFi chipset, AR9580, and Ubuntu 14.04 LTS with built-in Atheros-CSI-Tool [70] are installed on both computers. The AP sends packets at the rate of 100 pkts/s. The client records CSIs using Atheros-CSI-Tool, and the CSI sampling interval is roughly 10ms. With \( N_r = 3 \) receive antennas, \( N_t = 3 \) transmit antennas, and \( N_{sc} = 56 \) subcarriers in a 20MHz channel operating at channel 6 in the 2.45GHz band [71], each CSI instance \( \mathbf{H}[i] \) is a \( 56 \times 3 \times 3 \) complex valued array. Down-selecting to \( N_f = 14 \) evenly spaced subcarriers, the resulting \( \tilde{\mathbf{H}}[i] \) is of dimension \( 14 \times 3 \times 3 \).

The indoor environment in which both training data collection and testing are done is sketched in Fig. [18]. Three different environments are used: two labs of different size and layout and a typical two-bedroom apartment in a four-story apartment building. In the lab environment, there are multiple monitors/laptops on desks and more chairs on the floor; these are not drawn in the figure and their positions may change in different days. The transmit antennas are placed behind a laptop and the receive antenna array is surrounded by a lot of other computers as shown in Figs. [19(a)] and [19(b)]. Therefore, there is no strong line of sight component between the transmitter and the receiver. For the two-bedroom apartment, only large furniture such as beds and tables are sketched in the plot.

3.3.2 Data collection

For the image input to the CNN, we choose \( I = 128 \) consecutive CSI instances, which lasts for around 1.27s. This is chosen since one second is sufficiently long for any detectable human motion to induce temporal CSI variation. A CSI image is only used (i.e., considered a valid sample) if it satisfies the following two conditions: 1) Every entry of \( |\mathbf{X}| \) is non-zero. This is imposed to remove erroneous CSI estimate - occasionally zero entries will show up in recorded CSI series, potentially due to hardware/firmware problems. 2) The time differ-
ence between the last and the first frame lies within $1.27 \pm 0.064\text{s}$. WiFi scheduling may lead to different frame lengths hence excessively long interval between two CSI estimates. In the experiment, the cropping window size is chosen to be $T = 50$, hence $A^{\text{abs}}$ and $A^{\text{phase}}$ in (3.6) are of size $50 \times 14 \times 9$ and $50 \times 14 \times 6$ respectively.

Data collected in the human-free state is labeled 0. The training data with label 1 are collected when at least one person is walking randomly in the room. This way, training samples collected when occupants are completely still will not be used. Both human-free and motion data are collected on multiple days since the wireless channels are inherently nonstationary. This prevents CNN from being tuned to features that are irrelevant to presence detection, e.g., different CFO and STO on different days due to frequency drift. Data collection on any given day is also divided into disjoint runs which alternate between human-free and human motion. Finally, training and test data come from completely disjoint days.

The CSIs were collected during 24 days at three different locations over a period of 8
months, as summarized in Table 5. Data collected during the first three days were from Lab I, with data for the following 16 days and last 5 days from Lab II and the apartment, respectively. Notice that data from Lab II is divided into three parts due to disjoint experiment periods. Spreading out the measurement data over an extended period of time helps us to understand the sensitivity of the learned system to environmental change. There is no deliberate effort to maintain the same furniture arrangement during the measurement duration.

Table 5: Data collection

<table>
<thead>
<tr>
<th>Days</th>
<th>Location</th>
<th>Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – 3</td>
<td>Lab I</td>
<td>09/14/2019 - 09/22/2019</td>
</tr>
<tr>
<td>4 – 8</td>
<td>Lab II</td>
<td>10/20/2019 - 10/30/2019</td>
</tr>
<tr>
<td>9 – 16</td>
<td>Lab II</td>
<td>11/26/2019 - 12/06/2019</td>
</tr>
<tr>
<td>17 – 19</td>
<td>Lab II</td>
<td>12/30/2019 - 01/01/2020</td>
</tr>
<tr>
<td>20 – 24</td>
<td>Apartment</td>
<td>04/29/2020 - 05/17/2020</td>
</tr>
</tbody>
</table>

Source code and WiFi data repository can be found on github at https://github.com/bigtreeyanger/presence_detection_cnn
The proposed CNN is built under Keras with Tensorflow as backend [72]. Training and off-line testing described in Section 3.3.3 and Section 3.3.4 are performed on a Linux server (Dell PowerEdge R730) with one E5-2650 v4 CPU and 128GB of RAM. On-line detection described in Section 3.3.5 is run on the WiFi receiver (Dell desktop) with one i7-3770 CPU and 8GB of RAM.

### 3.3.3 Motion Detection

We first evaluate motion detection using the proposed CNN without post-processing, i.e., CNN is trained to classify input CSI images according their labels: 0 for human free data whereas 1 for data with someone randomly walking around.

The CNN with 55078 parameters is trained using data from days 9 – 14 in Lab II which span two weeks. The number of training data in each class is summarized in Table 6. Both labels have roughly 40000 images which correspond to 30–min data collected each day. The learned model, denoted by model I, is trained for 10 epochs, lasting for a total of 156.30 seconds. Test data are from days 1 – 5, 15 – 16 and 20 – 14; motion data collected on those days have similar motion types as the training data, i.e., they were collected when human introduced large motions such as walking, sitting down, and standing up. Test data were collected at both Lab II (i.e., same as training) and at Lab I and apartment (i.e., different from training).

**Testing in the same environment**

Model I is first tested using the remaining data collected in Lab II except days 6 – 8, 17 – 19 which will be evaluated in Section 3.3.5. There are roughly 5000 CSI images for each label per day corresponding to about half an hour measurements. The results are shown in Fig. 20. The accuracy (vertical axis) is the percentage of test samples that are correctly labelled, and this is similarly defined for all subsequent tests. The performance for both labels is quite consistent (all close to 100%) - we note that days 4 and 5 were collected
Table 6: Training set composition

<table>
<thead>
<tr>
<th>Model name</th>
<th>human free</th>
<th>human motion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>days</td>
<td>size</td>
</tr>
<tr>
<td>model I</td>
<td>9 – 14</td>
<td>39866</td>
</tr>
<tr>
<td>model II</td>
<td>3, 9 – 14</td>
<td>24642</td>
</tr>
<tr>
<td>model III</td>
<td>9 – 14</td>
<td>19617</td>
</tr>
<tr>
<td>model IV</td>
<td>8, 9 – 14</td>
<td>50753</td>
</tr>
</tbody>
</table>

one month earlier than the training data, thus lab settings, e.g., the transceiver placement and the location/number of surrounding objects were quite different. The proposed CNN is therefore quite robust to the environment changes over time.

Fig. 20: Performance of Model I in Lab II on different test days

Testing in a different environment

The performance of model I in Lab I is given in Fig. 21. Even though sensitivity to human motions remains high, there is noticeable increase in the false alarm rate. For example, the false alarm rates in day 1 and day 3 are 6.05% and 3.21% respectively. A simple remedy is to include human free data collected from Lab I in the training set. This leads to Model II in Table 6 where human free data on day 3 which comes from 30-min runs are combined with 40000 randomly chosen samples from the previous training set. From Fig. 21, the new model exhibits noticeable improvement in the first two days’ false alarm rate without introducing degradation in the human detection rate.
Model I is further evaluated using data from days 20 – 24 in a completely different and more complex apartment environment. Different from the above single-room tests, results are now categorized according to where the motions took place. Specifically, human motions can happen in four different rooms: living room, kitchen, bedroom I and bedroom II. The accuracy given in Fig. 22 is averaged over all the test days. Without any data from the unseen environment, the model still has high detection rates (close to 100%) in three rooms except the kitchen (95.6%) while at the same time has a low false alarm rate (0.04%). Notice that bedroom II has two walls between the transmitter and receiver, indicating that the model has good through the wall detection capability. To further improve the sensitivity in the kitchen, only data for motions in the kitchen from days 20 and 22 are added to the training (day 21 does not have motion data collected) This portion of data comes from runs lasting for 10 minunites each day. The Model III given in Table 6 is trained using the new data together with 40000 randomly chosen samples from the previous training set collected in the lab environment. The average accuracy for motions in the kitchen excluding days 20 – 22 improved from 95.55% to 99.36% with no noticeable performance changes for other rooms in the apartment.

Mixed state test run

As we have mentioned in the data collection part, on each day, the experiment was divided into multiple runs. Up till now, for both training and test data, they come from runs that
entirely correspond to either an empty room or human movements. That is, data from one run is labeled all as 0 or 1. To further rule out the possibility that the proposed system classifies data by the similarity of the hardware status, we conduct some more runs, called mixture runs, on some test days for validation purpose only. Each test run lasts 5 minutes and is divided into five one-minute intervals. Measurement is done carefully such that each interval has the same state. Detection results of mixture runs on day 1, 3, 4, and 16 are given in Fig. 23. We set the CSI step size to be 23, thus each one-minute interval contains around 260 images. Instead of using predicted labels, motion probability, $p_{i,1}$ in (3.9), of each image is used to give a more refined detection performance. From Fig. 23, the model can successfully track state change in a single run.

### 3.3.4 Performance Comparison

In this section, we compare the performance of the proposed CNN (Model I) with two recently proposed WiFi based motion detection systems with similar experimental setup: the PADS [27] and R-TTWD [31] systems. PADS leverages the temporal correlation matrix of both CSI amplitudes and phase differences across antenna elements. The first few largest eigenvalues of correlation matrices are adopted as features. R-TTWD exploits CSI amplitude correlation in the frequency domain (i.e., across different subcarriers). To increase detection of moving humans at different side of a wall, R-TTWD proposes to evaluate means of first-order difference of the first few eigenvectors. Both PADS and R-TTWD use
Support Vector Machine (SVM) [73] after feature extraction to find the decision boundary in the feature space for presence detection.

For a fair comparison, the same input CSIs are given to three systems with the only difference in the number of subcarriers $N_f$. PADS and R-TTWD use 28 evenly spaced subcarriers instead of 14 in the proposed CNN to maintain the desired frequency resolution (both systems use all 30 subcarriers extracted from off-the-shelf NIC, Intel 5300, in the original papers). Besides, all the pre-processing steps are conducted as described in [27, 31].

The average accuracy of the three systems under four different test scenarios are shown in Fig. 24 with test data from days listed in the parentheses of the horizontal axis. In Lab II, i.e., the same environment as the training data, our model and R-TTWD give comparable result. However, when tested in Lab I, R-TTWD has considerably higher false alarm rate compared with CNN. Performance deteriorates even further in the apartment for R-TTWD as its miss detection rate increases dramatically. For the PADS system, even though its false
alarm rate remains consistently low (Fig. 24(a)), its motion detection suffers significantly with environment change (Fig. 24(b)).

Clearly, compared to both PADS and R-TTWD systems, the proposed learning system performs consistently better and exhibits much more robust performance when tested in a completely new environment.

![Graph showing comparison](image)

**Fig. 24: Comparison with PADS and R-TTWD**

### 3.3.5 Presence Detection

Before presenting our presence detection results conducted in Lab II, let us first examine how the CNN trained with walking data performs when more subtle human motion is used for testing. These data are collected on days 6 – 8 in Lab II with various small scale motion (turning in chairs, arm waving, etc.). The results are summarized in Table 7. Clearly, with training data coming from exclusively random walking for label 1, the CNN can still reliably detect other motion types.
Table 7: Test accuracy for small scale motion

<table>
<thead>
<tr>
<th>Days</th>
<th>human free</th>
<th>human motion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>size</td>
<td>model I</td>
</tr>
<tr>
<td>6</td>
<td>5396</td>
<td>100%</td>
</tr>
<tr>
<td>7</td>
<td>5447</td>
<td>100%</td>
</tr>
<tr>
<td>8</td>
<td>10887</td>
<td>99.98%</td>
</tr>
</tbody>
</table>

The actual model used for presence detection (model IV in Table 6) is obtained by further augmenting training data with label 0 data (i.e., human free) collected on day 8. This is done since the output motion probabilities of human-free data collected on day 8 are closer to 0.5 than other days. Thus adding these data for CNN training provides more sample diversity. Model IV is then deployed at the WiFi receiver, along with post-processing, for real-time presence detection.

As a comparison study, presence detection is conducted concurrently using a PIR sensor. We chose Honeywell DT8035 [74], a leading edge PIR sensor with a coverage range of 40ft × 56ft (our lab dimension is 13ft × 39ft). A camera is used in the lab to provide ground truth. The PIR sensor is mounted on the shelf at one side of the room at a height of 6.8ft (see Fig. 19(c)). Note that DT8035 also has a microwave sensor which was disabled for this experiment. Throughout the experiment, human activities are restricted to the left side of the room (left of the red dash line in Fig. 18b) to avoid blind spot of the PIR sensor as its coverage is in a conical shape.

The post-processing is an averaging process on the motion detection outputs of the CNN. Each new CSI instance is used to construct CSI images with the previous 127 CSI estimates, i.e., a sliding window with step size one is applied to the CSI series. This results in a CNN output at a rate of about one per 10ms. Presence detection output occurs every second. Each second is divided into five subintervals, each of duration 200ms. For each subinterval, a positive motion detection occurs when at least 10 CSI images have output label 1. A positive detection is declared for the one second period if at least three out of the
five subintervals have positive motion detection. Finally, given that the PIR sensor outputs its detection result between 2 to 5 times each second, we choose the detection resolution to be 1 second for both WiFi and PIR: a presence is detected for each second if there is at least one positive detection within the one second period for PIR.

**False positive test**

The test is done over a 3 day period (days 17 – 19 from 12/30/2019 to 01/01/2020), when Lab II is empty. Results shown in Table 8 are the numbers of one-second intervals in which presence is detected by CNN and PIR sensor. To avoid interruption to normal lab activities, a single test run on certain days can not last for very long. For example, on day 17, the entire test is broken into three periods, with the shortest one lasting for 20 minute during lunch break. The entire test lasts for about 46.5 hours, the proposed system only report false positive four times, yielding a false alarm rate $2.4 \times 10^{-5}$. The PIR sensor has zero false alarm rate and the results are comparable given that isolated one second positive can be easily ruled out for occupancy detection.

<table>
<thead>
<tr>
<th>Table 8: False alarm counts (in seconds) in an empty room</th>
</tr>
</thead>
<tbody>
<tr>
<td>day</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>19</td>
</tr>
</tbody>
</table>

**Sensitivity test**

This part evaluates the sensitivity of the system to human presence. The experiments are done when people go about with their daily activities in the lab without introducing inten-
Fig. 25: Comparison with PIR sensor

tional motions. In most of the time, occupants would just sit in front of their computers and occasionally engaged in normal conversations. Five tests are done in days 17 and 18. Duration of each test and presence counts reported by CNN and PIR are summarized in Table 9. Fig. 25 shows detection results of 3 tests done in day 18. All tests were done with at least one person present in the lab from the beginning to the end except test 1 on day 18 as in Figs. 25(a) and 25(b) when the lab is empty for the first 20 minutes. Human activities detected by CNN but not by PIR are marked using red rectangular boxes in Fig. 25. Notice that we only highlight parts when there is not a single positive detection output from PIR sensor for the entire duration of the box. For example, at around 1200s in Figs. 25(a) and 25(b), CNN can detect much longer human presence than the PIR sensor but is not marked
Table 9: Presence counts (in seconds)

<table>
<thead>
<tr>
<th>day</th>
<th>test index</th>
<th>duration</th>
<th>CNN</th>
<th>PIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>1</td>
<td>1800s</td>
<td>212s</td>
<td>119s</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1800s</td>
<td>76s</td>
<td>26s</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>2340s</td>
<td>117s</td>
<td>48s</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1800s</td>
<td>19s</td>
<td>11s</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1800s</td>
<td>68s</td>
<td>41s</td>
</tr>
</tbody>
</table>

in the figure for clarity of presentation. To compare the sensitivity of two systems more accurately, we summarize presence counts in Table 9. Each count corresponds to a positive detection for a one second period during the entire test run. WiFi sensing consistently outperforms PIR in all runs. By cross reference with video recordings, we find that the presence detected in the highlighted ranges (i.e., those detected by WiFi but not by PIR) in Fig. 25 is associated with subtle human movement, such as stretching while sitting, adjusting sitting postures and conversing with each other without excessive movement. These subtle movements are often missed by PIR but can be easily picked up by WiFi sensing. We emphasize again that model IV is trained with only random walking for label 1 data, i.e., no small scale motion is included.

It is worth noting that there are still movements missed by both WiFi sensing and PIR. The most important example is when occupants are typing on keyboards but otherwise remain completely still. Such movement appears to be too subtle to be detected by even WiFi sensing. A possible remedy is to deliberately add those keyboard typing measurement data to the motion training set yet it is likely to increase the false alarm rate given the subtlety of such movements.
3.3.6 Discussions

We discuss in this section the impact of various design parameters on the WiFi sensing performance.

**CSI sampling interval**

The CSI sampling interval is set at 10ms in all the experiments reported above. Retraining model I under two more sampling intervals, 20ms and 40ms, slight degradation occurs for motion detection but with negligible effect on the presence detection with properly designed post-processing, provided that training and testing are done in the same lab space. With training and testing done at different labs, slower sampling rate leads to noticeable performance loss.

**Pre-processing**

An important pre-processing step in the proposed system is applying 2-D DFT and 1-D DFT to CSI magnitude images and CSI phase images respectively. We now compare the performance with one that does not use DFT for pre-processing. The CNN architecture for inputs without DFT is modified to achieve best training and test performance to guarantee a fair comparison. In particular, without DFT, the kernel size of the first convolutional layer is changed from (3, 3) to (5, 3) and the pooling size of the following pooling layers is changed from (2, 1) to (4, 1) and (3, 1) to (4, 1) respectively. This small adjustment leads to noticeable improvement in false alarm rate while maintaining similar sensitivity in test set compared with the one used for input with DFT. The motivation of increased kernel size to due to the fact that DFT pre-processing localizes CSI dispersion into low frequency region, hence allows the use of significantly smaller kernel size. In the absence of DFT, large kernel size helps capture such channel dispersion due to human motion.

As in Section 3.3.4 models with and without DFT are evaluated under 4 test scenarios whose results are given in Fig. 26. Apartment test only reports motions in the kitchen
area as performance in other three locations are similar to the lab environment. In each test scenario, the first two bars correspond to models trained with the same training set as model I, while the last two bars for Lab I and apartment show results after retraining as described in Section 3.3.3. In Lab II, both models give comparable results for motion detection, while CNN with DFT has lowest false alarm rate (1.5% lower false alarm rate in Lab II (day 15-16)). When tested in Lab I, both models have noticeable degradation in false alarm performance. With retraining using human free data from day 3, the CNN with DFT has significantly lower false alarm rate while the CNN without DFT does not have any improvement. For the kitchen area in the apartment, both models give higher false negatives than the lab environment. The simple retraining method does not help CNN without DFT since it increases the motion sensitivity in the kitchen at the expense of further elevating false positive in a human free environment (false alarm rate rises by 10.9%). With DFT, however, learning becomes more immune to CSI features not attributed to human motions, leading to noticeable improvement in performance when retrained with additional data.

Fig. 26: Pre-processing comparison
**Input**

The proposed system harvests presence information from CSI magnitude and phase in an explicit manner. In this part, we investigate the impact of different inputs on detection performance: a) CSI magnitude only; b) CSI phase only; c) complex CSI input without explicit decomposing into magnitude and phase. For c), we combine the last two spatial dimensions of the 4-D CSI array $X \in \mathbb{C}^{128 \times 14 \times 3 \times 3}$ into one and apply normalization as in (3.2) but to complex entries. The resulting real and imaginary components are then stacked up along the last dimension, resulting in inputs to a CNN model of shape $128 \times 14 \times 18$. The sizes of convolutional/pooling layers are adjusted as in Section 3.3.6 for a fair comparison due to enlarged input size.

The results of the three models plus Model I are given in Fig. 27. With information from Lab II only, as seen in Fig. 27(a), Model I, which explicitly uses both CSI magnitude and phase results in the most robust model in a human free environment. In contrast, the performance using complex CSI input without decomposing into magnitude and phase varies wildly for different test days. While it has low false positive rate on days 4 and 5, it has highly elevated false positive rate on days 15 and 16. When tested in Lab I, which is different from where the training data were collected, the three models all lead to higher false false detection compared with Model I.

Motion detection results are given in Fig. 27(b) where, as before, for the apartment scenario, only the test result in the kitchen is plotted. Complex CSI input is consistently worse than Model I and CSI magnitude only in all four test scenarios. Overall, CSI phase only is not as sensitive to motions as CSI magnitude only. Indeed, the performance of Model I in the apartment is negatively affected by the CSI phase, which can be compensated by retraining Model I with data collected for kitchen from day 20, 22 (c.f. model III in Table 6). These additional training leads to an improvement in detection performance from 95.55% to 99.36% with combined magnitude and phase input.
Architecture design

The proposed CNN uses a parallel structure to extract information from CSI magnitude and phase images separately. An alternative architecture is to use a single conventional CNN by concatenating the magnitude and phase images along the last axis. Thus, the inputs to the CNN are of size $50 \times 14 \times 15$. The performance of the parallel CNN and the single CNN are given in Fig. 28. Notice that in this part, detection accuracy in the apartment is averaged over all four locations since performance of the models differ in most areas. With training data from Lab II only, these two models have comparable performance in Lab II. When tested in Lab I, the parallel CNN has slightly less false positives in the human absent environment; in the apartment, however, the single CNN results is more sensitive to human motions. Overall, the parallel CNN and the single CNN have comparable performance.

Finally, we evaluate the impact of pre-processing for the two different CNN architectures. Specifically, we evaluate the parallel and single CNN architectures with input without DFT on the CSI images. The sizes of convolutional/pooling layers are adjusted accordingly as in Section 3.3.6 to ensure a fair comparison. As seen in Fig. 28, there exists a noticeable
performance gap between the parallel and single CNN without DFT for all test scenarios. Without DFT, the single CNN architecture tends to overfit training data, thus yielding lower accuracy in test data.

![Accuracy comparison between parallel and single CNN with and without DFT](image)

**Fig. 28: Architecture comparison**

### 3.4 Summary

This chapter introduces a parallel convolutional neural network architecture which is designed to harvest occupancy information in CSI estimates along temporal, frequency, and spatial dimensions. With judicious pre-processing to remove hardware/system impairments and post-processing to infer presence information from motion detection output, the proposed learning system provides a viable and promising alternative for real time occupancy detection. Extensive experiments were conducted using commercial off-the-shelf WiFi devices. It was demonstrated that system is much more sensitive to human presence than PIR sensors and exhibit desired robustness against environment variation compared with existing RF based presence detection systems.
CHAPTER 4

PRESENCE DETECTION WITH REDUCED TRAINING EFFORTS

This chapter describes a new learning approach for occupancy detection without the need to introduce deliberate and continuous motion during the training process. A new learning problem is formulated, namely classification with contaminated samples. A two-stage solution using support vector machines is proposed to achieve reliable motion detection.

4.1 Motivation and Formulation

One major challenge in RF based occupancy detection system is collecting training data corresponding to human presence. Existing approaches often put strenuous requirement on the data collection process. For example, while the CNN based system presented in the Chapter 3 achieves superior presence detection performance, it requires continuous human motions throughout the measurement period for human motion data collection. Other existing works in this area often involve tedious labelling (e.g., with the assistance of cameras or manual segmentation) [59, 61] if continuous motions are not needed. Such training data collection process is cumbersome and prevents any proposed solution from wide-spread
In this chapter, we relax such assumption and develop a learning model for occupancy detection without the need of introducing deliberate and continuous motion in data collection. Instead, human presence data can now be collected while the occupants carry out normal activities. Such a data collection process complicates the learning problem since the CSI sequences corresponding to human present while remaining completely still are indistinguishable from human free data. A new learning problem, termed as classification with sample contamination, is formulated that captures the effect of mixed states with human presence: those corresponding to various motions and those corresponding to human(s) remaining completely still.

A one-class support vector machine, the so-called SVDD [63], is trained using the human free data. The motion detection problem can thus be formulated as an outlier detection problem. A more refined approach is a two-stage learning model: the trained SVDD model is then used to de-contaminate the training samples for human presence data. This is followed by a two-class SVC [75] for final motion detection using the static (human free) data and the outlier (human motion) data as a result of applying SVDD. The choice of support vector based learning also reduces the training data requirement. The CNN based motion detection requires a large amount of training data, a consequence of the model complexity itself. Support vector classifiers, on the other hand, requires a much less training data to achieve reasonable detection performance.

4.2 Pre-processing

The CNN based human presence detection described in Section 3.1 exploits CSI changes in temporal, frequency, and spatial dimensions in the presence of human motions. Judicious pre-processing is needed to help extract features useful for human motion detection. Initial pre-processing for this chapter is similar to that described in Section 3.2.1. To capture CSI
variation in time, \( I \) consecutive \( \tilde{H}[i] \)'s are stacked up along the temporal domain, resulting in a 4-D array \( X \) of shape \( I \times N_f \times N_r \times N_t \). While both magnitude and phase of \( X \) are shown to contain rich information about human presence \cite{27,46,62}, we focus in this chapter on the use of CSI magnitude for presence detection. Our goal is to show that by formulating and solving new learning problem, the training data requirement can be much more relaxed compared with the CNN based approach.

The extracted CSI magnitude is denoted by \( X^{\text{abs}} \) whose shape is \( I \times N_f \times (N_r N_t) \) after combining last two spatial dimensions of \( |X| \). The following normalization method is applied to remove the dependency of each \( X^{\text{abs}} \) on the absolute power level: for \( i = 0, \ldots, I - 1 \),

\[
\tilde{X}^{\text{abs}}_{i,:,:} = X^{\text{abs}}_{i,:,:} / X^{\text{abs}}_{0,:,:},
\]

where \( ./ \) denotes element-wise division.

Human motion introduces temporal CSI variations due to increased Doppler spread and frequency CSI variations due to altered propagation paths. For each transmit-receive antenna pair (i.e., fixing the last index of \( \tilde{X}^{\text{abs}} \)), a 2-D discrete Fourier transform (DFT) is applied to the first two dimensions of \( \tilde{X}^{\text{abs}} \):

\[
\tilde{X}^{\text{abs-fft}}_{i,:,:} = \mathcal{F} \left( \tilde{X}^{\text{abs}}_{i,:,:} \right),
\]

where \( \mathcal{F}(\cdot) \) denotes the 2-D DFT operation. This is followed by a 2-D cropping with window size \( (T, D) \) centered around zero frequency:

\[
\tilde{X}^{\text{abs-fft-crop}}_{i,k,:,:} = \left| \tilde{X}^{\text{abs-fft}}_{i,k,:,:} \right|,
\]

where \( i = 0, \ldots, T - 1 \) and \( k = 0, \ldots, D - 1 \). Fig. \[29\] provides a sample of \( \tilde{X}^{\text{abs-fft-crop}} \) collected in the same room with and without human movement at a fixed antenna pair. This cropping helps preserve variations induced by human motions in the temporal-frequency
dimensions as they are concentrated in the low frequency region in the 2-D DFT domain while removing high frequency variations of CSIs that are likely induced by other factors such as hardware impairment and channel estimation errors. The added benefit is the reduced dimensionality of the input to learning modules, which can significantly decreases the demand on the sample size for training.

The 2-D DFT of the CSI can lead to increased dynamic range. The logarithmic operator \( y = \log_{10}(x + 1) \) is thus applied to each element of \( \tilde{X}_{\text{abs-fft-crop}} \). To further make use of the spatial diversity provided by the multiple antennas, we take the mean value calculated across different transceiver pairs. The final 2-D sample is then flattened into a vector \( v[i] \in \mathbb{R}^{TD} \) to be the input sample to subsequent learning.

![Fig. 29: 2D-DFT of CSI magnitude along frame and subcarrier](image)

4.3 Training with human-free data only

4.3.1 Outlier Detection Using SVDD

SVDD is a one-class SVM that constructs a compact description of data presumably coming from a single distribution. With human-free training samples \( v[i] \), SVDD finds a sphere centered at \( m \) with radius \( R \) in the feature space by solving the following optimization
problem:

\[
\begin{align*}
\min_{R, m, \xi} \quad & R^2 + C \sum_{i=0}^{N-1} \xi_i \\
\text{subject to} \quad & ||\phi(v[i]) - m||^2 \leq R^2 + \xi_i, \\
& \xi_i \geq 0, \quad i = 0, 1, \ldots, N - 1.
\end{align*}
\]  

(4.1)

Here \(N\) is the sample size; \(\phi(\cdot)\) is the feature map which is often implicitly defined by the choice of the kernel function \(k(v[i], v[j]) = \langle \phi(v[i]), \phi(v[j]) \rangle\); \(\xi_i\) is the slack variable for the \(i\)th sample to allow for a soft boundary; \(C\) is a regularization parameter with \(C \in (0, 1]\) with \(C = 1\) corresponding to hard-margin SVDD (i.e., all \(\xi_i = 0\)). Notice that while the above formulation uses \(\phi(\cdot)\) explicitly, the formulation can be conveniently transformed using the kernel function as the quantities involved in the constraints depend on \(\phi(\cdot)\)'s only through corresponding inner product.

Finding the right value for \(C\) is key to ensure good detection performance. Typical cross validation for SVDD often leads to a large \(C\) (close to 1), and the resulting SVDD is close to a hard margin one when nearly every sample is inside the sphere. The consequence is that the obtained model will suffer from reduced sensitivity to human motions. If, however, \(C\) is chosen to be too small, the model can have elevated false alarms.

### 4.3.2 Experiment Results

#### Experiment Setup

Experiments are conducted in a typical lab environment - Lab II whose layout is given in Fig. [18]. The setup of the transmitter and the receiver is identical to Figs. [19(a) and [19(b)].

After downing selecting subcarriers from 56 to 14, the resulting CSI array at a given time \(i\), \(\tilde{H}[i]\), is of dimension \(14 \times 3 \times 3\).

Throughout the experiment, the CSI sampling interval is roughly 10ms, and each detection window consists of \(I = 128\) consecutive CSI samples, lasting for around 1.27s. The input \(X^{\text{abs}}\) to the pre-processing block is of shape \(128 \times 14 \times 9\). The cropping window
is chosen to have size \((8, 3)\), resulting in the input vector \(v\) to the learning modules as a length-24 vector.

**Data collection**

The CSIs were collected during 10 days, indexed from 1 to 10, over a period of 1.5 months. Training data comes from days 9 and 10. On these two consecutive days, collection for human free date lasted for around 40 mins on each day. The number of instances used to train the SVDD modules is \(N = 5000\).

All the data from days 1 – 8 are used as test data to evaluate the detection performance. On these 8 days, human presence data were collected when human motions were continuously introduced. Specifically, on days 4 – 8, large scale motions were included such as walking, sitting down and standing up. On days 1 – 3, small scale motions (e.g., turning in chairs, arm waving, etc) were also introduced. There are roughly 4500 vectors generated for each label each day corresponding to around 35-min measurements.

**Training and test results**

All the models are trained using a radial basis function (RBF) kernel \(k(v[1], v[2]) = \exp(-\gamma \|v[1] - v[2]\|^2)\) with \(\gamma = 0.008\). The regularization parameter \(C\) in (4.1) are chosen by a 5-fold cross validation scheme \([76]\). The upper bound value imposed on \(C\) can determine the model’s robustness as well as sensitivity. Three models, SVDD I, SVDD II and SVDD III, are obtained with upper bound of \(C\) equal to 1, 0.1, 0.01 respectively. Their performance on each test day is given in Fig. [30]. SVDD I has consistently low false positive rates in human-free environment as shown in Fig. [30(a)] but suffers from reduced sensitivity to human presence in Fig. [30(b)]. The highest detection rate 0.9563 is achieved on day 6; for the other test days, motion detection rates are all at or below 0.8. The reason is that independent cross-validation for SVDD leads to a large sphere around human free data. As such, samples with small-scale motions are likely to fall inside the sphere,
leading to degraded motion detection performance. As we decrease the upper bound of $C$, the model is allowed to make more errors on the boundary and thus finds a smaller sphere around training data. From Fig. 30(b), more motions are detected by SVDD II and SVDD III. However, such performance boost in detection is achieved at the sacrifice of false alarm rates. For example, SVDD III which has the highest sensitivity reports half of the samples as positive in human-absent environment on day 5.

Different from CNN based model in Chapter 3 to achieve reliable presence detection by training a SVDD model using human free data only, one needs to take into account the increased false positive rates in human-absent environment. It is feasible that training with some negative samples (including some motion samples) as described in [63] can potentially address such trade-off.

![Figure 30: Performance of SVDD models on different test days](image-url)
Training with motion samples

With training data from one class only, SVDD learns to find a closed boundary around the training samples. As described in Section 4.3.2, its performance in detecting outliers depends on the tightness of the boundary (sphere) in the feature space. According to [63], incorporating negative samples (objects which should be rejected) in the training can help improve the description.

- SVDD with negative samples
  Suppose there are \( N^{(0)} \) samples from human-free data, and \( N^{(1)} \) samples from human motions. With human-free data and motion data enumerated by indices \( i, j \) respectively, the optimization problem in (4.1) is modified as

\[
\begin{align*}
\min_{R, m, \xi} & \quad R^2 + C_0 \sum_{i=0}^{N^{(0)}-1} \xi_i + C_1 \sum_{j=0}^{N^{(1)}-1} \xi_j \\
\text{subject to} & \quad ||\phi(v[i]) - m||^2 \leq R^2 + \xi_i, \\
& \quad \xi_i \geq 0, \quad i = 0, 1, \ldots, N^{(0)} - 1, \\
& \quad ||\phi(v[j]) - m||^2 \geq R^2 + \xi_j, \\
& \quad \xi_j \geq 0, \quad j = 0, 1, \ldots, N^{(1)} - 1.
\end{align*}
\]

(4.2)

- Performance analysis
  In the experiment, we let \( N^{(0)} \) stay as 5000 and include 100 motion samples into the training set. Similarly, the regularization parameters \( C_0 \) and \( C_1 \) in (4.2) are determined by 5-fold cross validation scheme. An upper bound smaller than 1 imposed on \( C_0 \) is identical to that for SVDD II for a fair comparison. The performance of SVDD II and the newly obtained model, SVDD w motions I, are given in Fig. 31. After adding motions samples, sensitivity of the model has noticeable improvement while maintaining similar level of robustness in the human free room. Actually, SVDD w motions I reports less false positives on day 5 compared with SVDD II.
Fig. 31: Performance of SVDD models with motions samples on different test days

The choice of motion samples incorporated in the training set can have impact on the performance. We replace 100 motions samples used to get SVDD w motions I with another set which has more smaller scale motions, and the new model is named as SVDD w motions II. From Fig. 31(b), SVDD w motions II has the highest motion detection rates among these three models. However, its false alarm rates suffer from certain degradation especially on day 5.

• Conclusion

Adding a small set of motion samples into the training data can help improve the description of human free data and address the trade-off issue inherent in SVDD. However, such performance improvement replies on the quality of the included motion samples. Collecting and selecting optimal motion samples require human intervention which can be troublesome and time-consuming for users. A simpler, and more desirable, way to
collect human presence data is needed.

4.4 Training with contaminated presence data

In this section, we present our designed two-stage approach for presence detection. The proposed method has nearly perfect occupancy detection result with a much less demanding data collection process. Specifically, we include both human presence data and human free data in the training set. The collection of human presence data happens when human subjects are performing normal activities in the monitored region without introducing motions deliberately. Subsequent data parsing and training are done in an autonomous manner with minimum human intervention.

A high level description of the proposed system is depicted in Fig. 32. The training samples $v[i]$ (constructed as given in Section 4.2) corresponding to human free data are first used to remove samples from human presence data that correspond to static (i.e., motion-less) measurements. This is done using SVDD: human free data are used to build a support vector model (referred to as Model I) represented by a sphere boundary in the feature space. This model is then used to remove samples from presence data that fall within the boundary (i.e., considered similar to human free data). Subsequently, the de-contaminated presence data and the human free data are used to train a two-class SVC to obtain Model II that is used for the actual motion detection. Testing on new input data is done using Model II. The final occupancy detection can be achieved similarly to that in Section 3.2.3 through post-processing the motion detection output.

4.4.1 Sample De-Contamination Using SVDD

Since SVDD is used to describe data from a single distribution, we train it using human-absent data and then apply the obtained model for removing static measurements in presence data. Regularization term $C$ in (4.1) determines the tightness of the sphere around the
training data. Different from Section 4.3 where $C$ balances the false alarm rate and sensitivity directly, here the choice of $C$ decides how many samples are moved from the presence data, thus impacting the performance of the following classification model. A large $C$ results in discarding a big portion of presence data, leading to significantly decreased sensitivity in motion detection. $C$ with very small values, however, increases model II’s false positive rates due to too many residual contamination samples in the presence data.

4.4.2 SVC-Based Motion Detector

The de-contaminated human presence data, in which samples corresponding to motionless presence were removed, are used along with human free data to train a two-class SVC. The SVC finds a hyperplane as the classification boundary in the feature space by solving the following optimization problem:
\[
\begin{align*}
\min_{\omega, b, \xi} & \quad \frac{1}{2} \omega^T \omega + C \sum_{i=0}^{N-1} \xi_i \\
\text{subject to} & \quad y_i (\omega^T \phi(v[i]) + b) \geq 1 - \xi_i, \\
& \quad \xi_i \geq 0, \quad i = 0, 1, \ldots, N - 1.
\end{align*}
\]

(4.3)

Here \( y_i \in \{0, 1\} \) is the class label of training vector \( v[i] \). \( C > 0 \) is the regularization parameter that provides a trade-off between in-sample error and margin width of the SVC.

The training phase involves two stages: Model I is first trained with human absence data to decontaminate samples from human presence data; Model II is subsequently trained using the decontaminated data. Testing only requires the use of Model II: CSI measurement is pre-processed according the procedure described in Section 4.2 and then fed to Model II for classification into motion or static data. Again, the final occupancy detection can be done by post-processing the motion detection output using a simple counting process.

### 4.4.3 Experimental Results

The experiment setup and data collection are provided in Section 4.3.2. Presence data for training also come from days 9 and 10. Collection for human presence data happened when there are at least one person in the lab, going about normal activities without introducing intentional motions. The duration of collecting human presence data is around 1 hour on each day. The number of instances used to train the SVM modules is \( N^{(0)} = 5000 \) and \( N^{(1)} = 10000 \).

**Training and test results**

All the models are trained using a RBF kernel with \( \gamma = 0.008 \). The regularization parameter \( C \) in (4.1) and (4.3) are chosen by a 5-fold cross validation scheme. Notice that to improve sensitivity to human presence, an upper bound smaller than 1 is imposed on \( C \) in (4.1) during cross-validation. How to set the value of the upper bound is guided by the
performance of Model II on training set, in particular the false alarm rate on human free
data, along with the percentage of samples in human presence data that are considered to be
motion data. In our experiment, the upper bound of $C$ is chosen with the assumption that
20% of the samples in human presence data contains motion while the rest correspond to
motionless presence. Notice that such percentage value is not fixed for different presence
data sets due to varying human mobility levels.

The average accuracy of Model II trained using the proposed two stage approach under
different test days are shown in Fig. [33]. Clearly, Model II achieves near perfect detection
performance on all test days for both presence and absence test data. Given that the motion
types are different over the 8 test days, the near perfect result demonstrates that the trained
model is sensitive to different types of human motions. Data collected on days 1 – 5 were
more than 1 month apart from the training data collected on days 9 and 10. The lab settings
in terms of furniture locations were quite different. This demonstrates that the trained
Model II is robust against environment variations over time.

**Comparison with SVDD Based Classification**

Since the same test sets are used in the experiment for SVDD models as given in Sec-
tion [4.3.2] to see the performance difference between the proposed two-stage approach and
SVDD models, one can compare Fig. [33] and Fig. [30] directly. By including presence data
into the training set, Model II can have high sensitivity to human motions on all test days
while raising low false positives when there is nobody around. Therefore, the proposed
approach doesn’t suffer from the trade-off issue in SVDD where one needs to adjust the
regularization term $C$ in (4.1) according to requirements. Training SVDD with motion
samples can improve its performance as shown in Section [4.3.2]. However, collecting mo-
tion samples for optimal performance requires human efforts and is not as easy as obtaining
presence data for getting Model II.
Comparison with C-SVC Based Classification

As an another baseline for performance comparison, we include Model III which is obtained by training a two-class SVC using all the training data without any de-contamination effort. From Fig. 33, Model III has significantly high false positive rates on all test days except day 7. The elevated false positive rates are due to the fact that the training is done with a large amount of human presence data behaving similar to human present data. As such, new samples corresponding to human absence can be easily mis-classified as human presence.

4.5 Summary

In this chapter, we introduced two SVM based presence detection approaches which have reduced training efforts especially in training data collection. The SVDD based method
in Section 4.3 regards samples corresponding to human motions as outliers and training is done using human free data only. The drawback of this approach is that it does not have built-in flexibility to achieve desired trade-off between false alarm rates and sensitivity to human motions. For example, a close to 1 upper bound imposed on the regularization term $C$ in cross-validation can lead to a trained model with low false positives but elevated false negatives. Adding a few samples from human motions to the training set can mitigate this problem through SVDD with negative samples. However, the collection and selection of such motion data can impact the performance of the obtained model.

In the second part of this chapter, a two stage approach was proposed which has a more desirable way of collecting human presence data. That is, during the training data collection, human subjects are allowed inside the monitored regions and to perform their daily activities without introducing intentional motions. To address the challenge of sample contamination in human presence data brought by such simple collection scheme, a SVDD based model trained by human free data is adopted for removing measurements which involve only stationary humans. The remaining training data is then fed into a two-class SVC for motion detection. By using off-the-shelf WiFi devices, it was demonstrated that the proposed method has low false alarm rates in a human absent environment, while maintaining high sensitivity to human motions. Through extended periods of test, the method is further shown to be robust against temporal variations in the wireless environment.
CHAPTER 5

CONCLUSION AND FUTURE RESEARCH

5.1 Conclusion

Wireless communications are an integral part of any situational awareness applications. In this dissertation, we investigated challenges in adopting RF communications for situational awareness applications from two difference aspects. When used as a medium for communicating digital data, RF systems should be able to provide a reliable and robust link for timely information dissemination. Besides, the ever exploding wireless devices and services that we became increasingly dependent upon suggest that those RF signals are entrenched in our lives in both a figurative and in a literal sense. While technological advances have made it possible to get us connected anytime anywhere through wireless communications, it is also quite reasonable to suggest that more can be done with these RF signals than simply treating them as a carrier for data propagation. Recently, the field of exploiting RF signals directly for sensing has gained more and more attentions.

When situational awareness systems involve airborne platforms, their success relies on the ability to deliver high throughput and low latency data reliably from these airborne platforms. MIMO technique seems to be a nature candidate to help achieve this goal. Chapter 2 is dedicated to tackle a slew of challenges in realizing MIMO throughput gain for
a real airborne communication system. In the designed MIMO system, spatial spreading and temporal spreading approaches are incorporated into the baseline D-BLAST architecture to address antenna blockage and the presence of interference respectively. Due to the adoption of such simple spreading techniques, a low rate feedback scheme is feasible to drive adaptation at the transmitter when experiencing channel impairments in the airborne communication environment.

Chapter 3 and Chapter 4 are focused on RF sensing. Chapter 3 presents a passive WiFi sensing system for indoor occupancy detection. Carefully designed pre-processing steps including DFT extract motion induced variation from CSI time series while mitigating the impact from factors irrelevant to human presence. A CNN with parallel architecture is adopted to harvest presence information from both magnitude and phase of the CSI effectively. The final post-processing module helps achieve reliable presence detection from instantaneous motion detection outputs. Through extensive experiments, including long-term tests at three different environment and comparison studies with both PIR sensors and existing RF based solutions, we proved that the proposed system is much more sensitive than PIR sensors, while maintaining desired robustness in human free environment.

Even though data-driven approaches are more prevalent in the domain of inferring presence information from RF signals, one of the major challenges which can potentially prevent their application is that collection of human presence data involves significant human intervention. Chapter 4 addressed such challenge by presenting two SVM based models. The first proposed model is based on one-class SVM and requires training data from human free environment only. However one needs to carefully adjust the regularization term in the model to achieve balance between sensitivity to human presence and false alarm. In the second proposed model, human presence data are incorporated into the training set to boost performance and their collection process requires neither tedious labeling nor continuous human motions. Due to induced sample contamination from stationary human measurements, a SVDD model is first trained to remove contaminated samples and is followed by
a two-class SVC to achieve motion detection.

5.2 Future Research

We conclude this dissertation by listing a few future research directions.

• The presented work in Chapter 2 assumes a narrowband MIMO system where spatial and temporal diversities are explored to combat various channel impairments. For a wideband system, the frequency domain diversity can also be utilized. For example, with MIMO-OFDM, channel diversity across different sub-carriers can be exploited in addition to (or in place of) spatial or temporal diversities.

• Existing presence detection system can not distinguish moving objects. Therefore, it can not separate a dog from a human as both will result in motion-present features in CSI. Applying various supervised learning approaches for human/pets classification using passive WiFi signals is of interest to future research. To the best of our knowledge, none of the previous works exploit CSI information for detecting animals such as dogs [77]. Due to differences in body shapes and occupied space for activities, humans and pets may introduce distinct variation patterns in the signal propagation paths. This results in distinguishable changes across frequency domain. Also, pets like dogs usually move faster than humans which may lead to high temporal variation due to larger doppler spread.
REFERENCES


detecting presence, count, location, track, and identity,” *ACM Computing Surveys*, 


identification via convex tensor shapelet learning,” in *AAAI Conf. Artificial Intell.*, 


[46] H. Wang, D. Zhang, Y. Wang, J. Ma, Y. Wang, and S. Li, “Rt-fall: A real-time and 
contactless fall detection system with commodity wifi devices,” *IEEE Trans. Mobile 

[47] D. Wu, D. Zhang, C. Xu, H. Wang, and X. Li, “Device-free wifi human sensing: 
From pattern-based to model-based approaches,” *IEEE Commun. Mag.*, vol. 55, 
no. 10, pp. 91–97, 2017.

human behavior recognition using channel state information,” *IEEE Access*, vol. 7, 


intrusion detection system with commodity wi-fi,” in Adjunct Proc. ACM Int. Joint

human detection: Efficient learning from phase and amplitude of channel state

[59] F. Wang, S. Zhou, S. Panev, J. Han, and D. Huang, “Person-in-wifi: Fine-grained
Korea, Nov. 2019, pp. 5452–5461.

detection using phy layer information,” IEEE Access, vol. 6, pp. 30 117–30 127,
2017.

[61] H. Huang and S. Lin, “Widet: Wi-fi based device-free passive person detection with


[64] GNU Radio, [Online]: http://www.gnuradio.org

Available: http://www.ettus.com


VITA

NAME OF AUTHOR: Yang Liu

GRADUATE AND UNDERGRADUATE SCHOOLS ATTENDED:

   Syracuse University, Syracuse, NY, USA, 2013-2020
   University of Electronic Science and Technology of China, Chengdu, Sichuan, China, 2009-2013

DEGREES AWARDED:

   B.E., 2013, University of Electronic Science and Technology of China, Chengdu, Sichuan, China
PUBLICATIONS:


J.J. Mroczek, Y. Liu, and B. Chen, Provisional Patent, “Spatial diversity, to counter loss of radio frequency signal when one or more antenna elements are in outage”, filed Nov., 2020.


