ABSTRACT

With the distributed and rapidly increasing volume of data and expeditious development of modern web browsers, web browsers have become a possible legitimate vehicle for remote interactive multimedia presentation and collaboration, especially for geographically dispersed teams. To our knowledge, although there are a large number of applications developed for these purposes, there are some drawbacks in prior work including the lack of interactive controls of presentation flows, general-purpose collaboration support on multimedia, and efficient and precise replay of presentations.

To fill the research gaps in prior work, in this dissertation, we propose a web-based multimedia collaborative presentation document system, which models a presentation as media resources together with a stream of media events, attached to associated media objects. It represents presentation flows and collaboration actions in events, implements temporal and spatial scheduling on multimedia objects, and supports real-time interactive control of the predefined schedules. As all events are represented by simple messages with an object-prioritized approach, our platform can also support fine-grained precise replay of presentations. Hundreds of kilobytes could be enough to store the events in a collaborative presentation session for accurate replays, compared with hundreds of megabytes in screen recording tools with a pixel-based replay mechanism.
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1. INTRODUCTION

1.1 Multimedia Systems

Multimedia systems provide storage for various types of multimedia, organize the media components, and distribute presentation services to end users. Because of the popularity of multimedia, lots of researchers have studied and implemented a variety of multimedia platforms. When a multimedia system is created for presentations, interactiveness plays a crucial role as it emphasizes users’ flexible controls on presentations. The interactiveness here contains preparation of multimedia materials and presentation flows, interactive controls of multimedia during presentations, as well as the replay of presentations.

Preparation of presentations requires not only the storage of various multimedia objects but also the modeling of temporal and spatial relations among the objects. Some of previous work, including [83], [73], and [158], makes valuable contribution to creating graphical representations for temporal modeling. For example, in [83], Little and Ghafoor proposed an Object Composition Petri Nets (OCPN) model to describe the temporal relations among data objects involved in the multimedia scenario. A crucial shortcoming of prior work in this domain is the lack of interactive temporal control in presentation sessions. This implies difficulty in supporting the dynamic updates of the graphical representations, along with the accurate interactive replay.
of operations on the multimedia objects after a presentation. For example, a presenter may insert a new media object in a session, which is not arranged on the temporal model beforehand. Wahl et al. [158] improved the real-time temporal control by introducing speed interaction, although their work still does not support dynamic updates of structures of the models. Regarding multimedia spatial relations modeling, there is also a similar issue of lacking interactive controls in previous work, such as [61], [67], and [143].

Besides the lack of interactive modeling, another gap in prior work is the absence of rich functionalities in multimedia presentations. For a specific presentation, the presenter may want to prepare the multimedia materials together with controls beforehand. A graphical tool is necessary here to provide editing mechanisms for these materials and events. In a presentation, the user may present not only the materials planned but also multimedia objects loaded from external resources. Additionally, the predefined temporal and spatial models can also be updated interactively at this step. Multiple multimedia objects such as videos, images and web pages are arranged on different panels and a user can interact with these objects by firing multimedia events in real time. Moreover, all the events here should be recorded in simple messages for replay purpose, such that users can review the whole presentation session accurately and efficiently afterward. A typical scenario is that students replay class lecture contents to prepare for exams. Some previous multimedia systems, such as [67] and [59] concentrate on the multimedia modeling and synchronization without real-time editing and interactive controls. For the replay mechanism, some prior work can achieve that with the help of screen recording tools, usually through recording
all actions occurring in a presentation as a video. This requires more space to store
the videos and more bandwidth usage for distribution of the artifacts. In summary,
we find that no prior work can provide the rich functionalities for multimedia presenta-
tion mentioned above.

1.2 Real-Time Collaboration

Real-Time Collaboration (RTC) has a long history in both research and engineer-
ing domains. For geographically dispersed teams, it is usually essential for teammates
to have a remote collaboration tool for conferencing and presentation purposes. Ad-
ditionally, considering the distributed and rapidly increasing volume of data and
expeditious development of modern web browsers, it is necessary to provide an orga-
nized web-based group-aware platform to support collaboration among a large number
of users. In the platform, not only are the artifacts of multimedia shared, but the
controls on the artifacts are broadcast and synchronized.

Some of the pioneering work in collaborative multimedia systems covers GroupS-
ketch [50], VideoWhiteboard [139], and Liveboard [31], where users’ drawings are
captured by cameras and projected to remote screens. Based on this technology, dif-
f erent screen sharing products such as Microsoft Skype [92], Cisco WebEx [162], and
Google Hangouts [47] were developed and are now widely used. Recently, with the
rapid development of modern web technologies, lots of web-based collaboration tools,
including Collabode [44], RichReview++ [172], and Tele-Board [165] were developed.
To our knowledge, even though various web-based groupware tools have been developed for versatile purposes such as whiteboard drawing and document editing, no system can integrate these functionalities to suit general-purpose multimedia collaboration. Kim et al. [63] made a valuable contribution in this direction by proposing an MVC architecture for ubiquitous collaboration. Their tool still only handled static media like whiteboard drawings and images, without effectively working on other types of media with dynamic contents such as videos and web pages. It would be beneficial if there was a uniform collaboration framework that easily extended to support various types of media.

Furthermore, for current popular screen sharing products, in a specific session, both the contents of the media and manipulations on the media are transmitted by capturing the present display continuously, leading to large consumption of network bandwidth. However, we propose to split the contents of a presentation into a static and a dynamic part. The static media resources, for example, a video or a PDF document, can be transmitted to attendees of a collaboration session beforehand, while the dynamic events occurring in a session such as muting a video are broadcast and synchronized on the fly. In that case, a collaboration session is organized as the combination of static materials uploaded to the browser from the local file system or loaded from an external URI and dynamic events encapsulated in simple messages. With these messages, the precise recording and replay of these collaboration events can also be achieved, differentiating our work from traditional collaboration platforms. In our study, hundreds of kilobytes can be enough to store the events in a session, compared with hundreds of megabytes used in screen sharing tools. Our target is not
to substitute the current screen sharing tools, but to provide an efficient collaboration platform as a supplement to these applications.

1.3 Design Features and Contributions

To cover the research gaps in multimedia systems and real-time collaboration mentioned in the previous two sections, we propose a web-based collaborative multimedia presentation document system. Specifically, it has the following features:

1. It realizes the temporal and spatial scheduling on multimedia objects in one graphical representation. We create a new graphical representation, document net, based on activity diagrams and Petri nets, for both temporal and spatial modeling. Moreover, the nodes in a graph are related to the multimedia objects in the document system, so that object-oriented design, temporal modeling, and spatial modeling are integrated together. A graphical editor is also provided in our system where users can draw diagrams to prepare the models.

2. It supports real-time interactive controls of temporal and spatial models. Not only can the models be prepared beforehand but also they can be modified on the fly. When the models are updated, the presentation flows will be automatically adjusted. To achieve this, we present a rendering approach to convert a document net into an event timeline. The new modifications of the document net are reflected on associated positions on the timeline.

3. It supports collaboration on multimedia. Not only static media (PDF documents, images, etc.) but also dynamic media (videos, web pages, etc.),
which usually carries dynamic contents, are supported in our system. Additionally, considering the demands for presentations, we implement annotation tools for multimedia, consisting of highlighting, free drawing, and shapes insertion. This feature also indicates that our collaboration framework is open to extension, especially considering that different users may have distinct collaborative presentation purposes, and we cannot include all of them in our platform. A developer can add supports for collaboration on other kinds of media according to his/her specific demands.

4. **It is event-driven and message-based.** This indicates that all actions that have occurred in a presentation are captured as events. Thus, a presentation consists of a stream of multimedia events. These events are linked to the nodes in a document net for preparation, recording, and replay. Furthermore, all events can be prepared and represented as specially designed simple messages. With the help of these messages, our system can provide very efficient, accurate, and event-based replay functionality, which differentiates our work from previous work with a pixel-based replay approach. Moreover, because of the simplicity of messages, the media files can be transmitted beforehand. During the presentation, only minimal numbers of simple messages of events are sent and handled. This implies that our system has a very low bandwidth usage, compared with current video conferencing products such as Microsoft Skype and Google Hangouts.
5. **It is context-aware.** This feature indicates that most of the media controls are related to the objects underneath. Currently, to our knowledge, most of the web-based collaboration tools are position-based or proportion-based, which implies that media controls are synchronized through absolute or relative positions. By contrast, we propose an object-prioritized hybrid synchronization approach, which is more accurate and efficient.

6. **It is web-based.** Considering that the significant development of web technologies, web browsers have become a possible platform to serve multimedia presentation functionalities. The users can access our system from various platforms, including desktops, tablets, and mobile phones, as long as web browsers are supported. This significantly eliminates the complexity of setup efforts on different platforms.

Based on the research gaps in prior work and design features in our system, our contributions consist of:

1. A hybrid message-based event-driven multimedia model with the combination of the object-oriented modeling, temporal modeling, and spatial modeling, with representations by text files, timelines, and graphs, interchangeably.

2. Rich functionalities in multimedia presentations including preparation of temporal and spatial models, real-time interactive controls of these models, extraction and loading of external dynamic web resources, storage of presentations in simple messages, and precise replay of presentations.
3. Support of general-purpose multimedia collaboration, including videos, images, PDF documents, web pages, Google Maps, and external web elements, through a flexible distributed multimedia collaboration protocol and framework.

4. A message-based object-prioritized synchronization approach for accurate and efficient multimedia collaboration.

1.4 Organization of the Dissertation

This dissertation is organized into seven chapters. As an overview, Chapter 1 covers a general context of our work in multimedia systems and real-time collaboration. Chapter 2 demonstrates a survey of technologies which are used in our work. Chapter 3 presents a detailed description of our presentation document system, including the underlying models and specific implementations. Chapter 4 explains the approaches used in continuous updates of external web resources. Our distributed context-aware collaboration framework is discussed in Chapter 5, and the approaches used in collaborative web browsing is introduced in Chapter 6. Chapter 7 concludes the dissertation and discusses our future work. More details are provided below.

Chapter 2 surveys the web technologies used in our work. Specifically, the technologies consist of inner mechanisms in rendering web pages (Section 2.1), the concept of the event loop in JavaScript (Section 2.2), and Chrome extensions (Section 2.3).

Chapter 3 covers our interactive multimedia presentation document system from multiple perspectives. The chapter starts with the description of our hybrid model in Section 3.1. Section 3.2 demonstrates the object-oriented model, Section 3.3 depicts
the temporal modeling including our proposed document net structure, and Section 3.4 describes the spatial modeling. We explain the details of our document system implementations in Section 3.5. Section 3.6 provides details of related work, and Section 3.7 concludes the chapter.

Chapter 4 discusses and compares various approaches for continuous updates of external web resources. Section 4.1 introduces the background of traditional approaches in continuous updates of external web elements. Section 4.2 presents the challenges in implementing these continuous updates. Afterward, two different approaches: continuous updates with a server and without a server are evaluated and compared in Section 4.3 and 4.4. Section 4.5 presents two methods to load external web resources on our application. Section 4.6 provides details of related work, and Section 4.7 concludes the chapter.

Chapter 5 concentrates on the description of a distributed context-aware collaboration framework. The framework is discussed from aspects of challenges in this domain in Section 5.1, framework methodologies in Section 5.2, and architecture components in Section 5.3. We evaluate the collaboration system and show the results in Section 5.4. Section 5.5 discusses the related work in real-time collaboration, and Section 5.6 concludes the chapter.

Chapter 6 presents the methods used to achieve collaborative web browsing. Section 6.1 and Section 6.2 introduce the background and challenges in collaborative web browsing. Section 6.3 emphasizes on the approach to synchronize browsing actions through a Chrome extension. Section 6.4 discusses the related work, and Section 6.5 gives a summary of this chapter.
Finally, we conclude the dissertation in Chapter 7. We also give some interesting suggestion to extend our work for future research.
2. SURVEY OF TECHNOLOGIES

2.1 Rendering of Web Pages

Web browsers are widely used in our daily lives to browse different web pages. As our system is based on web browsers, it is necessary to understand the inner mechanism of web browsers. A typical reference architecture of web browsers is shown in Figure 2.1. Here, the major components are

- **User Interface**, representing UI components such as the address bar of a web browser.

- **Browser Engine**, receiving instructions from the User Interface and manipulating the Rendering Engine.
- **Rendering Engine**, rendering contents of web pages according to HTML layouts and CSS styles.

- **Networking**, sending/receiving network messages.

- **JavaScript Interpreter**, interpreting and executing JavaScript code.

- **UI Backend**, drawing basic shapes and windows.

- **Data Persistence**, storing various types of data in different forms of storage, such as cookie and local storage.

Our document system significantly utilizes the mechanisms in the rendering engine to monitor various events. An example of rendering a web page in the WebKit is shown in Figure 2.2. WebKit is an open-sourced browser engine used by Safari. Moreover, Google Chrome’s engine, Blink, is forked from and developed based on the WebKit. In the rendering procedure, HTML contents are converted into a DOM (Document Object Model), and style sheets are parsed to create a CSSOM (CSS Object Model). These two steps are executed in parallel. And after the two models are established, they are merged to form a render tree, which is used to render the display.

![Diagram](image)

**Fig. 2.2.:** Rendering of a webpage in WebKit.
A DOM is a tree structure where each node contains an object, representing one part of the web page. An example of DOM is illustrated in Figure 2.3. The left part of the figure is the HTML of a web page. The generated DOM is shown on the right. Here, every node depicts a tag in the HTML, and each link represents a parent-child relationship between two nodes. Additionally, event handlers can be attached to the nodes. And when a specific event occurs, the registered handlers will be invoked. For example, a click event handler can be registered to monitor the click event of a button.

### 2.2 Event Loop in JavaScript

The Event Loop in JavaScript is the cornerstone for concurrency models. JavaScript code runs single-threaded, so only one task can be executed at one time. This limitation significantly reduces the programming difficulty in concurrent programming but causes concern of performance. To solve the problem, the event loop model, shown in
Figure 2.4 is introduced to handle incoming events. There are two memory models in the JavaScript runtime environment: heap and stack. A heap contains unstructured regions of memory. Objects are usually allocated in a heap. By contrast, a stack employs a last-in, first-out queue structure. Function calls form a stack of frames. Additionally, the web browser keeps track of events that have taken place but have not been processed in the event queues. Every time, the browser checks the head of a specific event queue to see whether there is an event to process. If yes, the associated event handler will be executed, and the event is popped from the queue. The tasks
are categorized into two types: macrotasks and microtasks [118]. Macrotasks contains the tasks called, usually generated by document objects, such as the handler of a click event. On the other side, microtasks include some smaller tasks which need to be executed as soon as possible such as events related to the Promise. This mechanism allows the tasks executed before the UI is updated.

Based on the event loop model, take a click event on a button element as an example. First of all, an addEventListener() function is pushed onto the JavaScript runtime stack and executed to register a handler to monitor the click event. Afterward, when the associated button is clicked, the event is captured as a DOM event, and the callback function is pushed into an event queue, specifically, a macrotask queue. From the queue, the callback function is executed and used-defined mechanisms are realized.

2.3 Chrome Extensions

The Chrome browser provides extensions to control browser functionalities and behaviors such as injecting JavaScript code in target web pages, adding items in the context menu, modifying the theme of a new tab, etc.

A Chrome extension consists of HTML, JavaScript, and CSS. It starts with a manifest, which contains the basic information of the extension, such as the name and version, as well as permissions and external URLs. An extension follows the least privileges and privilege separation principles [115]. Besides a manifest, an extension may also contain a background script, UI elements, a content script, and
Fig. 2.5.: An example of a manifest.

an options page. The communication between scripts is achieved by synchronous or asynchronous Chrome message passing APIs.

- Background script. A background script usually registers event handlers for browser events. For example, it can listen to selections on the context menu of Chrome.

- UI elements. This part contains a popup web page with related JavaScript files. These files formulate the UI and actions of the extension.

- Content script. A content script is isolated from core extensions, and it injects JavaScript code to execute when the original web page is loaded in the browser. It can read and modify contents from various websites.

- Options page. The options page adds customizations to the extension.
3. INTERACTIVE MULTIMEDIA PRESENTATION DOCUMENT SYSTEM

3.1 Model Structure

We propose a hybrid model which contains three modes for the document system: text-based messages, event timelines, and complex models. The three representations can be converted mutually.

![Diagram of model structure]

**Fig. 3.1.:** The structure of the hybrid model.

We design simple messages to depict the events in a specific presentation. And the messages can be converted to an event timeline, where all events are arranged based on timestamps. Furthermore, the event timeline can be transformed into a complex model such as activity diagrams and Petri nets. Note that our model is not restricted to a specific complex model. The major requirement for the complex model is that it can be converted to an event timeline mutually.
3.2 Object-Oriented Design

3.2.1 Introduction

Object-oriented design is widely used in the implementation of multimedia systems. A multimedia object can be exploited to represent a type of media, including specific media materials and related media controls. As our document system concentrates on functionalities in presentations, we also define objects related to presentations.

3.2.2 Document Object

Definition 3.1 (Document Object) A Document Object (DocObj) is defined as the basic multimedia unit on the document system, and it represents functionalities of a specific type of multimedia.

A document object has the following features:

- The base DocObj class can be inherited to encapsulate functionalities of a type of multimedia. For example, to represent videos, we create a VideoObj class which inherits from the base class.

- The controls on the multimedia are represented by functions in an object. For example, the play action of a video is represented by a play() function in a video object.
• The state of a document object is recorded in data members. For example, the current time of a video is recorded in the current\_time variable in a video object.

Additionally, we categorize document objects into static or dynamic. Static objects are objects whose contents will not change after they are loaded to the document system. For example, a PDF document is a static object. Dynamic objects, by contrast, can change after the initial load to the system. For instance, we collect a live stock price table which continuously updates in response to the real stock market. For presentation purposes, we support essential annotations for both types.

From the perspective of object-oriented design, a document object is first represented by a base DocObj class, which contains the essential information of each media object.

• data members

  – source, the source, URI for instance, of the document object. A source is classified as local or remote. For a local source, the document object’s target media file is uploaded and stored in the local web browser. For a remote source, the material is accessed from an external URI.

  – obj\_id, the unique identifier of the document object.

  – obj\_type, the type of media the object represents.

  – panel\_id, the unique identifier of the panel the object resides. The definition of a document panel is described in Section 3.2.4.
– **height**, the height of the user interface of the object.
– **width**, the width of the user interface of the object.
– **type**, static or dynamic type of media.

• **methods**

– **render()**, that renders the user interface of the media on the web page.
  This function needs to be overridden by a inherited class.
– **setHeight()** and **getHeight()**, the mutator and accessor of height.
– **setWidth()** and **getWidth()**, the mutator and accessor of width.

Furthermore, in the document system, as the objects rendered on the web page are usually media objects of classes inherited from the base class. As illustrated in Figure 3.2, each specific type of media needs to have a subclass of the DocObj class. And in each subclass, more functions and properties are introduced to represent specific details of each type of media.

![Fig. 3.2.: Classes of various document objects.](image)

For example, in a VideoObj object, it also contains functions such as **play()**, **pause()**, and **updateVolume()**, and data members such as **current_time** and **playback_rate**.
3.2.3 Document Event

**Definition 3.2** *(Document Event)* A Document Event (DocEvent) is defined as an event that occurs on a document object, triggered by an object function.

Based on the definition above, document events have the following attributes:

- Document events are highly related to document objects. A document event must be fired by a document object. For example, the *play* event of a video is triggered by the *play()* function in a *VideoObj* object. The *move* event of an image is triggered by the *move()* function in an *ImageObj* object.

- Every control of a media needs to be represented by a document event. In the presentation document system, the document events are the only way to capture the controls of a media.

- Similar to document objects, document events have a base class DocEvent. This class contains basic data members an event should contain. A possible multi-level inheritance is introduced in Figure 3.3. From the base DocEvent class, the next level contains the classes of various types of media. And the following level contains the specific event classes of each type of media.

3.2.4 Document Panel

**Definition 3.3** *(Document Panel)* A Document Panel (DocPanel) is defined as a container for a document object.
The document panels are rendered on the document system web page, arranged in a specific spatial relation. Each panel contains at most one document object. From the perspective of object-oriented design, every panel includes

- **panel_id**, the unique identifier of the document panel.

- **curr_doc_obj**, the document object currently rendered on the panel. If there’s no object rendered, **NULL** is used to fill the field.

### 3.2.5 Document Annotation

**Definition 3.4** (Document Annotation) A Document Annotation (DocAnnotation) is defined as an annotation attached to a document object, implemented in a layer-based structure.

As each document annotation cannot exist without a related document object, the annotation can be stored as a data member in the object. Additionally, as we demonstrate above, the annotations are recorded in multi-layers. Specifically, we introduce three types of annotations: highlighting, free drawing, and shapes insertion.
Highlighting is a common demand in presentations. For example, a presenter may want to highlight some crucial text on a web page in a presentation session. By following the W3C Web Annotation Protocol [150], the structure of our highlighter is shown in Figure 3.4.

Here, for every annotation, it has at least two essential fields: body and target. They both refer to DOM elements. For highlighting text, the body is the new span node we create, and the target refers to the original text node, whose text is wrapped and highlighted by the new span node. While, there are also some other fields in every annotation, such as context (highlighter-context in our tool), unique identifier (assigned to every annotated object), and annotation type (text or image).

We capture every highlighting event by monitoring the sequence of mousedown, mousemove and mouseup events. After this sequence of events is fired, we fetch the range of the text selected via HTML5 Range API [99]. However, there is an issue about how to serialize the highlight to a string for storage and transmission. We
use an approach similar to texthighlighter \[141\]. In this method, the highlight is represented in a path from the root node in the DOM.

Take the annotation in Figure 3.5 as an example. After the text “o, wo” is highlighted, a new span is created to wrap the text as its child node. To find the path, we traverse from the original text node to its parent and obtain the index 0 because it is the only child of node p. Afterward, we visit node p and get the index 1 of it in the siblings. We repeat this procedure until arriving at the root node and the path created is $[1, 1, 0]$. Furthermore, for the replay, we just need to traverse from the root node and follow the path to find the target node. Because we also have the range of text highlighted via HTML5 Range APIs, we can easily replay this highlight.

![Diagram of HTML DOM structure](image)

**Fig. 3.5:** An example of highlighting a snippet of text.

Providing that the highlights are implemented on the text node, free drawing, as a basic requirement for web-based whiteboard tools, is realized on a topper canvas layer. The functionality is achieved with HTML Canvas APIs \[98\] by monitoring the series
of `mousedown`, `mousemove`, and `mouseup` events. Moreover, we exploit Fabric.js\textsuperscript{[35]}, a JavaScript HTML5 canvas library to allow users to draw various shapes on the canvas.

### 3.2.6 Document Presentation

#### Definition

**Definition 3.5** *(Document Presentation)* A Document Presentation *(DocPresentation)* is defined as the combination of a series of document events and related document objects, including temporal and spatial relations among the objects.

According to the definition above, a document presentation can be modeled as a stream of document events that occurs in temporal order, with document objects representing the multimedia resources, as shown in Figure\textsuperscript{3.6}. A crucial design in our document system is that the placement of a document object onto a document panel is also modeled as a document event whose event type is the insertion of the target type of media.

#### Preparation

As we categorize the media materials into static or dynamic, for some static materials such as videos, images, and documents, these resources can be prepared beforehand, instead of downloading them on the fly. These multimedia materials are encapsulated into associated document objects. Meanwhile, we also allow inserting
a new multimedia material during a presentation via an external URI. These static or dynamic materials are also wrapped into document objects placed on document panels.

Besides the preparation of static materials, the events in the presentation can also be prepared via document events. Unlike some traditional presentation programs such as Microsoft PowerPoint [93] and Google Slides [46], which organize a presentation in pages, we concentrate on the multimedia events in a delivery. Consequently, we allow users to prepare events such as playing a video, zooming in an image, etc. The details of depicting the temporal and spatial relations are discussed in Section 3.3 and 3.4 respectively.
Replay

After attending a specific presentation, it is quite common that an attendee may want to replay the presentation. For example, after an online class, a student may plan to watch the class content again for a review. Previous work usually solves the problem by recording the whole presentation in a video. By contrast, because we model each presentation state as the execution of a stream of media events, replaying the presentation can be accomplished by re-executing all the events, which is much more efficient.

Persistence

For persistence in this model, the events are saved to the data storage sequentially. Document objects related to the events are also persisted into the data storage. The data storage may be on the browser side or server side, depending on specific demands.

3.3 Temporal Modeling

3.3.1 Introduction

Temporal modeling involves the description of temporal relations among multimedia objects, as well as temporal controls on these objects. In our work, to support a multimedia presentation document system, the system needs to fulfill the following requirements:

1. The complicated system features modeling.
• Sequence. Sequential execution might be the most common system feature in presentations. Here, all events are arranged in sequential order and executed one by one. For example, a presenter plays a video for a while and then pauses the video. This feature can also be utilized to model the causal relationship, namely happen-before relationship, among events.

• Concurrency. Concurrency implies a fork operation, causing the presentation flow to be transferred to multiple concurrent flows. In a presentation, an instance of applying concurrency is playing a video related to a specific page of a PDF document, when displaying the PDF material.

• Synchronization. Multiple presentation flows may be joined together, leading to a single flow afterward. Take the example mentioned when explaining concurrency, after playing the video for a while, the video is removed and the presentation re-concentrates on the PDF file.

2. Explicit notations for controls on multimedia presentation flows. Considering that several multimedia objects may be presented in a session, the graphical representation needs to have corresponding explicit notations for each flow, including start and termination. Additionally, a user may want to assign a positive real number as the interval between two events. This mechanism should also be depicted in the diagram.

3. Accurate execution (rendering) of temporal models. For temporal models prepared before presentations, they should be executed accurately according to the temporal relations interpreted. This is also called multimedia synchronization.
4. Dynamic updates of temporal models. To emphasize the interactive control of temporal relations, a presenter may update a temporal model during a presentation. The original temporal model should be adjusted automatically as a result.

5. Accurate presentation replay based on temporal models. All temporal events occurred in a presentation can be recorded and replayed afterward.

6. The models need to be linked with the objects described in the previous section. Especially, the document events should be reflected in the graphical representation.

3.3.2 Timeline

The timeline approach is the most basic temporal specification scheme. It arranges the events sequentially on a timeline, as illustrated in Figure 3.7. Some pioneering work, including [43], [58], and [28] applied basic or improved timeline diagrams for temporal modeling. For example, in [58], the authors proposed a timeline tree structure to model synchronous and asynchronous events.

Even though these diagrams are not good at modeling complicated system features, they are simple to be interpreted and executed at associated timestamps, as events are all organized on one timeline.
3.3.3 Sequence Diagram

Sequence diagrams organize objects based on a time sequence. The interactions among the objects are arranged in parallel vertical lines. Besides system modeling, currently, sequence diagrams are actively used in testing \[72\] \[122\] \[137\] and verification \[30\] \[78\] \[174\]. An example of applying a sequence diagram to our system is shown in Figure 3.8.

Here, the interactions among three objects including User, VideoObj, and ImageObj are depicted. The user first inserts a video via a VideoObj onto the document.
system, plays the video for a while and then pauses it. Afterward, an image is rendered and zoomed in.

Some prior work, including [123], [124], and [57], has applied sequence diagrams for temporal modeling of multimedia applications. For instance, in [124], Sauer and Engels proposed temporal modeling in extended sequence diagrams in either time point or time interval relations.

The sequence diagram provides a clear demonstration of the interactions between the user and multimedia, but it can be overwhelming to represent complicated system features such as concurrency and synchronization.

### 3.3.4 Activity Diagram

Activity diagrams are another widely used type of UML diagrams, primarily exploited to depict the flows of control and sequences of actions related to activities. The graphical representations consist of nodes and edges. The activity states are denoted with round-cornered boxes. The transitions are shown in arrows. Branches are shown in diamond boxes. Guard conditions, or decisions, are included in a branch, returning a boolean expression to signal whether the requirement is fulfilled or not. Forks and joins are also supported in an activity diagram. A fork node is represented by an arrow entering a vertical bar with multiple arrows leaving the bar. By contrast, a join node is exactly the opposite, with multiple arrows entering the synchronization bar and one arrow leaving the bar. Currently, activity diagrams are widely used in workflow modeling [6, 32, 42] and testing [20, 60, 82].
According to the study of Wang et al. [82], an activity diagram is formally defined as a 6-tuples \( D = (A, T, F, C, a_I, a_F) \), where

1. \( A = \{a_1, a_2, ..., a_m\} \) is a finite set of activity states;

2. \( T = \{t_1, t_2, ..., t_n\} \) is a finite set of transitions;

3. \( C = \{c_1, c_2, ..., c_n\} \) is a finite set of guard conditions;

4. \( F \subseteq (A \times T \times C) \cup (T \times C \times A) \) is the flow relationship between the activities and transitions;

5. \( a_I \in A \) is the initial activity state, and \( a_F \in A \) is the final activity state.

Here, we apply an activity diagram to model the same scenario depicted in Figure 3.7 and 3.8 shown in Figure 3.9. The solid circle on the very left of the diagram is the initial node \( a_I \) of the model, and the solid circle with a hollow circle inside on the right is the activity final node \( a_F \). The actions are all represented in hollow circles. Note that it is difficult to model each duration between two actions in plain activity diagrams.

![Activity Diagram Example](image)

**Fig. 3.9:** An example of applying an activity diagram for temporal modeling.

Activity diagrams are good at describing the dynamic behaviors of systems, while there are several issues when applying them to our document system:
Activity diagrams lack the capability to model temporal relations among presentation media objects, especially the delays related to transitions. Guelfi and Mammar [53] made a valuable contribution of inventing timed activity diagrams by inserting timers into original activity diagrams. Because they do not expect every transition to have a timer, an additional timer block is necessary to control the events, making it complicated for end users to prepare presentations.

In prior work, basic activity diagrams do not support dynamic updates of temporal models. The modifications of presentation flows may cause significant updates of the original model, causing difficulty in multimedia synchronization.

Activity diagrams cannot differentiate the event of inserting a media object and other media related events. Although these are all events in our design, it can be clearer if the insertions of media objects are emphasized.

3.3.5 Petri Net

Petri nets, originated from C.A. Petri’s doctoral thesis [112] are graphical representations for modeling dynamic system behaviors. They are particularly suited to represent the activities in a distributed system. Currently, Petri nets are widely used in modeling various systems, including manufacturing systems ([34], [76], and [177]), web services ([102], [55], and [138]), and workflows ([144], [145], and [119]).

There are three types of objects in a Petri net, including places, transitions, and directed arcs. An example of a Petri net is shown in Figure 3.10. Directed arcs connect places and transitions, but not between places or transitions. Places are represented
by hollow circles, used to identify the states of the system. Transitions are depicted in bars. A transition may fire when one or more specific events occur, transferring the place to another. A place may potentially contain tokens. In the figure, place $p_1$ processes three tokens. The number of tokens here is used to model the number of resources denoted by the place.

Fig. 3.10.: A Petri net.

According to the study of Wang [160], a Petri net is defined as a 5-tuple $N = (P, T, I, O, M_0)$, where

1. $P = \{p_1, p_2, ..., p_m\}$ is a finite set of places;

2. $T = \{t_1, t_2, ..., t_n\}$ is a finite set of transitions;

3. $I : P \times T \to N$ is an input function that defines directed arcs from places to transitions;

4. $O : T \times P \to N$ is an output function that defines directed arcs from transitions to places;

5. $M_0 : P \times N$ is the initial marking.
There is a crucial concept, *marking*, in a Petri net. A marking is utilized to record the number of tokens assigned to the places in a Petri net. For example, in Figure 3.10, the initial marking $M_0$ is $(3 0 0 0 0)^T$. The position and number of tokens may change the execution of a Petri net, thus tokens can be used to model the execution of the net. Specifically, there are several firing rules that a Petri net needs to follow:

1. Enabling rule. A transition $t$ is said to be enabled if each input place $p$ of $t$ contains at least number of tokens equal to the weight, $w(p, t)$, of the directed arc. Take the transition $t_1$ in Figure 3.10 as an instance, $t_1$ is said to be enabled because the place $t_1$ contains 3 tokens, larger than $w(p1, t1)$, which is 2.

2. Firing rule. To fire an enabled transition $t$, $w(p, t)$ tokens need to be removed from each input place $p$ of $t$, and $w(t, p)$ tokens are deposited to each output place $p$ of $t$.

3. Only an enabled transition can be fired. By contrast, an enabled transition may not be fired.

In Figure 3.10 the initial marking $M_0$ is:

$$M_0 = (3 0 0 0 0)^T.$$

Here, transition $t1$ is enabled. If we fire this transition, $w(p1, t1) = 2$ tokens need to be removed from place $p1$, and $w(t1, p2) = 2$ and $w(t1, p3) = 1$ tokens added to place
$p_2$ and $p_3$, respectively. This update is shown in Figure 3.11. As a result, the new marking, say $M_1$, is:

$$M_1 = (1 2 1 0 0)^T.$$  

If we continue this procedure to fire transition $t_2$ and $t_3$, then the new marking, $M_2$, is:

$$M_2 = (1 1 0 1 1)^T.$$  

![Diagram of Petri net](image)

**Fig. 3.11.:** Transfer of tokens by firing transition $t_1$.

A Petri net is strong at modeling multiple characteristics of event-driven systems, including sequence, concurrency, and synchronization, illustrated in Figure 3.12. Considering the strengths of Petri nets, Some pioneering work including [83], [27], and [59] has applied Petri nets to model temporal relations in multimedia systems.

Although Petri nets are very powerful in modeling event-driven systems, a problem when applying them to our document system is that they cannot indicate the time elapsed between events. To solve that, we would like to introduce a variance of Petri net.
3.3.6 Timed Petri Net

Timed Petri nets \[117\] extend basic Petri net by introducing timing variables in transitions. There are two widely used timed Petri nets: \textit{deterministic timed Petri net} (DTPN) \[117\] where the time labels are deterministic, and \textit{stochastic timed Petri net} (STPN) \[95\] where the time labels are random. As the delays among events in our document system are deterministic, we focus on the deterministic timed Petri net in this section.

Formally, for a DTPN, a function \(\tau\) is introduced to associate transitions with deterministic time delays. A simple example of applying a DTPN to our document system is demonstrated in Figure 3.13. Here, a 5 time units delay is attached to transition \(t_1\) and a 8 time units delay is associated to transition \(t_2\). With these time
labels, it is clearer to model the timing information in a presentation, as a user can explicitly assign a time delay to every document event.

![Timed Petri net](image)

**Fig. 3.13.** A timed Petri net.

Although timed Petri nets include timing variables based on the original Petri nets, there are still some drawbacks preventing us from directly applying them to our document system.

- Timed Petri nets lack special symbols to represent terminating presentation flows. Because of this, they are not good at modeling the complicated presentation flows of various media objects simultaneously.

- To our knowledge, in previous work, no usage of Petri nets can support real-time interaction on the predefined temporal models.

- Similar to activity diagrams, timed Petri nets cannot differentiate media object events from media action events, which makes it difficult to achieve some useful functionalities such as collapsing multiple nodes into one.
3.3.7 Document Net

Definition

To overcome the issues of previous models, based on activity diagrams and timed Petri nets, we propose a new modeling notation named **Document Net**, which is highly correlated with the document concepts defined in Section 3.2. A document net consists of basic controlling nodes, document event nodes, and essential transitions. Each transition is associated with a timing variable, similar to a deterministic timed Petri net. For transitions, they can fork new nodes or join multiple nodes together, used to model concurrency and synchronization. Tokens are also introduced to nodes so as to model the real execution flow in a presentation.

A document net is formally defined as a 8-tuple \( N = (D, T, A, w, \tau, s_I, s_F, M_0) \), where

1. \( D = \{d_1, d_2, ..., d_m\} \) is a finite set of document states;

2. \( T = \{t_1, t_2, ..., t_n\} \) is a finite set of transitions;

3. \( A \subseteq (D \times T) \cup (T \times D) \) is the set of arcs from document states to transitions and from transitions to document states.

4. \( w : A \rightarrow \{1, 2, 3,...\} \) is the weight function on the arcs.

5. \( \tau : T \rightarrow \mathbb{R}^+ \) is a timing function to associate each transition with a positive deterministic time delay.

6. \( d_I \in D \) is the initial document state, and \( d_F \in D \) is the final document state.
7. $M_0$ is the initial marking.

Notations

In a document net, states are depicted by various circles. Similar to activity diagrams, there are three basic types of nodes: initial nodes, flow final nodes, and document final nodes, as shown in Figure 3.14a, 3.14b, and 3.14c. These three types of nodes do not have any document events attached but are used to signal the begin/end states. By default, an initial node contains one token.

- Initial node. This marks the start of the document net, shown as a solid circle. There can be multiple initial nodes in a document net, although in a real presentation, we usually have only one starting point.

- Flow final node. This indicates the end of a presentation flow of a specific multimedia object, depicted as a hollow circle with a cross inside. It indicates the removal of a multimedia object from a document panel.

- Document final node. This stops the whole presentation activity, as well as all presentation flows. The notation of a document final node is a circle with a solid circle inside.

Besides the three basic control nodes, we also design notations of DocEvent nodes, shown in Figure 3.15a and 3.15b. DocEvent nodes are all depicted in circles, and we categorize them into two types: media and control. The reason for this division is to emphasize the difference between the event to insert a multimedia object and the
control of the object. Although these are both events, there is unlikeness between these two events. The insertion of a multimedia object needs a container, DocPanel, to hold the object, as well as a load of local or external resources. By contrast, a normal media control, such as muting a video, is only executed on a specific existing multimedia object. In our design, a DocEvent node (media) is depicted by a circle with a plus sign inside, and a DocEvent node (control) is just a plain circle. In a real document net, to differentiate the particular media object, we can also assign a color to corresponding DocEvent nodes. For example, all DocEvent nodes related to a video are marked in red, and all DocEvent nodes of an image are colored in green.
Transitions also fall into three categories, as shown in Figure 3.16a, 3.16b, and 3.16c: basic transitions, fork transitions, and join transitions, akin to notations in activity diagrams. Transitions are used to connect nodes, as nodes cannot be connected directly. Each transition also contains a time delay and weight. A transition is enabled only when the number of tokens in the previous node (document state) $d$ is at least equal to the weight of the transition.

- **Transition (basic).** This is the basic type of transition, used to model sequential execution. The DocEvent nodes connected are executed continuously with a deterministic time delay after the transition is enabled and fired. By default, the weight of a basic transition is one.

- **Transition (fork).** This group of transitions is utilized to model concurrent presentation flows. By default, a fork transition consumes one token and generates as many tokens as its number of outgoing edges. In Figure 3.16b, as the number of outgoing edges is two, the fork transition generates two tokens, one for each following DocEvent node.

- **Transition (join).** Join transitions are created to model synchronization among various presentation flows. After the transition, the input flows are joined together to a single flow. By default, a join transition is enabled only when every input DocEvent node has one token. In Figure 3.16c, the join transition’s weight is two as there are two input DocEvent nodes.
**Modeling**

**Sequence.** Sequential executions are modeled with basic transitions, basic control nodes, and DocEvent nodes. Figure 3.24 illustrates an example of a sequence, based on the diagram shown in Figure 3.9. Here, the time delay after a node is marked with a real time in seconds, and events of the video and image are labeled in distinct colors. All events are fired in sequential order. The user first inserts a video block, plays, and pauses the video. Afterward, the presentation flow of the video is terminated and the focus is moved to an image inserted. Afterward, the image is zoomed in. Finally, the whole presentation is terminated.

**Concurrency.** Concurrency is a common pattern in a multimedia presentation. We exhibit an example of concurrency in Figure 3.18 by forking two additional presentation flows of an image and a PDF document, 2 seconds after pausing a video. In our document system, as the image and PDF document are shown in parallel, they cannot be placed on the same document panel.

**Synchronization.** Based on the diagram in Figure 3.18 we incorporate a join transition to synchronize the presentation flow of the image and that of the PDF document and continue the presentation flow of the video, as shown in Figure 3.19.
Fig. 3.18.: Modeling Concurrency.

The concurrent image flow and PDF flow are synchronized back to present the main video object.

Fig. 3.19.: Modeling Synchronization.

**Multi-Level Layout**

Because we differentiate the media nodes from control nodes, a document net can consist of multiple levels. The series of subsequent media control nodes are allowed to be collapsed to a media object node, as shown in Figure 3.20. The figure is still based on the example in Figure 3.17. The document event nodes with event *play video* and
pause video are collapsed into the video object node. And a plus sign is applied here, indicating the node can be unfolded to show the hidden nodes.

![Diagram showing multimedia synchronization]

Fig. 3.20.: Multi-level layout in modeling sequence.

Another example is shown in Figure 3.21, based on the synchronization scenario described in Figure 3.19. Here, the events of the video, image, and PDF objects are collapsed, generating a much simplified diagram.

This mechanism generates a collapsed diagram, clearer for demonstrating the relations among multimedia objects. And the specific media control events are only shown when necessary.

**Multimedia Synchronization**

Multimedia synchronization is a crucial concept in document nets, especially employed for presentation replay and insertion/deletion of events in a presentation. Because all time delays in a document net are deterministic, a complex document net can be rendered into a sequential timeline.
As the timeline is sequential, the replay of a presentation can be achieved by executing the events one by one, according to the specific timestamp to fire an event. Take the diagram in Figure 3.18 as an instance, the original document net can be converted to a timeline shown in Figure 3.22. For the concurrency of image and PDF insertions, the two concurrent events are also condensed into two sequential events with 0 as the time interval. And sub-sequential media actions are arranged on the timeline according to their delays.

For insertions of new events, the new events can also be arranged on a timeline based on the timestamps these events took place. An example is shown in Figure 3.23. Suppose that during the presentation, the presenter pauses the flow at the vertical line, where 1 second has elapsed after the insertions of image and PDF. The presenter injects a web page to the document system before the presentation flow is resumed. As the new event has a timestamp attached, the event can be wrapped into a document event node, and placed between the original node with insert PDF event and the
node with next page event. To remove a prepared event, the presenter can just skip the event, directly jumping to the next event.

### 3.3.8 DocEvent Structure

In the structures of document nets, the DocEvent nodes play a crucial role in modeling the events occurred in presentations. To simplify the implementation, we do not create an extra document transition class but wrap the necessary information of transitions into DocEvent nodes. Although we categorize the DocEvent nodes into two types, they have similar implementation skeletons. From the perspective of object-oriented design, every DocEvent node object should have the following data members:

- **media_type**, the type of media where the document event takes place. For example, for the event of playing a video, the media type here should be “video”.
• **media_id**, the unique identifier of the document object the event linked to. This is used to identify the specific media object where the event fires.

• **event_type**, the type of the event represented by the document event object. In our design, we capture a media event by monitoring the structure of DOM to achieve efficiency and portability. Thus, the event type here usually refers to a DOM event. For example, the event type of pausing a video can be “but-
ton_click”. Notably, there is also an event type of the insertion of a document object. For example, the event type of inserting a video object is “insert_video”.

- **description**, the semantic human-readable description of the event. For example, the description of zooming in a Google map can be “zoom in a map”.

- **enabled**, the boolean expression to mark whether the event has been enabled or not.

- **fired**, the boolean expression to mark whether the event has been fired or not.

- **time_delay**, the elapsed time to fire the document event after it has been enabled. This is used to model the transition, such that we do not need to create an extra transition object.

- **in_doc_event_ids**, the array of input document events’ ids. In our document system, the current document event node cannot be enabled until all of the input document events have been fired.

- **out_doc_event_ids**, the array of output document events’ ids.

Take the diagram shown in Figure 3.19 as an example. After the DocEvent of pausing a video is fired, because of the fork transition, both of image insertion and PDF insertion DocEvents are enabled and fired subsequently after 2s. Afterward, the image and PDF are presented concurrently. When the image has been zoomed in and the PDF has been scrolled to the next page, the stop video event is enabled. After 4s, the event is fired, and the presentation flow comes back to the video. Token
information of each DocEvent is omitted, as by default, the number of elements in
\texttt{in\_doc\_event\_ids} variable is exactly the number of tokens required to enable an event.

### 3.3.9 Temporal Constraints

In Figure 3.17, 3.18, and 3.19 there are no flow final nodes. Then why do we
need to introduce flow final node in a document net? A flow final node indicates the
end of the presentation flow of a specific media object, so that the media object can
be destroyed and removed from a document panel. Afterward, another media object
may occupy the space. For example, in Figure 3.24 we illustrate an example of
inserting a flow final node after pausing the video. After the video flow is terminated
and the video is removed from the panel, the new image object can be placed in that
panel. The concrete panel is determined by \texttt{panel\_id} member in the image object.
The lifespans of the video object and the image object are shown in Figure 3.25b. At
timestamp \( t \), the video object must be destroyed.

By contrast, if the video flow is not terminated, like that in Figure 3.17 we
should not place the new image on the same panel as the video. Here, the lifespans
are illustrated in Figure 3.25a. After timestamp \( t \), the new image object is created,
and the video object still exists. The image object needs to be placed on another
document panel.

![Diagram](Diagram.png)

**Fig. 3.24.** Modeling sequence with a flow final node.
3.4 Spatial Modeling

3.4.1 Introduction

In our document system, not only the temporal but also the spatial relations among document objects are modeled. Similar to the requirements of temporal modeling, the spatial relations should also be reflected in the document nets, supporting interactive controls and replay.

As a document panel is a container for document objects, the spatial relations among document objects can be represented by the spatial relations among the panels. Additionally, as document objects can be created and destroyed, document panels are always in the document system, maintaining much more stable spatial relations.

Considering the spatial modeling, there are two major questions we need to answer:

1. **How to represent the spatial relation?** One possible layout is shown in Figure 3.26, where seven document panels are arranged horizontally and ver-
tically. We need to come up with an approach to represent the layout. The representation can also be serialized and deserialized for persistence purpose.

2. **How to represent the spatial updates in a document net?** The core in the temporal modeling is the document net. To be consistent, the spatial models should also be prepared in document nets. Additionally, a spatial update may need to influence the original document net by firing some events.

![Fig. 3.26: A document panel layout.](image)

### 3.4.2 Slicing Tree

Slicing tree, introduced by Stockmeyer [136], is a type of slicing structures, used for floorplan design. It recursively slices a floorplan horizontally or vertically to formulate a tree structure. Some efficient slicing algorithms [106, 167, 169, 173] have also been invented and discussed in previous work, to find the optimal cuts of a floorplan. Moreover, Lai and Wong [68] proved mathematically that the slicing tree is a complete floorplan representation.

Based on the layout in Figure 3.26, we can create a slicing tree shown in Figure 3.28. Here, node + represents a horizontal slice, and node * means a vertical slice. A Polish expression can be obtained through the postorder traversal of the tree.
Fig. 3.27.: Modeling layout updates in a document timeline.

Expression: $1 + 2 * 3 + 4 + 5 * 6 + 7 + *$

Fig. 3.28.: Representation of a floorplan in a slicing tree with expression.

The expression can further be used to model spatial relations. Deserialization of the tree can also be achieved by parsing the Polish expression to reconstruct the slicing tree.

As a cut may lead to two blocks with distinct sizes, each internal node of a slicing tree also needs to store ratio information of the two children. As a result, when a presenter drags a slicing line to change the cut, only the ratio information stored in internal nodes are updated, leaving the tree structure untouched.
### 3.4.3 Modeling Updates

It is common that in a presentation, the presenter changes the layout, as shown in Figure 3.29 based on the scenario in Figure 3.17. At first, both of the video and image objects cover half of the space, sliced vertically. Afterward, the presenter updates the ratio of space the video covers to 40% and image to 60%. As every control in the document system is modeled as an event, this update also needs to be represented in events and reflected on the document net.

![Diagram](image)

**Fig. 3.29.:** An update of area ratio.

In our design, the update of layout in Figure 3.29 can be represented by two document events, related to the size updates of both of the video and image objects. The two events are inserted into the document timeline for the record, as shown in Figure 3.27.

However, a question may be raised here about how to decide the specific document objects to update sizes. One straightforward approach is for the root internal node whose ratio is updated, use preorder traversal to check every descendant, and for a leaf node if necessary, fire a document event to update the object’s size.
3.5 Implementation

3.5.1 Overview

Based on the modeling approaches described in the previous section, we developed an interactive multimedia presentation document system in a client-server structure. We provide graphical interfaces for rich functionalities including presentation preparation, control, and replay, totally on web browsers. The backend server takes charge of serving multimedia resources, managing user accounts, and storing presentation data. The server is implemented in Node.js [26], which is an event-driven, non-blocking, and cross-platform JavaScript run-time environment. We use MongoDB [96], a document-oriented NoSQL database, to store data in the platform.

3.5.2 Presentation Preparation

Before a presentation, users can upload essential multimedia files to the server, so that users can still have access to the files on other machines. Users may also choose not to upload the files, but provide the URIs of the materials instead, and the URIs will also be stored on the server side.

Besides the preparation of multimedia files, users can also prepare specific document events. To achieve that, we provide a graphical interface written with the help of GoJS [103], which is a JavaScript library for building interactive diagrams on the web. An example of using our preparation tool is shown in Figure 3.30. Here, the basic document net controlling nodes as well as prepared multimedia materials are
shown on the left palette. A user can drag and drop various components onto the
canvas to formulate a diagram of multimedia events. The diagram can be saved to
a JSON-format file with the information of nodes and links, and the diagram will
further be transformed into an event timeline for interactive controls, as discussed
in Section 3.3.7. Every document event is serialized to a JSON-format message for
storage purposes, based on the document event structure described in Section 3.3.8.

![Diagram of multimedia events]

**Fig. 3.30.** The tool for preparing multimedia events.

### 3.5.3 Presentation Control

One crucial feature that differentiates our work from prior work is that we pro-
vide rich functionalities on interactive controls of multimedia presentations. In our
systems, videos, images, PDF documents, web pages, Google maps, and external
dynamic tables are all supported for presentation purpose with essential annotation
Fig. 3.31.: The graphical interface for presentations.

tools. The user interface of controlling a presentation is shown in Figure 3.31. There are four major UI components in the figure: Materials, Add Material, Presentation Panels, and Event Toolbar.

The Materials panel contains the material resources in a presentation session. In the figure, there is a web page (https://getbootstrap.com/docs/3.3/), a video (oceans.mp4), a PDF document (example.pdf), an image (nodejs.jpg), a Google Maps block, and an external table block. Besides the material files prepared beforehand, a presenter can also insert new materials in a presentation session from the Add Material block. The added materials will also be shown in the Materials panel. The Presentation Panels are containers for document objects. In the figure, an image and a video are presented simultaneously. Currently, each panel covers half of the space. A presenter is allowed to modify the spatial ratio, according to specific presentation demands. The Event Toolbar, floating on the bottom right of the figure, provides the
mechanisms to play/pause the replay of the prepared events. A semantic description of the next event is also displayed on the panel. Users are allowed to pause the replay and update the prepared model by adding new events on the fly. The timeline will be adjusted accordingly, and the updates will also be reflected on the original document net. After a presentation, the user can view the latest version of the document net which depicts the real presentation flows.

In our system, a presentation can be recorded and stored as the combination of multimedia materials and related events, represented by simple messages described in Chapter 5. An example is shown in Figure 3.32. In Figure 3.32a, the messages of files used in a presentation are illustrated. And Figure 3.32b shows some of the events that took place in a past session.

### 3.5.4 Presentation Replay

The replay is a crucial mechanism in our presentation document system. For the media events stored in a presentation, the events can be replayed one by one sequentially according to their timestamps. Moreover, as each event is represented by simple messages in JSON format, we can use only tens of kilobytes to store a specific presentation. Additionally, most of the events are related to multimedia objects, so the replays are accurate and efficient. We also provide a toolbar, similar to that for controlling presentations, to control a replay session. A user is allowed to play/pause the replay and omit the delay by directly playing the next event. The details of the replay mechanism are discussed in Chapter 5.
"events": [..., {
  "media-type": "video",
  "media-id": "video-block",
  "event-type": "button-click",
  "seq-id": 6,
  "timestamp": 10000,
  "description": "play video",
  "data": {
    "id": "video-playpause",
    "current-time": 0
  }
}, {
  "media-type": "pdf",
  "media-id": "pdf-block",
  "event-type": "button-click",
  "seq-id": 7,
  "timestamp": 12000,
  "description": "next page",
  "data": {
    "id": "pdf-next"
  }
}, ...]

(a) Messages of multimedia files. (b) Messages of multimedia events.

Fig. 3.32.: Messages of a presentation.

3.6 Related Work

Distributed multimedia system (DMS) has a long history for both research and engineering purposes. Some of the pioneering work in this domain, including [2, 21, 81, 140] mainly concentrated on video conferencing, where various types of media are transmitted via video frames. Their target is to add interaction and collaboration into video-based multimedia systems. For example, in [21], the authors created a multimedia desktop collaboration system, which provides a shared workspace for
collaboration. The system supports efficient full-motion video and multiple video windows. Baura et al. [5] introduced multimedia systems into teaching courses related to computer architecture, organization, and design, indicating the capabilities of multimedia for education. Because it is difficult to evaluate the influence of interactivity in video-based multimedia system, Branch et al. [14] created a series of experiments, and they claimed that lognormal distributions are better than exponential distributions in describing interactive behaviors, especially where high levels of accuracy are required. Li [75] studied the influence of video interaction patterns for MOOCs and based on their findings, they provide some suggestions like detecting the change of video interaction patterns and providing quick access for revisiting videos.

Furthermore, notice that the quality of services has an impact on multimedia systems, especially in wireless network condition. Berhe [10] proposed an architecture of the Distributed Content Adaptation Framework (DCAF), which adapts contents depending on the user’s preferences, device capabilities, and network conditions.

With the gradual popularity of mobile devices and cloud services, some researchers studied multimedia systems based on mobile-cloud platforms. For example, Sreeramaneni et al. [134] proposed a context-based intelligent multimedia system, optimized upon efficiency for mobile users. They claimed that their context-aware decision-making algorithm improved mobile device performance and consumed less energy. Lin et al. [80] invented an efficient generic algorithm to solve the load balancing problem, especially considering that every server cluster only handles one type of media, in a cloud-based multimedia system. By contrast, Wen et al. [164] also proposed an algorithm for load balancing issue in cloud-based multimedia system, while they
consider the load of all servers and network conditions. On the other side, providing that security is another important aspect in distributed multimedia systems, Yang et al. [171] combined multimedia data state and role access control to propose a mixed security multimedia cloud transmission and storage system.

Recently, some research work concentrated on more effective interaction and collaboration on multimedia systems. For example, Lee et al. [70] combined virtual reality technology and context-aware computing to build a virtual storytelling application. They claimed that their approach could be beneficial to various applications such as education and entertainment. Moreover, Zhu et al. [179] introduced a concept of a library in every phase of development and created a complicated product oriented collaborative document management system. Ciocca et al. [24] built Quicklook2 which is an integrated multimedia system, allowing users to achieve relevance feedbacks related to queries to multimedia databases. Additionally, based on CVS conversioning system, Adler et al. [3] implemented a web-based collaborative office document system, TellTable. They also identified twelve challenges in collaborative editing software, including awareness, communication, workflow, platform independence, etc.

3.7 Conclusion

In this chapter, we proposed a web-based event-driven multimedia presentation document system. The system realized both temporal and spatial scheduling
multimedia objects in document nets and supported real-time interactive control of these models.

The next chapter presents the approaches to continuous updates of external web resources. We evaluate and compare two models: continuous updates with a server and without a server.
4. CONTINUOUS UPDATES OF EXTERNAL WEB RESOURCES

4.1 Introduction

With the rapid development of web technologies, the web has become a very popular media for social media, online commerce, video communication, etc. At the same time, the number of web pages continues to grow at an astounding speed. According to a study by Douneva, et al. [29], there are almost 50 billion websites existed. The web has become a fundamental part of our daily lives.

In a presentation, it is common that the presenter would like to show some information linked from another external web page. Moreover, as the dynamic feature of web pages, he/she may want the information updated continuously according to the latest version of the external web page. An example is illustrated in Figure 4.1. Suppose that the presenter would like to demonstrate the current state of the stock market, and he/she extracts a specific market table from an external web page, such as Yahoo Finance, and places the table on the document system. The table is not static, and the user expects the table to be updated periodically or continuously, following the updates from the original web page.

Traditionally, this demand falls into the research category of the continuous query on the dynamic web, especially useful for web crawlers. However, our work is different
Fig. 4.1.: An example of loading an external table on the document system.

from previous work. As previous work focuses more on the performance of large scale
crawling and change simulation of various web pages, our solution cares more about
the performance influence of several web pages on the client side and timely updates
of target web elements. We expect that a user does not need to place too many
dynamic external web resources on the document system, and a user always wants to
see the latest update of the element, especially providing that latency has a significant
impact on user engagement. For example, based on a study of Google [132], a 400-
millisecond delay caused 0.59% decrease in searches/users. At the same time, a user
does not want to see much performance impact on the client side browser as our
document system is totally web-based.

These expectations lead us to propose a solution for continuous queries quite
different from previous work, and we would like to describe the details in this chapter.
Especially, we analyze and compare two different approaches for continuous queries:
continuous updates with/without a server. We also give some recommendation based
on our study.
4.2 Challenges

The first challenge is how to achieve continuous updates without a server. Traditional continuous query methods deploy a backbone server to monitor updates of interesting web pages. While, in our system, this puts more burden on the setup of the system, making it difficult for a client to use. Additionally, we do not expect a user would like to monitor a large number of web elements, causing it not very essential to use a server. We compare the design with/without a server in Section 4.3 and Section 4.4.

The second challenge is to keep the system lightweight and efficient. It should not cost much CPU usage on the client side, as the computation power of web browsers is limited compared to servers’. Additionally, it should react timely to latest updates. A user always would like to obtain the latest states of the target web elements, without too long waiting. The traditional pull-based approach has a problem of precisely simulating the updates.

4.3 Continuous Updates with a Server

4.3.1 Implementation

The traditional approach to solve continuous updates of web resources, especially used in dynamic web crawlers, is to periodically query the target web page through a central server. In this structure, most of the work is put on the server side, and
the client needs to provide the target monitored web element and receive continuous updates.

Here, we illustrate the core concepts of this design by explaining an example of dynamically loading a table to our document system from an external web page, as shown in Figure 4.2.

- The user first selects the target table which needs to be extracted and loaded on the document system.

- Afterward, the table information is sent to the server for continuous updates. Here, a crucial message included is how to locate the specific table element. A possible identifier is the index of the target table of all tables in the web page. Additionally, if the chosen table already has a unique identifier, it can be directly used as the selector. However, these approaches are prone to changes in the target table node. For instance, if the table node is removed, the server will continuously query the wrong element.

- After the server obtains the information of the table element, it periodically queries the external web page and crawls the current state of the table.

- When the latest state is obtained, it is sent to the document system to update the table shown in the application.
4.3.2 Change Monitoring

The common approach used to monitor the changes of target web elements with a server is to periodically crawl the target elements and obtain the current states. A crucial issue raised here is how to determine the period. An example is shown in Figure 4.3. Here, the initial content of a table is a sequence of 1 to 6. In the 5th second, the number 5 is updated to 7, and in the 15th second, number 3 is updated to 9.

If we select the period as 15 seconds, obviously, as shown in Figure 4.4, we omit the update in the 5th second. This indicates that if the period is too large, some updates may not be captured. By contrast, if we choose 5 seconds as the period, as shown in Figure 4.5, even though we can capture all changes, there is one query which returns no update. This implies that if we set the period too small, some...
computation resources will be wasted. In the example here, we have prior knowledge of the changes. Nonetheless, in practice, we usually have no idea of the distribution of updates, which makes it even more difficult to apply a pull-based approach to accurately capture changes as many as possible. Some more sophisticated simulation algorithms [62, 126] are also developed, although they still cannot capture all changes.

4.3.3 Communication

For the last step shown in Figure 4.2, the server needs to actively push updates to the client side. Here, some push-based protocols such as WebSocket [154] or server-
side events [156] are necessary to achieve the communication. The document system registers corresponding event listeners beforehand to handle the incoming updates. An alternative way is to use polling on the document system side, periodically sending requests to the server to fetch the latest updates. We discuss the differences among these approaches in Chapter 5.

### 4.3.4 Summary

This design strips long running query tasks from the client, allowing the client side focusing on updating target web elements on the user interface. This is useful, especially when there are a large number of dynamic web elements to trace. However, as an additional server is necessary, it makes it difficult for users to easily set up the document system without extra external services. Furthermore, because dynamic web elements are usually updated by JavaScript code, to crawl the target elements, headless web browsers like PhantomJS [113] and Headless Chrome [49] with extra crawling techniques are essential to monitor the changes accurately.

**Fig. 4.5.:** Continuous queries with small intervals.
4.4 Continuous Updates without a Server

4.4.1 Implementation

An alternative way is to monitor the updates of target web elements without inter-
vening of servers, totally on the client side. To achieve that, as shown in Figure 4.6,

- The user still needs to select the target table element to monitor and load.
- Without a server, we want to continuously obtain the updates directly from the
  external web page.

However, these requirements raise some issues in the implementation. The first
problem is the communication between two web pages, as there is no server-client
communication. Another challenge is that the external web page has to actively
monitor the changes in the target elements, which needs extra control for help.
To solve the issues above, we propose to create a Chrome extension to inject extra JavaScript code in the external web pages. As shown in Figure 4.7, a `content_script.js` file is injected in the external web page beforehand. Afterward, the user selects the target table element, and the injected JavaScript code continuously captures the changes of the element and sends them to the document system.

![Diagram showing continuous updates of an external table via a Chrome extension.](#)

**Fig. 4.7.:** Continuous updates of an external table via a Chrome extension.

So instead of a central server, the continuous query task now is handled by the Chrome extension, and the document system still needs to wait for the updates and refresh the user interface.

### 4.4.2 Change Monitoring

A crucial design issue in this structure is how to monitor the changes in target web elements totally on the client side. The pull-based approach used in the structure
with a server can also be used here to actively query the current state of the target element.

An alternative way is to use an event-driven design with DOM events. Usually, the update of a web element can be reflected in one or more DOM events. For example, the change of value in a table cell can be captured by listening to `DOMSubtreeModified` event of the cell. The change of an image on the web page can be captured by monitoring the `load` event of the image. A more general way is to utilize the MutationObserver interface, which provides the capability to watch for the changes in the DOM tree. While, an issue of the event-driven approach is that because all the monitors are on the client side, achieved by a Chrome extension if there are many changes occurring in a short period, too many listeners will be invoked, which puts a burden on the browser. This is illustrated in Figure 4.8. Here, all 6 values in the table are updated at the same time, and if we use MutationObserver to listen to the change of each cell, the mutation event will be triggered 6 times. In our experiment, when 100 table cells are updated simultaneously, as much as 6% CPU usage will be increased by, test on a MacBook Pro. Considering the computation burden on the client side, we recommend using the pull-based approach to provide a more lightweight browser extension. However, if we have enough prior knowledge that only a few events are necessary, we can exploit the event-driven method to achieve more accurate control.
Fig. 4.8.: An example of updating several table cells at the same time.

4.4.3 Communication

Here, we use the postMessage API [149] to achieve the communication between two browser windows, overcoming the cross-origin communication problem.

4.4.4 Summary

In this structure, no server is involved and all monitoring and loading work is completed on the client side. This makes it convenient for a user to set up the usage of continuous updates of external web resources. Definitely, this will add some burden on the browser. Additionally, as the chrome extension needs to continuously query the web page, the tab of the web page has to be kept open during the usage.

4.5 External Web Resources Loading

4.5.1 Introduction

Traditional continuous queries on dynamic web pages concentrate on the updates of values, instead of styles of target web elements. By contrast, in our document
system, the external web element shown needs to be as much as possible similar to its original version, so the styles are essential for consideration and extraction. In this section, we discuss two different approaches to load external web resources: web elements with styles and screenshot, both implemented in our document system.

4.5.2 Web Elements with Styles

In this approach, we walk through all the styles, including the height, width, color, position, etc of the target element. The styles are pushed to an array and transmitted to the document system. One of the advantages of this method is that we can accomplish quite fine-grained continuous updates, as illustrated in Figure 4.9. Here, suppose we use the MutationObserver API to monitor the changes of each table cell. When only one cell’s style is mutated, the new style can be captured and only this cell is updated on the document system, without any influence of other table cells. Nonetheless, a possible drawback of this approach is that because the original styles are read and applied on the document system which is a totally different web page, some collisions of the styles may occur, also makes it difficult to come up with a general approach for various types of web elements.

4.5.3 Screenshot

Unlike extracting the styles of target elements, in the screenshot mode, we capture the whole web element into a photo and synchronize the photo to the document system, such that the original styles are not big trouble anymore. Furthermore, this
method dramatically reduces the overhead of reading all styles, although as shown in Figure 4.10, the updates may be more coarse-grained compared with the previous method. Even if only one table cell is changed, we may still need to capture the whole table as a photo for continuous updates. A possible circumvent is to screenshot every table cell, which may cost more resources especially when the table is large.
4.5.4 Summary

Here, we explain the details of two approaches to load external web resources: one with extracting original CSS styles and the other is capturing screenshots. The former method achieves a fine-grained accurate control of styles, though sometimes prevented by the external web page because of web security consideration. The latter one is much simpler, nevertheless, it can only manage a coarse-grained reproduction of styles. Providing the strengths and weaknesses of these two approaches, we offer the two options in our Chrome extension, letting the users decide which one may be more appropriate for a specific page.

4.6 Related Work

As continuous obtain of specific information from a dynamic web page is a common demand especially in web crawlers, there has been lots of research work in this direction. One early work by Brewington and Gybenko [16] explained the dynamic feature of many web contents and tried to model the change characteristics on these web pages. Later on, more work was introduced to support the continuous query on the dynamic web, including [84], [85], and [108]. For example, in [108], the authors partitioned the crawling task into the tracking phase, resource allocation phase, scheduling phase and monitoring phase. They also proposed Continuous Adaptive Monitoring (CAM) to efficiently monitor the changes.

At the same time, some researchers tried to figure out how frequently does the web change. Because the majority of web pages change rarely, we do not need to
spend too many resources to crawl the same contents. Cho et al. [23] conducted analysis on more than half a million web pages over 4 months, and they claimed that web pages change rapidly, though the actual rates vary from site to site. Fetterly et al. [38] implemented the same experiments that they crawled 150,836,209 web pages one every week, lasting for 11 weeks. They reckoned that the past changes of a web page are a good indicator of future changes. Besides the analysis of web changes, Ntoulas [104] studied the evolution of the web in one year and discussed some features which may potentially influence the design of web crawlers.

With this prior knowledge, researchers began to design more efficient incremental web crawlers. For example, Sharma et al. [126] introduced a self-adjusting architecture for web crawlers. They created an algorithm to dynamically calculate the refresh time of pages and selectively update its database. Kim et al. [62] proposed a similar system, where they determine the crawling cycle time based on current collection time, collection time for the previous update, and average collection time.

Compared with all the work mentioned below using a pull-based approach, where the web crawler actively crawls target pages periodically, there is some work trying to use a push-based approach in web crawlers. For example, Mesbah et al. [90, 91] proposed a novel method to crawl AJAX-based applications through dynamic analysis of user interface state changes.
4.7 Conclusion

This chapter introduced the concept of continuous updates of external web resources, which is quite common in a presentation. We discussed the approaches to monitor the changes, especially on whether using a backend server or not. How to load the external web resources on the document system via a Chrome extension was also discussed, contrasting our work to previous work related to the continuous query.

The next chapter presents a distributed context-aware collaboration framework based on our presentation document system. We explain the details of the framework methodology and architecture components. The framework can also be extended to include more types of multimedia.
5. DISTRIBUTED CONTEXT-AWARE COLLABORATION FRAMEWORK

5.1 Challenges

When implementing a collaborative multimedia presentation system, the first challenge is how to capture every media control event and enclose necessary information into a message. As shown in Figure 5.1, an abstract media event such as playing a video is usually first represented by a semantic event, understandable by human beings. As on web browsers, web pages are represented by nodes and objects in the DOM. We need to convert a media event into one or more DOM events, easily captured by JavaScript programs. The propagation of DOM events makes it complicated to capture the media event. There exist two types of event propagation: event capturing and event bubbling [152]. In the event capturing mode, the event fired is first captured and handled by the parent node, and then if possible, it will be passed to the node’s children. By contrast, in the event bubbling mode, the event triggered is first captured and handled by the deepest child element, and then if possible, it will be bubbled up to the parent node.

Another challenge is about where to register event handlers to capture these media events. In Figure 5.1 to play a video, a sequence of DOM events can be fired. Not only is the mouse click event fired, but the play event of the video is also triggered.
One straightforward way is to directly utilize the browser media APIs to monitor these media events such as `canplay`, `progress`, and `timeupdate`. Because most of the vanilla browser media APIs only provide low-level controls and the implementations of these APIs are variant on different browsers, currently there are a large number of popular third-party libraries such as audio.js [65], caman.js [71] and video.js [148], wrapping these browser media APIs, realizing more useful utilities, and providing more unified and elegant interfaces. For example, by April 2019, video.js, a JavaScript-based open source HTML5 video player, has more than 20,000 starts of its GitHub repository and is used on over 400,000 websites. These libraries hide the lower level browser media APIs from the developers, making it arduous to register additional handlers to monitor the original media DOM events. Moreover, some types of media, such as PDF documents, do not have direct browser APIs for necessary controls, and thus
developers have to turn to some third-party libraries, like pdf.js [101], a PDF reader library developed by Mozilla Foundation, for help.

Another possible place to capture media events is low-level mouse events such as `mousemove`, `mousedown` and `mouseup`. However, this approach leads to another challenge of replaying the events accurately on remote devices with the increasing popularity of mobile devices, many websites have applied a new design paradigm named *responsive web design*. In this style, a web page can be automatically adjusted on various devices including desktops, tablets, and mobile devices, with variant screen sizes. An example of responsive web design built with a UI library, Bootstrap, is shown in Figure 6.3. Here, one web page, `getbootstrap.com/docs/3.3`, has different layouts on a MacBook Air and an iPhone 8. The website layout is adapted by fluid grid-system to specific screen sizes. Because elements may be in different positions, the position-based synchronization approach, widely used in collaborative whiteboard tools such as AWW [1], cannot be directly applied here. Although a mouse click at one specific position can open a new link, a click at the same position may not successfully repeat the event on another display.

The final challenge is how to support general multimedia. A system can be very beneficial if it supports various types of media for interaction and collaboration. The challenge here is to design a general-purpose collaboration and synchronization protocol for multimedia, that developers can follow to support different kinds of media for efficient and accurate collaboration. Nonetheless, our study of four prior collaboration systems indicates that they only support very limited types of media, as demonstrated in Table 5.1. Here, Google Docs supports document editing, Spread-
Table 5.1: Comparison of supports for multimedia collaboration of four studies with our work.

<table>
<thead>
<tr>
<th></th>
<th>Document editing</th>
<th>Web browsing</th>
<th>Whiteboard</th>
<th>Image annotation</th>
<th>Video watching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Doc</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>SpreadVector</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Collaboard</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Kim et al.</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Our work</td>
<td>✗*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Vector [37] is for collaborative web browsing, and Collaboard [66] has a whiteboard functionality. The system described in [63] works for more types of media, even though it still only supports whiteboard and image editing. By contrast, our collaborative platform supports all types of multimedia listed in the table, especially for presentation purposes. Note that even though our system does not support collaborative document editing, it does support collaborative annotation and basic controls on PDF documents.

5.2 Framework Methodology

5.2.1 Communication Models

In modern collaboration system design, there are mainly two different models: client-server and peer-to-peer. In the client-server model, a server sits between the presenter and other collaborators. A collaborative event is sent to the server first, and afterward, the server broadcasts the message to other clients. This model separates the user interfaces from the data storage/management and thus, easily achieves scalability on the server side. Currently, some collaboration systems based on cloud
services such as Firebase [39], Cloudkit [129], and Simba [111] fall in this category. With a central service, not only a client sends requests to the server, but also the server needs to push updates to some targeted clients in a collaboration session. It is like a client subscribing to a stream of updates with some predefined specific conditions. Whenever a new event occurs, a notification is sent to the client. To achieve that mechanism, up until now, there have been four major approaches: polling with AJAX (Asynchronous JavaScript and XML) requests, long-polling, server-sent events, and WebSocket.

![Diagram of communication models](image)

(a) Client-server model.  
(b) Peer-to-peer model.

**Fig. 5.2.** Two different communication models.

In our work, to achieve the uniform interfaces of collaboration, our distributed collaboration framework does not restrict to a specific model. Because most of the current systems apply a client-server model for the reasons of scalability and manageability, we concentrate on this model in the remaining parts of this section.

- Polling with AJAX requests. This model follows the basic principles in HTTP communication, that a client continuously sends requests to the server, and the
Fig. 5.3.: Comparison of four server pushing models.
server endlessly posts responses whether there exists a new event or not, leading to an issue that some bandwidth and computation resources are wasted.

- **Long-polling.** This is an improved version over polling. In this paradigm, the server holds a persistent HTTP connection and does not send a response until a new event is fired. Although this model reduces the waste of resources, the server still needs to keep the connection open without serving other clients. It could be worse especially when events are taking place infrequently.

- **Server-sent events.** Server-sent events (SSE) is a technology born from the HTML5 standard. Currently, most of the modern web browsers have supported it. A client first sends a request to the server to ask for a protocol switch. If the server supports server-sent events, it will send back a response, switching to EventSource interfaces. Afterward, it is convenient and efficient for the server to push a stream of updates to clients. However, an issue preventing server-sent events from being widely used in collaboration tools is that the communication is uni-directional – the client cannot push data to the server afterward.

- **WebSocket.** Similar to server-sent events, the WebSocket API and protocol were also released in the HTML5 standard. The WebSocket protocol provides bidirectional, full-duplex communication channels over a single socket connection. Figure 5.3d shows the procedure of the communication between the client and the server. At first, a client sends a request to the server, asking for a protocol switch. After the server receives the request, and if it supports
Table 5.2: Compatibilities of XMLHttpRequest, Server-sent events, and WebSocket on major web browsers.

<table>
<thead>
<tr>
<th>Browser</th>
<th>XMLHttpRequest</th>
<th>Server-sent events</th>
<th>WebSocket</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE 11</td>
<td>✓*</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Edge 18</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Firefox 66</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Chrome 74</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Safari 12.1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>iOS Safari 12.2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Chrome for Android 74</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

WebSocket, it will switch to the WebSocket protocol. Afterward, the bidirectional channel is established, and each side can push data to the other side. According to the experiments performed by Pimentel et al. [114], WebSocket has an obvious lower latency than polling and long polling.

We have also studied the compatibilities of these four methods on browsers, and list the results in Table 5.2. XMLHttpRequest (the foundation of polling and long-polling) and WebSocket have the best compatibility in current major web browsers, and server-sent events are supported in most of them, except Microsoft IE and Edge. Because of the advantages of compatibility and performance, we recommend using WebSocket in a web-based collaboration platform when choosing the client-server model.

By contrast, in the peer-to-peer model, no servers are required. The presenter directly broadcasts messages to other attendees in this session. As the computation of devices is becoming more and more powerful, some researchers tried to employ a peer-to-peer model in a collaboration system. One recent work is Legion [146], which

---

1All browsers are compared with their current versions, by May 2019. Data is fetched from https://caniuse.com/. *: partially supported.
utilizes WebRTC protocol to achieve collaboration among peers without involving servers.

In our work, to achieve uniform interfaces of collaboration, our distributed collaboration framework does not restrict to a specific model. However, because most of the current collaboration systems apply the client-server model for the reasons of scalability and manageability, we concentrate on this model in the remaining parts of this chapter. This is also the model used in our collaboration platform.

5.2.2 Stateless Events

In our design, all collaborative events occurring in a session are stateless, without containing any previous context information. This means that every event needs to be self-descriptive, wrapping all necessary information to represent the media event that takes place, and is able to be replayed precisely.

Note that in a web-based collaborative work, it is common that a client may ask for a resynchronization of the current media state because of lost network connection or late attendance. In that case, an event with the current media state needs to be broadcast to the target client. Here, this event is not contradictory to our stateless events requirement because the event to synchronize the current media state does not depend on any stored context in previous events. This is just an event with essential media state information to reconstruct current collaboration progress.

Similar to Martin Fowler’s event sourcing, which describes that all changes to the application state are stored and can be used to reconstruct the past states,
a collaborative session consists of a sequence of media events. However, for the
restoration of states, besides executing the events sequentially, we allow the direct
capture of the current media state to improve efficiency in re-synchronization, as
mentioned above.

The stateless events requirement introduces reliability, security, and scalability in
a distributed collaboration system. Reliability is improved because the server only
stores the events instead of states, making it easier for crash recovery. Additionally,
only media events are transmitted, and thus very little content-related information
is exposed to the outside. For instance, when a client presses a button to play a
video, only the button click action is captured and broadcast, without unveiling any
screenshots or frames of the video. Furthermore, without storing application states,
it is easier to achieve high scalability on the server side. The details of the design of
a scalable cloud service for collaboration are discussed in the next section.

5.2.3 Scalable Cloud Service

With the scalability provided by our design, it is possible to create a scalable cloud
service to serve multimedia collaboration functionalities. Currently, there are some
cloud services providing real-time updates, which is similar to real-time collaboration.
For example, the Parse [109] server supports live queries where clients can subscribe
to updates of objects with specific conditions. Here, based on the prior work in
infrastructure, we propose a possible architecture for distributed collaboration on a
cloud service, shown in Figure 5.4.
**Fig. 5.4.** A possible architecture for distributed collaboration through a scalable cloud service.

Here, a key point to ensure the scalability is to separate the collaboration servers from the notification servers. The responsibilities of a collaboration server include receiving events from clients, publishing events into a message queue, and storing events to the database. The message broker works as the bridge between the collaboration server cluster and the notification server cluster. After the publisher module of a collaboration server pushes an event into the queue, a subscriber of a notification server will pull the event from the queue and send the event to target clients via a WebSocket server. Database instances are also necessary for the cloud service, especially when users would like to store collaborative sessions. The data manager module in a collaboration server takes charge of managing events stored in the database. In our
design, the specific architecture of a collaboration server is not restricted; developers can use layered, event-driven, or microservices architectures to implement the server.

5.2.4 Uniform Interfaces

A very crucial feature that distinguishes our design from other collaboration systems is that we provide uniform interfaces for distributed collaboration on various types of media. As collaboration information is transmitted in a standardized message format, it relieves the difficulty to insert a new type of media to the system. A possible structure of collaboration, based on a uniform interface, is shown in Figure 5.5.

![Figure 5.5](image1.png)

**Fig. 5.5.** A possible implementation of collaboration based on an uniform interface.

Here, for the client who initiates a media event for collaboration, there is a *media event capturer* module to monitor and capture the event. A *media state recorder*
may be necessary to record the current media state for possible resynchronization. For example, the state of a video may include the play/pause state, volume, progress, playback rate, related annotations, etc. At the same time, the event is sent to a message serializer, which encapsulates the event into a standardized message and sends it to the backend service. After the message is routed to one target client via the backend service, a message deserializer takes charge of unwrapping the message and sending information to the media event replayer to update the current media state. Simultaneously, the change of media state may also be recorded in the media state recorder module.

With the uniform interfaces, if a developer would like to add a collaboration mechanism for a new type of media, he/she just needs to follow the structure by adding functions in the media event capturer, media state recorder, and media event replayer. Message serializer and message deserializer should be left intact if the format of transmitted messages is not changed. The communication is handled by the architecture, and the developer does not modify the communication interface to support new types of media. The feature of extendability significantly relieves the burden of implementing new functionalities for collaboration.

5.2.5 Object-Prioritized Collaboration

A common problem in distributed collaboration is the precise synchronization of events on various displays. For object-prioritized collaboration constraint, we restrict the synchronization to object-based as much as possible, instead of position-based.
In that case, for a media event, we record the object adhered to the event. This provides much more flexibility than the traditional position-based approach, as no matter where a media event fires, we only trace the object affected, isolated from the influence of positions. It is especially superior considering that currently lots of websites have applied responsive web design styles, so that there may be very different layouts on laptops and mobile devices.

We admit that not all media events can be represented as object-based. For example, a user may move an image via mouse moving events. And moving events, actually, have no objects binding. To solve this issue, we use a proportion-based synchronization approach that controls the aspect ratios of the target image and canvas underneath on various platforms, as shown in Figure 5.6. Here, on either monitor or mobile device, the aspect ratio of the canvas is always 1:2, and the aspect ratio of the image is always 1:1. Thus, when a user moves the image on the monitor, say to the center of the monitor, we record the new position of the image on the canvas proportionally and compute the new position of the image relatively on the mobile device precisely.

![Figure 5.6: Proportion-based synchronization of an image on various displays.](image-url)
Another scenario is related to using mouse scrolling to zoom in/out an image, a PDF document, or a map. The mouse scroll event can be captured via `wheel`, `mousewheel`, or `DOMMouseScroll` event, according to the specific implementations of the browser. With the event fired, usually, there is a `delta` value to represent how much the mouse has scrolled. With the value, we may also use a predefined scale factor to determine how much we want to zoom in/out. Here, there is no object attached because this is a mouse event. Also, no proportion or position is necessary; we just employ the value given to achieve synchronization. This can be regarded as a *value-based* approach.

In general, we employ a hybrid synchronization approach, with a combination of object-based, proportion-based and value-based methods. The details of using these synchronization methods in our system are demonstrated in Table 5.5 in Section 5.3.3. In summary, object-based is always preferential. Proportion-based and valued-based are considered as supplementary methods, only used when there are no direct objects related.

### 5.2.6 Non-Intrusive Collaboration

This constraint is very crucial in ensuring the extendability of our system. Extendability here refers to the capability of extending the collaboration to other types of media. Because the system is non-intrusive, a developer does not need to modify any code underneath related to the media, needing only to create another controlling layer on top of the media APIs. This feature is very beneficial when the original
media functionalities are implemented through a third party library instead of vanilla browser media APIs. An example is achieving collaboration based on a JavaScript image cropper, Cropper.js [19]. Suppose that there has already been an image cropper application implemented with Cropper.js. Afterward, developers plan to add a collaboration mechanism onto the application. With non-intrusive design, the developers do not need to modify any code of Cropper.js. Instead, they can follow our uniform interfaces, create a controlling layer on top of the library, and utilize the events provided by the library. For instance, the monitoring of a series of cropstart, cropmove, and cropend events gives the path of a successful crop operation. These events can be synchronized on other displays to reflect the crop operation. The implementation of non-intrusive collaboration in our platform is discussed in Section 5.3.2.

5.2.7 Access Control

Access control is crucial in protecting the security of a distributed collaborative web service. For example, in a collaborative presentation session, only the presenter is allowed to manipulate the media objects and broadcast the media events fired to other attendees. According to [135], access control policies can be categorized as discretionary access control (DAC), mandatory access control (MAC), role-based access control (RBAC) and attribute-based access control (ABAC).

In a traditional DAC system, authorities are based on the identities of the requestors and some specific access rules instructing what the requestors can access and what they cannot. The word discretionary means that a subject could pass its
permissions to any other subjects. In practice, DAC is usually implemented in an access control matrix or an access control list, as illustrated in Table 5.3 and Figure 5.7 respectively. The access control matrix shows an example of controlling read, write and execute privileges among user 1, 2, and 3. The access control matrix is usually sparse, we could convert the matrix into a linked list as an access control list. one critical issue of this model which prevents it from wide usage in collaboration systems is that it lacks flexibility. When a user’s permissions are changed, which is quite common in web services, the access control matrix(list) needs to be continuously updated.

**Table 5.3:** Access control matrix.

<table>
<thead>
<tr>
<th></th>
<th>File 1</th>
<th>File 2</th>
<th>File 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>User 1</td>
<td>Read</td>
<td>Read</td>
<td>Read</td>
</tr>
<tr>
<td></td>
<td>Write</td>
<td></td>
<td>Write</td>
</tr>
<tr>
<td></td>
<td>Execute</td>
<td></td>
<td></td>
</tr>
<tr>
<td>User 2</td>
<td>Read</td>
<td>Write</td>
<td>Read</td>
</tr>
<tr>
<td>User 3</td>
<td>Read</td>
<td>Read</td>
<td>Read</td>
</tr>
<tr>
<td></td>
<td>Write</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A MAC system applies another policy by assigning access permissions from a central authority; that’s why it is called *mandatory*. The system is usually related to security labels that indicate how sensitive the objects. Thus, it is widely used in military or national security systems.

In an RBAC system, the access permissions are related to roles in the system. A user is granted with one or more roles to get access to some resources. For example, in a database system, the administrator can have both read and write access to the contents in the database, while normal users can only read from the database. There
has been some pioneering work applying RBAC to collaboration environments, such as [74], [110] and [178]. Although in some work like [176] and [142], the researchers criticized that RBAC still lacks the flexibility to specify a fine-grained control of the access permissions in a complicated collaboration system.

Recently, with the rapid development of web services, ABAC has become popular. The attributes, including subject attributes, object attributes, and environment attributes, define specific characteristics used in access control. It is currently used in web-based systems, like [175], [128] and [127]. They claimed that ABAC provides flexibility in systems where access permissions are susceptible to changes.

To our knowledge, the role-based access control (RBAC) [120] model seems to be the most appropriate model for our system, especially considering that it is very natural to have various roles for users in a collaboration session – although our framework
is not restricted to a specific access control model. Take our collaboration platform as an example, we create an RBAC model, shown in a matrix representation in Table 5.4 to represent the access control. There are three roles in our model: administrator, presenter, and listener. By default, the owner of a presentation is assigned as the administrator automatically. The major duty of this role is to grant a presenter, who can be the administrator himself/herself. The presenter is the user who controls the events that take place in the session and broadcast them to other attendees. Moreover, the presenter can also resync the current state if a resync request is sent from other users. In a session, at one time, there is only one presenter, whereas, in the whole presentation, there can be multiple presenters. Additionally, a listener can apply to be the presenter, and the administrator decides whether the role needs to be transferred or not.

Table 5.4: Access control matrix representation of our web-based collaborative document system.

<table>
<thead>
<tr>
<th></th>
<th>Assign a presenter</th>
<th>Sync media events</th>
<th>Resync</th>
<th>Ask to be presenter</th>
<th>Ask for a resync</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admin</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Presenter</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Listener</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Note that we only show an example of roles assigned in our application. In fact, our framework has no restrictions on the roles in a distributed collaboration platform. Thus, a developer can assign other roles necessary for his/her specific demands.

We also add an additional constraint in access control to ensure the permissions are strictly followed according to the access control model we propose, by creating
authorization mechanisms on both the client and server side. Before a client sends a media event, the client-side JavaScript code scrutinizes the role of the user to check whether the user has enough authority to synchronize the event. To prevent possible security issues caused by client-side hacking, the server also keeps another authorization layer to ensure that the synchronization action is allowed, and that the user has the role he/she claims. The event will not be broadcast to other target clients until all the checks are passed.

An implementation example of access control in both client and server sides is shown in Figure 5.8. The information of the current access control model is stored in both client and server sides’ storages. In that case, each side maintains a DBAdapter to connect to a specific database determined by developers. For example, on the server side, the model may be stored in MySQL, MongoDB, or Redis. Note that the model may be updated continuously. Suppose that the administrator assigns another presenter. The first check is executed on the client side. After the check is passed, a request is sent to the server. On the server side, after the security check is passed, the model stored in a database instance is updated to reflect the change of the presenter. Afterward, the update is sent to all clients in this session to update their local storages.
5.3 Architecture Components

5.3.1 Collaboration Subject

A collaboration subject is an attendee in a collaboration session. A collaboration subject’s functionalities are usually reflected by its agents, for example, web browsers. We categorize a collaboration subject to be active or passive. An active collaboration subject, considered as a sender, actively controls the collaboration artifacts and broadcasts updates to other subjects. In a presentation scenario, an active collaboration subject is a presenter. By contrast, a passive collaboration subject, regarded as a recipient, passively receives messages and updates media states. Take Figure 5.5.
as an example. The client on the left side is an active collaboration subject, and the client on the right side is a passive collaboration subject.

![Collaboration subjects diagram](image)

**Fig. 5.9.:** Collaboration subjects.

The role of a collaboration subject is not immutable. At a time spot, an active collaboration subject can be updated to become a passive one, and a passive collaboration subject can be changed to become an active one, taking charge of broadcasting media events.

### 5.3.2 Media Event Capturer

The main functionality of a media event capturer component is to capture an abstract media event via necessary DOM events. In our design, by using event propagation, especially event bubbling, which is now supported in all of the modern browsers, we create another layer on top of original media to capture these media events. The controlling layer contains UI components, and the target media events are converted to events fired on these components. This is possible because every control event of a media object on a web page must be triggered by a DOM event on that page.
For example, to play a video, we may need to click a button (or the video itself) to trigger the action. To zoom in an image, we may scroll up the mouse or click a button to achieve the expected effect. As a result, we create a controlling layer to capture the DOM events on top of original media objects. In Figure 5.10, we illustrate the structure of capturing video events in DOM events.

**Fig. 5.10.** Structure of capturing some video events in DOM events.

**Fig. 5.11.** Structure of capturing some image events in DOM events.
In the figure, there are four controls of a video: *play, pause, mute* and *jump to time*. Every control is triggered through a UI component. For example, the *play/pause* event is toggled by clicking a button, and *jump to time* event is activated by dragging or clicking a slider or progress bar. As a consequence, every media event can be represented and captured by a corresponding DOM event. For instance, muting a video can be recorded by a click on a specific button. Providing that our framework is object-prioritized, without touching the media frames, it is very flexible and works well on various platforms.

However, it is not always true that a media event has to be controlled by a UI component. In fact, we do not have such controlling constraint in our design. One typical example is shown in Figure 5.11 related to capturing image events. Here, when a user moves an image, he/she can not only control the media via clicking a button but also achieve the same effect by dragging the image, which does not require any extra UI components. And because there are no UI components involved, we only need to directly capture the DOM events underneath. This also indicates that a media event can be captured through multiple DOM events. Thus, this is not a one-to-one, but a one-to-many relationship. Another typical example is Google maps. Some plain browser media APIs are quite low-level, and because of wide usages of third party libraries, some browser APIs are hidden from these libraries. However, for Google Maps, the case is different. Google Maps is a type of media without any native browser APIs. Additionally, Google officially provides a large amount of APIs to control maps embedded in web browsers. In that case, we register event handlers on the exposed public events. For example, for a move operation on a map, instead
Table 5.5: Summary of media events and related represented DOM events.

<table>
<thead>
<tr>
<th>Media Type</th>
<th>Semantic Event</th>
<th>Captured Event</th>
<th>Synchronization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>play/pause video</td>
<td>button click</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>stop video</td>
<td>button click</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>mute/unmute video</td>
<td>button click</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>jump to time</td>
<td>progress bar click</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>change speed</td>
<td>dropdown list click</td>
<td>Object-based</td>
</tr>
<tr>
<td>PDF</td>
<td>prev/next page</td>
<td>button click</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>jump to page</td>
<td>form submit</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>scroll page</td>
<td>mouse scrolling</td>
<td>Value-based</td>
</tr>
<tr>
<td>Image</td>
<td>zoom in/out</td>
<td>mouse scrolling</td>
<td>Value-based</td>
</tr>
<tr>
<td></td>
<td>move</td>
<td>mouse down/move/up</td>
<td>Proportion-based</td>
</tr>
<tr>
<td></td>
<td>crop</td>
<td>mouse down/move/up</td>
<td>Proportion-based</td>
</tr>
<tr>
<td>Webpage</td>
<td>visit a provided URL</td>
<td>form submit</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>load a URL on page</td>
<td>link click</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>prev/next page</td>
<td>button click</td>
<td>Object-based</td>
</tr>
<tr>
<td>Google maps</td>
<td>zoom in/out</td>
<td>zoom_changed</td>
<td>Value-based</td>
</tr>
<tr>
<td></td>
<td>move</td>
<td>button click</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>free drawing</td>
<td>mouse down/move/up</td>
<td>Proportion-based</td>
</tr>
<tr>
<td>Annotation</td>
<td>highlight text</td>
<td>selection change</td>
<td>Object-based</td>
</tr>
<tr>
<td></td>
<td>insert shapes</td>
<td>dropdown list click</td>
<td>Object-based</td>
</tr>
</tbody>
</table>

of monitoring mouse events, dragstart and dragend events, offered by the library, can be utilized to achieve collaboration.

To summarize the handling of media events captured in our system, we demonstrate the captured events related to specific media events in Table 5.5. Note that we also list annotations as a type of media, whose events like free drawing can also be captured via DOM events.
5.3.3 Media State Recorder

Although all the media events that occur in a collaboration session are stateless, and the current media state can be calculated from the prior events, under some scenarios, such as synchronizing media state to a late attendee, we may want to complete the work rapidly instead of waiting for all operations to be re-executed. That is why we recommend using a media state recorder to maintain the current state of the media. As shown in Figure 5.5, both media state capturer and media state replayer communicate with media state recorder to update the current state stored in it.

The state of a media block depends on the type of media, and thus different types of media have various states. Note that all the states can be represented by simple key-value pairs. For example, for a video, the state contains the video source, current timestamp, muted or not, volume, playback rate, annotations, etc. The key-value pairs can be compressed into messages for further transmission.

5.3.4 Media Event Replayer

The main functionality of a media event replayer is to replay events attached with complete media event information. To achieve that efficiently, we design a hierarchical tree structure, Handler Tree, to handle the messages, as shown in Figure 5.12.

An event is propagated in the handler tree via parent-child chains until a leaf node arrives. During the propagation, the received message is parsed gradually, and finally, in a leaf handler, the message is totally consumed to update UI view if necessary.
An example of using this structure in our collaboration system is demonstrated in Figure 5.13.

Here, when an event is received by an audience, it is first sent to the root node, also acting as a dispatcher, in the handler tree. The next level in the handler tree contains various handlers for corresponding types of media. The message is sent to the appropriate media handler at this level. Then, a specific action handler is invoked.
to fire the target DOM event. Take the *play/pause* event of a video described in Figure 5.15a as an instance. The message is first handled by the root handler and dispatched to the video handler according to its media type. During the handling in the video handler, because the event type is *button click*, the message is sent to the button click handler for further process. Then the handler reads the target id and triggers the click event on the element with this identifier. The handler also loads the value of current time in the data field to update the current progress of the video to 0.

For various types of media, the specific action handlers may be different. Considering that our system is real-time, we design the tree to be flat to reduce the overhead.

**Fig. 5.14:** Replay of events.

With the help of media event replayers, the events occurring in a collaboration session can be replayed sequentially according to their timestamps, as shown in Figure 5.14. The events occurring in a session are pushed into a queue structure. A timer is scheduled to pop events from the queue and send them to the handler tree for replay.
5.3.5 Event Messages

Introduction

In our design, collaboration events are captured and represented by a standardized format of strings, and the strings are transferred between collaboration subjects. There are two different types of messages: media event and control event. A media event message represents an action that takes places related to a specific media block, such as scrolling a web page. By contrast, a control event message represents an action involving controls in a collaboration session, such as promoting a passive collaboration subject to an active one.

Media Event Message

The major skeleton of a media event message is shown in Table 5.6. The message is represented by key-value pairs.

- **Media type identifier (media-type)**. This key identifies the type of the media, such as video, audio, or image, whose event is fired.

- **Media identifier (media-id)**. This field contains the unique identifier of the target media block. It specifies the media where the event triggered.

- **Event type identifier (event-type)**. The value here is crucial for a message, as it describes the type of the event captured to represent the target media event. This is also used in other collaboration subjects to replay the media action to achieve synchronization. The specific event types included in this
field highly depend on the replaying mechanisms specified by users, and we give some more examples below. Note that for each event type, there must exist a corresponding type of each *media event replayer*. Otherwise, the control cannot be repeated on other collaboration subjects’ sides.

- *button-click*, representing the event of clicking a button.
- *move*, representing the event of moving a media material.
- *mouse-scroll*, representing the event of scrolling the mouse.
- *form-submit*, representing the event to submit a specific form.
- *highlight*, representing the event of highlighting a snippet of text or an image.

- **Sequence identifier (seq-id)**. Since the events occurring in a collaboration session are in sequential order, the events are in a happens-before relationship, namely causal dependency [86]. To maintain the order of the events, similar to the mechanism in the traditional database logging system, a unique auto-incremental sequence number is assigned to every event.

- **Timestamp (timestamp)**. This field contains the timestamp when the media event occurs and is captured. This can be useful, for example, if we want to replay all media controls based on the timeline.

- **Semantic (description)**. This is the semantic description related to the media event. It makes the event more human-readable.
Fig. 5.15.: Messages of a video and an image event.

(a) A message representing play event of a video.

(b) A message representing zoom-out event of an image.

- **Optional data (data).** This field carries further information about the event, and thus it is highly implementation-specific. The information included here may be consumed by essential media event replayers on another collaboration subject side. For instance, for a form-submit event, this field contains the value to be filled and submitted, so that the media event can be reproduced precisely.

### Table 5.6: Summary of elements in a media event message.

<table>
<thead>
<tr>
<th>Element</th>
<th>Field</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>media type identifier</td>
<td>media-type</td>
<td>image</td>
</tr>
<tr>
<td>media identifier</td>
<td>media-id</td>
<td>image-block</td>
</tr>
<tr>
<td>event type identifier</td>
<td>event-type</td>
<td>mouse-scroll</td>
</tr>
<tr>
<td>sequence identifier</td>
<td>seq-id</td>
<td>8</td>
</tr>
<tr>
<td>timestamp</td>
<td>timestamp</td>
<td>5000</td>
</tr>
<tr>
<td>semantic</td>
<td>description</td>
<td>zoom out an image</td>
</tr>
<tr>
<td>optional data</td>
<td>data</td>
<td>delta: -1.5</td>
</tr>
</tbody>
</table>
Based on the basic structure we have explained above, we demonstrate two message examples in Figure 5.15. In Figure 5.15a, there is a message representing a play event of a video. It contains all the fields we have described. In the data field, a piece of current time information is included to indicate the time to play or pause. In Figure 5.15b, there is a message for zooming out an image. Here, the data field holds a value of delta, standing for how much a user has zoomed out the image.

Our message structure is open to extension, and a developer can adhere new fields to the message for other synchronization and collaboration purposes, as long as the following rules are obeyed.

**Self-descriptive.** Each message should carry complete information to describe itself. This indicates that a media event replayer can obtain sufficient information to repeat the action, without any knowledge of prior events.

**No duplicate fields.** For example, when there has been a media-type field, it is not necessary to have another field like media-category that serves the same purpose.

**The fields except data should exist in all messages.** If a field can only exist in some of the messages, it should be moved to the data field. Take the id field in Figure 5.15a as an example. In a button click event, an id refers to the identifier of the clicked button element. Considering that not all the messages need a unique identifier to point to a web element, this value should be placed in the data field.

**Immutable.** After a message is created, it shall not be modified on the client or server side. To modify the message, we have to create a new message and discard the useless one.
**Deterministic.** All the values contained in the message for execution should be determinstic. That is, no randomness could exist. The execution of the message on every client should produce the same result.

**Control Event Message**

Besides media event messages, control event messages are also necessary to represent controlling information, such as change of authorities, resynchronization, and reorganization of panels, in a collaboration session. The major skeleton of a control event message, illustrated in Table 5.7, is quite similar to that of a media event message, except:

- **Control type identifier (control-type).** This value identifies the type of control event, such as resync. This field, together with media type identifier, is used to judge whether a message is a media event or a control event.

- **No indispensable media-related fields.** Unlike media events, the media type identifier and media identifier are not essential any more in control events. However, some control events may still be necessary to be included in the data field. For example, in Table 5.7 we put media-id in the data field to point to the specific media block to resynchronize.

A developer can also add new fields to the structure of a control event message, as long as he/she follows the same rules as those of media event messages.
Table 5.7: Summary of elements in a control event message.

<table>
<thead>
<tr>
<th>Element</th>
<th>Field</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>control type identifier</td>
<td>control-type</td>
<td>resync</td>
</tr>
<tr>
<td>sequence identifier</td>
<td>seq-id</td>
<td>5</td>
</tr>
<tr>
<td>timestamp</td>
<td>timestamp</td>
<td>10000</td>
</tr>
<tr>
<td>semantic</td>
<td>description</td>
<td>Resync a media block</td>
</tr>
<tr>
<td>optional data</td>
<td>data</td>
<td>media-id: video-block</td>
</tr>
<tr>
<td></td>
<td></td>
<td>media-state: state string</td>
</tr>
</tbody>
</table>

5.3.6 Message Serializer/Deserializer

The responsibilities of a *message serializer* and *message deserializer* are to wrap a media message into a standardized format of string and to read the message from such a string, respectively. To maintain consistency, the two components share the same message format.

Currently, there are two widely used API formats: XML and JSON. Extensible Markup Language (XML) is a markup language which defines a very flexible text format, and it plays a crucial role in the communication of web services [15]. XML uses elements, tags, and optional attributes to describe data exchanged. It is especially conducive to represent data in hierarchical structures, and during parsing, it is usually converted into a tree structure, XML Document Object Model (DOM). By contrast, JSON, short for JavaScript Object Notation, is another human-readable data exchange format consisting of name-value pairs and ordered list of values [25]. Although there is some previous work, including [107], [133], and [64], applying XML based messages, especially Extensible Messaging and Presence Protocol (XMPP) to collaboration systems, there is some other work such as [159], [88], and [79] claiming
that JSON is much faster than XML in web applications. In Figure 5.16 we demonstrate the comparison of messages of a playing event of a video in JSON and XML formats. Because of the requirement of brackets in XML messages, they may need more bytes to represent messages when compared with JSON.

```json
{
    "media-type": "video",
    "media-id": "video-block",
    "event-type": "button-click",
    "seq-id": 5,
    "timestamp": 2000,
    "description": "play video",
    "data": {
        "id": "video-play",
        "current-time": 0
    }
}
```

(a) Message representing play/pause event of a video.

```xml
<message>
    <media-type>video</media-type>
    <media-id>video-block</media-id>
    <event-type>button-click</event-type>
    <seq-id>5</seq-id>
    <timestamp>2000</timestamp>
    <description>play video</description>
    <data>
        <id>video-play</id>
        <current-time>0</current-time>
    </data>
</message>
```

(b) A message in XML representing play event of a video.

Fig. 5.16.: Messages of a video event in JSON and XML.

Furthermore, binary message formats such as Protocol Buffers and Apache Thrift are also used in some collaboration platforms such as and . We do not restrict our application to a specific format, and it is easy to extend the message structure to other formats. For example, in Figure 5.17 we show how to define media events and control events in the Protocol Buffers, version proto3. Because the serialized information structure needs to be specified clearly beforehand, we put the type of optional data field to be a string, as we do not have prior knowledge of the precise key-value pairs in a message. This also indicates a limitation of the
binary message format. That is, the structure of every message transferred should be well-defined, leading to a weakening of flexibility.

```
message MediaEvent {
  string media_type = 1;
  string media_id = 2;
  string event_type = 3;
  uint32 seq_id = 4;
  uint32 timestamp = 5;
  string description = 6;
  string data = 7;
}
```

```
message ControlEvent {
  string control_type = 1;
  uint32 seq_id = 2;
  uint32 timestamp = 3;
  string description = 4;
  string data = 5;
}
```

(a) A structure of media event messages in Protocol Buffers.  
(b) A structure of control event messages in Protocol Buffers.

Fig. 5.17: Structures of media control event messages in Protocol Buffers.

5.4 Evaluations

5.4.1 Web Application

Based on the design principles in Section 5.2 and architecture components in Section 5.3, we created a web application to provide a collaborative presentation service, including account management, materials preparation, presentation synchronization, and replay. The graphical user interfaces are totally implemented on web browsers and have been tested on Chrome 73 and Firefox 66. The backend service, whose architecture is exactly based on the design described in Figure 5.4 is implemented in Node.js [20], which is an event-driven, non-blocking, and cross-platform JavaScript run-time environment. We use MongoDB [96], a document-oriented NoSQL database
to store presentation data, especially considering that MongoDB has a built-in JSON schema for documents. For the message broker, we choose Redis [121], which is an in-memory key-value database, famous for high performance. It provides a Publish/Subscribe message paradigm.

In Figure 5.18, we show presentation windows of two users of different roles. The left presentation window belongs to the presenter (also the administrator), whose name is Alice. On the right side, there is a listener, Bob’s presentation window. As illustrated in the figure, there are four major components in a web presentation window: Toolbar, Materials, Add Material, and Presentation Panel.

In the Toolbar block, there are useful functionalities for a presentation. For example, a user can show/hide the chatbox component for chatting, as well as the annotation bar to add annotations on a media block. A listener is allowed to send
resync request from the toolbar, and the presenter can receive the request and resync the current media state. As a result, users from different roles have various tools here. For example, in Bob’s Toolbar block, there are no recording or saving presentation mechanisms. And on the Alice side, she cannot send a resync request, because she has already been the presenter. The Materials panel contains essential multimedia resources for the session. In the figure, there is a webpage (https://getbootstrap.com/docs/3.3/), a PDF document (example.pdf), a video (example.mp4), and an image (example.jpg). We also allow a presenter to add a material dynamically via the Add Material component. The inserted material will also be pushed into the list in the Materials panel. Finally, the Presentation Panel displays the current presenting media. The operations on the media are broadcast to other clients. The manipulations of an image include moving left/right/up/down, zooming in/out, as well as free drawing. In the example, if Alice would like to present another media material, for instance, the example.mp4 video, she just needs to drag the material from the Materials panel and drop it onto the Presentation Panel. The specific material insertion event will be automatically broadcast to all the listeners in the session, and the new material will be shown on their panels.

As an administrator, one is allowed to record the events in a presentation session into simple messages and store them in a database instance. Afterward, attendees can replay the whole session for a review. The replay is based on re-execution of events, without the help of any screen recording techniques.

Moreover, based on the system we created, to study the performance of collaboration, we set up an AWS EC2 t2.micro instance, deployed in Oregon. Two web
browsers, Chrome and Firefox, are used on one MacBook Pro to act as the active and passive collaboration subject, respectively. We tested the time elapsed between the active collaboration subject triggering the play event of a video and the passive collaboration subject replaying the event. The delay is only 48 ms, which illustrates the high performance of our system.

5.4.2 Comparison with Screen Sharing Tools

Currently, screen sharing products such as Microsoft Skype and Google Hangouts are widely used to provide basic collaboration support in video conferencing for presentation. In this section, we compare these screen sharing tools with our design from multiple perspectives.

We perform a series of experiments on multimedia, including videos, PDF documents, images, and web pages, to measure the network bandwidth usages in one minute of Google Hangouts and our tool, on the presenter side. Instead of transferring video chunks during a presentation, the static materials can be loaded beforehand, and only minimal events information transferred in a session. Thus, we find that our tool requires a much lower bandwidth usage, as illustrated in Figure 5.19, 5.20, 5.21, and 5.22. Four situations are considered in these figures: Google Hangouts/our tool with preloaded materials and Google Hangouts/our tool with materials loaded dynamically after the start of the presentation. The bandwidth usages in the four cases, as well as the combination of the four scenarios, are shown in these figures. Note that
Fig. 5.19: Comparison of networking usages when presenting a video, using our platform and Google Hangouts, from the presenter’s perspective.

For the presentation of a web page, we do not provide a preload mode because a web page has to be loaded dynamically in a presentation.

From the figures, we can see that our system has a much lower network requirement than Google Hangouts, especially in the preload mode. In the measurement in one
minute, for most of the events, only hundreds of bytes per second are required. Only for the free drawing events can the bandwidth usages be as high as around 3000 bytes per second (shown as some peaks in these figures), which are still much lower than those of Google Hangouts. In the afterload mode, because the target materials are
downloaded on the fly, more bandwidth usage is required in our tool, as shown in the figures on afterload mode in our tool. Because the network usages are measured on the presenter side, the bandwidth usages of loading materials are also collected in the statistics of Google Hangouts in the afterload mode. On a listener side, the usages

\textbf{Fig. 5.21.:} Comparison of networking usages when presenting an image, using our platform and Google Hangouts, from the presenter’s perspective.
should be similar to those shown in the preload mode. Still, in the afterload mode, our tool only requires higher bandwidth usage when loading necessary presentation resources. And after the loading, the usage will drop to a very low level as only limited messages are transmitted.

We also sum up the bytes transmitted in this one minute and show the result in Table 5.8. Our tool transmits very few bytes in a presentation, especially noticing that in the preload mode, in one minute, the total bytes transmitted in our tool is less than 10 KB.
Table 5.8: Total bytes transmitted in one minute of four types of media, under the four situations.

<table>
<thead>
<tr>
<th></th>
<th>Video</th>
<th>PDF</th>
<th>Image</th>
<th>Webpage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Hangouts - Preload</td>
<td>3.80MB</td>
<td>4.01MB</td>
<td>4.04MB</td>
<td>-</td>
</tr>
<tr>
<td>Our work - Preload</td>
<td>6.73KB</td>
<td>7.76KB</td>
<td>8.80KB</td>
<td>-</td>
</tr>
<tr>
<td>Our work - Afterload</td>
<td>6.35MB</td>
<td>2.30MB</td>
<td>62.07KB</td>
<td>2.30MB</td>
</tr>
</tbody>
</table>

Besides bandwidth usages, there are some other differences between screen sharing tools and our platform. Because the mechanism of screen sharing tools is to capture and broadcast the display, it cares nothing about what application the user is synchronizing. As a result, it is straightforward for these tools to support multimedia in web browsers, as well as a desktop environment. By contrast, our platform is totally web-based. And to support another type of media, we need to instrument necessary control to achieve the collaboration. In summary, we expect our design to be a supplement to current screen sharing applications, instead of a substitute, considering that it provides an efficient platform to support message-based collaboration on multimedia.

5.5 Related Work

Real-Time Collaboration is usually considered as a subdomain of Computer Supported Cooperative Work (CSCW). Previously, people achieved basic remote collaboration by means of video/audio calls. While it is obvious that this form of communication can only allow very preliminary cooperation. Afterward, researchers developed more complicated collaborative applications. Some of the pioneering work includes
GroupSketch [50], VideoWhiteboard [139], and Liveboard [31]. In these preliminary systems, users and their drawings are captured by cameras, transmitted and projected to remote screens. Another example is the Jazz project, developed by Cheng et al. [22]. It brings collaboration into programming bounded with Eclipse, via screen sharing. An issue of these systems is that only screenshots are transmitted, and thus they lack the flexibility to provide interaction among people geographically dispersed. Subsequently, researchers developed more elaborate native desktop collaborative applications. For instance, Booth et al. [13] proposed a “mighty mouse” multi-screen collaboration tool, which provides a smooth mouse movement cross-platform, via VNC protocol. Wu et al. [168] created the SDB (Software Design Board), which is a prototype collaborative software design tool. A crucial issue of this kind of systems is that they usually require complicated setups on different platforms because they need to have distinct implements on these platforms.

Recently, with the significant enhancement of modern web browsers, especially with the advent of technologies brought from HTML5 [151] standard, such as WebSocket [154], researchers began to consider web browsers as the backbone for real-time collaboration applications. Bentley et al. [7, 8] gave pioneering work in this direction. They produced a basic shared workspace system across web browsers. Gutwin et al. [54] performed elaborate experiments on collaboration with three approaches: XMLHttpRequest (XHR), WebSocket and Java Applet. They claimed that WebSocket has relatively high performance on various platforms including mobile devices. Similarly, Mogan et al. [94] performed a comparison study on three group-aware tools: desktop-based Java tool XCHIPS [161], browser-based Adobe Flash applica-
tion ThinkTank, and browser-based AJAX system PowerMeeting. They claimed that the last one has an advantage in features, user interface, usefulness, etc. over the others. Moreover, Pimentel et al. [114] studied WebSocket, polling, and long polling, and claimed that WebSocket has an obvious lower latency than the others.

Web-based collaboration systems can be categorized into two types, depending on every user shares one screen or each has his/her own display. Some tools fall in the former category. For example, Han et al. [56] proposed a unified XML framework for multi-device collaborative web-browsing, and Schmid et al. [125] employed this XML format to develop a web-based interactive collaborative environment. To our knowledge, most of the current web-based collaboration tools are in the latter category, and this type of collaboration has been applied to various domains. For example, Google Docs [45] and Etherpad [33] are both rather mature products which enable real-time document editing collaboration among multiple users. Fetter et al. [37] created a collaborative web browsing tool distilling the concept of lightweight interference, transitions, and adoptions. Goldman et al. [44] created a Web IDE, Collabode, for real-time collaborative coding. It can also synchronize errors during programming. Yang et al. [170] developed a collaborative photo sharing system, which received photo streams from different sources. Their system can also produce a summary from the photo streams. Recently, Binda et al. [12] developed a photo sharing system to stay aware of family members’ health. Mozilla Foundation developed BrowserQuest [97], an online collaborative game which supports multiple users in one game. Chen et al. [18] also proposed a framework for multiplayer online games with the help of We-
bGL and WebSocket. Lee et al. [69] developed a UI design tool to explore real-time collaboration in crowd-powered systems.

Meanwhile, by utilizing modern HTML5 technologies, some researchers are devoted to integrating collaboration into traditional video conferencing products. For instance, Knuz et al. [66] created a device named CollaBoard which supports remote collaborative whiteboard based on video conferencing. To enhance the convenience of setup and usage, recently, Wenzel et al. [165] developed Tele-Board to provide web-based real-time collaboration combined with WebRTC-based video conferencing. They embedded the video in an iframe element on web browsers and adhered a drawing layer on top of the video to hold shared artifacts in the workspace. Chang et al. [17] proposed AlphaRead to support collaborative annotation in video-based objects.

5.6 Conclusion

In this chapter, we proposed a context-aware collaborative framework, which supports collaboration on multimedia and uses simple messages to represent media controls. We demonstrated the design methodologies of a distributed collaboration framework and discussed the implementation of architecture components. We compared our system with screen sharing tools such as Google Hangouts. Our evaluation results showed that our tool has a lower bandwidth usage than that of screen sharing tools.

The next chapter describes the details of collaborative web browsing, which is very useful in a real multimedia collaboration application. The collaboration is im-
plemented through a Chrome extension to inject additional JavaScript code to target web pages.
6. COLLABORATIVE WEB BROWSING

6.1 Introduction

With the advent of modern web browsers, more and more materials can be accessed directly online, and the demand for collaborative web browsing is quite high in our daily lives. For example, family members may want to browse commercial products on Amazon from various machines collaboratively, including the same page, scrolling position, and even annotations. To achieve the collaboration, some prior work such as WebSplitter \[56\] creates a proxy middleware with a proxy server. The server serves the target web resources to clients in the same session.

The proxy-based approach provides a circumvent for collaborative web browsing, although there are some drawbacks in this approach. With the wide usage of HTTPS (Hyper Text Transfer Secure), the secure version of HTTP, many websites are not allowed to be intercepted by a proxy server because of concern of security. Moreover, a server is required for the collaboration, leading to additional software setup.

To our knowledge, there is also a lack of annotation tools in prior work. For example, in a collaborative web browsing session, users may want to highlight some text for additional attention. However, we do not find any prior work can provide such precise annotation mechanisms.
To fill the research gaps in prior work mentioned above, we propose an object-based collaboration web browsing mechanism with the help of a Chrome extension. All manipulations including clicks, scrolls, and annotations on a web page are captured as object-based DOM events, explained in Chapter 5. These manipulations are serialized to simple messages and broadcast to other participants. The synchronization is accurate and efficient.

6.2 Challenges

To our study, there are two major challenges in creating a comprehensive web-based collaboration platform which supports web pages: same-origin policy and responsive web design.

**Same-origin policy.** The same-origin policy is a crucial concept in web browser security protection. According to this policy, a web browser can permit a script from one page to directly access data such as DOM of the document in another page, only if the two web pages are of the same origin [4, 155]. An origin is defined as the combination of scheme, host, and port of a URL [153]. Because we provide a totally browser-based uniform multimedia collaborative presentation system, the web pages have to be embedded in our tool as iframe objects. However, because of the same-origin policy, with the scripts on our web page, we cannot directly capture the DOM events in the embedded pages, and we also cannot replay the events there. For example, in a normal web page, we can monitor the onclick event of a button by registering an event handler in JavaScript. While, for a onclick event on a button in
the web page embedded in an iframe object, no matter where we register the event
listener, we cannot capture it via the outside world.

Fig. 6.1.: An example of embedding the Syracuse University website in an iframe.

Responsive web design. With the advent of HTML5 technologies and the
increasing popularity of mobile devices, many websites have applied a new design
paradigm called responsive web design. In this design, a web page’s layout and con-
tent can be automatically adapted across various digital devices including desktops,
tablets, and mobile phones, with different screen sizes, to enrich user experience [41].
In this design, a meta viewport tag is usually necessary in the head part of a web
page to control dimensions and scaling. Additionally, media queries are also applied
to adjust CSS rules on various devices. An example of using media query in the
Twitter Bootstrap framework is shown in Figure 6.2. Here, it assigns the max width
of elements of the class container to 540 px when the minimum width of the viewport
is 576 px.
Fig. 6.2.: An example of using media queries.

According to [157], because of the flexibility of CSS media queries, there are two design approaches in responsive web design: mobile-first and desktop-first, depending on the platform the default styles are targeted. An example of a popular mobile-first UI library, Twitter Bootstrap is shown in Figure 6.3. Here, for one web page, getbootstrap.com/docs/3.3, it has different layouts and contents on a MacBook Air and an iPhone 8 device. The website context is adapted by fluid grid-system to concrete screen sizes. For example, on MacBook Air, the navigation bar contains various links such as “Getting started” and “CSS”. By contrast, on iPhone 8, the links are collapsed into a single button. The menu of links will not be shown until the toggle is clicked.

With the modern responsive web design, it is difficult to apply traditional position-based or proportion-based synchronization techniques, considering that the layouts on different machines can be distinct. Still take the web page layouts in Figure 6.3 as an example; if the presenter clicks the “Components” link on the navigation bar on the MacBook Air, we can record the position of the operation, but at the same position or percentage of height/width on the web page on the iPhone 8, there is no such link to click.
6.3 Synchronization of Web Browsing Actions

The major issue caused by the same-origin policy is that the scripts in the external page do not have access to DOM trees of the pages embedded in an iframe object. While, a Chrome extension provides us the capability to inject additional controls into an embedded page from the outside world, as explained in Figure 6.4. The execution of an embedded webpage and that of our extension are isolated, and will not affect each other. Finally, the two modified DOM trees are merged for further rendering. In that case, in our code, we can create and append a new node to the embedded page.

By using this approach, we capture the events triggered in the embedded pages and replay them on other client sides. Although the events can be captured in the embedded pages, we still need to transmit them out to the outer web page in messages for further synchronization and collaboration. This involves in cross-origin commu-
communication, and we use *postMessage API* [149] to ensure the communication between window objects. The concrete implementation is shown in Figure 6.5.

**Fig. 6.5.:** Communication among windows in a web page synchronization.

Suppose that an event is triggered in the iframe window. The event is first captured by our extension, assembled into a message as what we have described. Af-
terward, the message is sent to the presentation window via `postMessage API`. We register essential event listeners there to receive the message and broadcast it to other collaboration subjects, via the central cloud service. For a passive collaboration subject, the message is received in the application window and then sent to its iframe window, also via `postMessage API`. Finally, the message is handled and the event is replayed to realize the synchronization. Note that the messages exchanged between the application window and iframe window are the same as the messages transferred among collaboration subjects. In that case, specific media event replayers are necessary to be deployed in iframe windows to precisely replay the events on web pages. Note that the client side needs to check the message before executing the actions contained in the message [131].

Another challenge is accurate web page synchronization, especially in responsive web design. According to the `object-prioritized` principle introduced in Chapter 5, we capture the events on web pages by monitoring the changes on objects. For example, suppose the active collaboration subject clicks a button to view another link, the `click` event of the button can be captured and replayed on passive collaboration subjects’ sides. An issue here is how to pinpoint the button object. Unlike the message defined in Figure 5.16a, where an id attribute is used to identify the button element, we have no prior knowledge of the web pages collaborated on.

Here, we introduce a path-based approach to uniquely specify the object where the target event fired. Additionally, it provides an easy way to serialize/deserialize the representation of the object. For serialization, shown in Algorithm 1, starting from the node where the captured event fired, we find the index of the node among its siblings.
and push this index into a *path* variable. We repeat this step until we arrive at the root element, aka the document node, of a web page. Finally, we serialize the list of indexes to a string for broadcasting. For deserialization, explained in Algorithm 2, we first convert the representation string to a list of indexes. Afterward, traversing the list, and for each index, we find the child node with this index and set current node to this specific child node. Finally, the current node is the object we need.

**Algorithm 1** Serialization of Representation of Synchronized Objects.

1: var *path*;
2: var *curr_node*;
3: while *curr_node* is not root element do
4:  set *index* := *curr_node*’s index in all siblings;
5:  push *index* to *path*;
6:  set *curr_node* := parent node;
7: end while
8: reverse *path*;
9: serialize *path* to string;
10: return *path*

**Algorithm 2** Deserialization of Representation of Synchronized Objects.

1: Initialize *path* with the passed representation string;
2: Deserialize *path* string to a list of indexes;
3: var *curr_node* := root element;
4: for each *n* ∈ *path* do
5:  set *curr_node* := (*n* + 1)th child of *curr_node*;
6: end for
7: return *curr_node*

An example is demonstrated in Figure 6.6 for better illustration. In this diagram, a DOM is drawn, and the button element is the object where an event is triggered. At first, the *path* variable is empty. We start from the button node, noticing that it is the only child of the parent node, so we push 0 to *path* variable. In the next step, the div element is the third child of the body element, so we append 2 to *path*
variable. Afterward, the body element is the second child of the html element, so we add 1 to path variable. Finally, we arrive at the root element, and path contains [0, 2, 1]. We reverse the path, convert it into a string, and send it to passive collaboration subjects. For deserialization, we first convert the string to a list of indexes. In the example, the list is [1, 2, 0]. Afterward, starting from the root element, according to each index in the list, we visit the child node with the associated index. Here, the first index is 1, and the second child of html element is the body element, so we visit the body element. Then, with the index of 2, we visit the div element. And finally, we arrive at the button element, which is the accurate object to synchronize.

![Tree structure related to the node where an event takes place.](image)

**Fig. 6.6.** Tree structure related to the node where an event takes place.

### 6.4 Related Work

Some pioneering work in collaborative web browsing includes GroupWeb [51], CoBrow [130], Silhouettell [105], and Letizia [77]. These tools were developed when the web was just boosting, and they only provide very basic collaboration mechanisms.
via various approaches. For example, in GroupWeb [51], every participant keeps a replica, and each synchronization is based on the replica. The authors designed a document slaving mechanism to synchronize webpages after the presenter navigates a link. Because visual contents might be different depending on display sizes, they relaxed the "what-you-see-is-what-I-see" (WYSIWIS) so that people may not always see the same things on their displays. By contrast, Silhouettell [105] used a large display screen to project participants’ locations together for collaboration purpose.

Further work aims to add more beneficial functionalities for collaboration. For example, Wiltse [166] et al. created a web-browsing tool to interpret users’ browsing actions into natural languages and synchronize the messages to other sides. For another instance, Maekawa et al. [89] set up a collaborative web browsing system for multiple users. And for every web page, it is segmented to components, which are sent to different devices. Because the displays of a web page can be variant on different platforms, researchers proposed to use proxy(agent)-based approach to serve the collaboration. In this approach, there is a server to serve the web pages, and participants connect to this server to fetch materials. For example, WebSplitter [56] employs a unified XML framework to enable collaborative web browsing. There is a proxy middleware holding web resources and document-splitting functionalities, and delivering partial views to different users. One issue of this kind of approach is that a proxy server is necessary, and the original web page contents need to be modified at the server, which may lead to possible security issues.
6.5 Conclusion

In this chapter, we demonstrated a Chrome extension-based approach to achieve collaborative web browsing. The extension injects additional JavaScript code into target web pages, monitors events on the elements, synchronizes the events to other clients, and repeats them through the injected control.

The next chapter concludes this dissertation and shows some interesting suggestion for further research.
In this dissertation, to fill the research gaps in prior work of multimedia systems and real-time collaboration, we proposed a web-based collaborative multimedia presentation document system with rich functionalities including preparation of temporal and spatial models, real-time interactive controls these models, extraction and loading of external dynamic web resources, storage of presentations in simple messages, and precise replay of presentations. Additionally, we discussed some interesting topics in developing the system, including the approaches to achieve continuous updates of external dynamic web elements and collaborative web browsing. After a detailed evaluation, we claimed that not only can our system provide fine-grained interactive controls of presentations, but also it is very efficient and requires very low bandwidth usages.

As our hybrid multimedia model and collaboration protocol are flexible and easy to be extended, we posit our work can serve as a direction for interactive and collaborative presentation platforms.

There are some interesting aspects to develop based on our research work. Some ideas are given below.

As mentioned in Chapter 5 to support collaboration on a new type of media, the developer needs to add essential handlers in the media event capturer, media state recorder, and media event replayer. It could be even more convenient if there exists
an automatic framework to complete the task. A possible idea is to allow a developer to provide basic media information in JSON style messages, and the framework can generate a code skeleton for the developer to start.

Another idea falls into the domain of Human-Computer Interaction (HCI). A possible further research direction is to study the influence of the user interfaces and interaction styles on participants. The results can be used to improve the current document system.
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