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Abstract

The focus of this work is to develop theoretical methods that will accurately describe electron-electron and electron-hole correlation in nanoparticles using many-body diagrammatic techniques. Diagrammatic representation is a more complex representation of quantum mechanics, however, it becomes a more advantageous representation in its application to this work due to its ease of use. Diagrammatic techniques are essential to the five methods presented here as they prove to be pivotal in theoretical development as well as providing useful information in extracting and visualizing fundamental physics to make useful approximations to the methods. In the projected congruent transformed Hamiltonian method with partial infinite order summation of diagrams (PCTH-PIOS), diagrammatic summation approach was used. In the geminal projected configuration interaction (GPCI) method, diagrammatic factorization techniques were used. In the geminal screened electron-hole interaction kernel (GSIK) method, we conclude that only linked diagrams contribute to the exciton binding energy. The approximation is made to only include first order diagrams which captures the essential physics of the electron-hole interaction. In the composite control-variate stratified sampling (CCSS) method the calculation of the vertices of the diagrams using stratified sampling. Lastly we investigate the effect of electromagnetic (EM) field on the generation of 2e-2h states from 1e-1h states. In this work, time independent diagrams are calculated once and used for the rest of the calculation. Diagrammatic techniques are essential to the theoretical development of the methods in this work for understanding the optical and electronic properties of nanoparticles.
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Chapter 1

Introduction

1.1 Scope

In quantum chemistry, the goal is to accurately describe a chemical system in the computationally quickest way possible. To accurately describe a chemical system, we are interested in calculating the energy of that system to match the ground state energy, or the lowest-energy state, as close as possible. To do this in the computationally quickest way possible it is to mean that we either use more efficient algorithms in our coding practices or we cleverly do not perform calculations that will contribute negligibly to the result. We can also precompute certain elements of the calculation once and store that information to be used over and over again throughout the calculation. All of the above techniques are used extensively in this work.

The Hartree-Fock method captures around 99% of the total electronic energy and it becomes the starting point of many more accurate quantum chemistry methods that seek to recover the remaining 1% of the total energy. This remaining energy is known as the correlation energy and is defined as the total energy of the system minus the Hartree-Fock energy for that system. The Hartree-Fock method is extremely important and elementary to any quantum chemist and it will be briefly discussed in chapter 2 as well as configuration interaction, however, I will allocate most of the focus in developing the second quantized representation of quantum mechanics in chapter 3 and diagrammatic representation in chapter 4 as both are essential to understanding all of my work in this thesis. One must have an understanding of second quantized representation before we can start to comprehend diagrams. The second-quantized formulism is a very helpful formulation because it easily accounts for problems involving infinite, indefinite, or variable numbers of particles. In extension, diagrammatic theory will also be able to handle these problems and it also serves as a compact representation in method development. Background material that will be useful in understanding the main subjects of the research in this thesis are presented in chapter 2,
chapter 3, and chapter 4, whereas research material is presented in chapter 5, chapter 6, chapter 7, chapter 8, and chapter 9.

In chapter 5, we present the development of a real-space and projected congruent transformation method for treating electron correlation in chemical systems. This method uses an explicitly correlated function for performing congruent transformation on the electronic Hamiltonian. As a result of this transformation, the electronic Hamiltonian is transformed into a sum of two, three, four, five, and six-particle operators. Efficient computational implementation of these many-particle operators continues to be challenging for application of the congruent transformation approach for many-electron systems. In this work, we present projected congruent transformed Hamiltonian (PCTH) approach to avoid computation of integrals involving operators that couple more than two particles. The projected congruent transformation becomes identical to the real-space congruent transformation in the limit of infinite basis size. However, for practical calculations, the projection is always performed on a finite dimensional space. We show that after representing the contributing expressions of the PCTH in terms of diagrams, it is possible to identify a subset of diagrams that can be summed up to infinite order. This technique, denoted as partial infinite-order summation (PIOS), partly alleviates the limitation from the finite-basis representation of the PCTH method. The PCTH and PCTH-PIOS methods were applied to an isoelectronic series of 10-electron systems (Ne, HF, H₂O, NH₃, CH₄) and results were compared with CISD calculations. The results indicate that the PCTH-PIOS method can treat electron-electron correlation while avoiding explicit construction and diagonalization of the Hamiltonian matrix. This work is published in Physical Reviews A.Doi: 10.1103/PhysRevA.89.032515

In chapter 6, we present a diagrammatic projection approach for a priori identification of non-contributing terms in a configuration interaction (CI) expansion due to the fact that the computational cost of performing a CI calculation is directly proportional to the number of terms in the CI expansion. This method, known as the geminal-projected configuration interaction (GP-CI) method, is based on using a two-body R12 geminal operator for describing electron-electron correlation in a reference many-electron wave function. The diagrammatic projection procedure was performed by first deriving the Hugenholtz diagrams of the energy expression of the R12 reference wave function and then performing diagrammatic factorization of effective particle-hole creation operators. The projection operation, which is a functional of the geminal function, was defined and used for the construction of the geminal-projected particle-hole creation operators. The form of the two-body R12 geminal operator was derived analytically by imposing an approximate Kato cusp condition. A linear combination of the geminal-projected one-particle one-hole and two-particle
two-hole operators were used for the construction of the GP-CI wave function. The applicability and implementation of the diagrammatic projection method was demonstrated by performing proof-of-concept calculations on an isoelectronic series of 10 electron systems: CH₄, NH₃, H₂O, HF, Ne. The results from the calculations show that, as compared to conventional CI calculations, the GP-CI method was able to substantially reduce the size of the CI space (by a factor of 6-9) while maintaining an accuracy of 10⁻⁵ Hartrees for the ground state energies. These results demonstrate the ability of the diagrammatic projection procedure to identify non-contributing states using an analytical form of the R12 geminal correlator operator. The geminal-projection method was also applied to second order Moller-Plesset perturbation theory (GP-MP2) giving similar results to the GP-CI method in terms of reduction of the double excitation space and accuracy to the ground state energy. This work also extends the analytical derivation of the geminal-projected particle-hole creation operators that were used for the construction of the CI wave function to coupled-cluster theory (GP-CCSD). This general derivation can also be applied to other many-electron theories and multi-determinant quantum Monte Carlo calculations. This work is published in Physical Reviews A. DOI: 10.1103/PhysRevA.94.052504

In chapter 7, we present the geminal screened electron-hole interaction kernel (GSIK) method. Electron-hole or quasiparticle representation plays a central role in describing electronic excitations in many-electron systems. For charge-neutral excitation, the electron-hole interaction kernel is the quantity of interest for calculating important excitation properties such as optical gap, optical spectra, electron-hole recombination and electron-hole binding energies. The electron-hole interaction kernel can be formally derived from the density-density correlation function using both Green’s function and TDDFT formalism. The accurate determination of the electron-hole interaction kernel remains a significant challenge for precise calculations of optical properties in the GW+BSE formalism. From the TDDFT perspective, the electron-hole interaction kernel has been viewed as a path to systematic development of frequency-dependent exchange-correlation functionals. Traditional approaches, such as MBPT formalism, use unoccupied states (which are defined with respect to Fermi vacuum) to construct the electron-hole interaction kernel. However, the inclusion of unoccupied states has long been recognized as the leading computational bottleneck that limits the application of this approach for larger finite systems. In this work, an alternative derivation that avoids using unoccupied states to construct the electron-hole interaction kernel is presented. The central idea of this approach is to use explicitly correlated geminal functions for treating electron-electron correlation for both ground and excited state wave functions. Using this ansatz, it is derived using both diagrammatic and algebraic techniques that the electron-hole interaction kernel can be expressed only in terms of linked closed-loop diagrams. It is
proved that the cancellation of unlinked diagrams is a consequence of linked-cluster theorem in real-space representation. The electron-hole interaction kernel derived in this work was used to calculate excitation energies in many-electron systems and results were found to be in good agreement with the EOM-CCSD and GW+BSE methods. The numerical results highlight the effectiveness of the developed method for overcoming the computational barrier of accurately determining the electron-hole interaction kernel to applications of large finite systems such as quantum dots and nanorods. This work is published in Journal of Chemical theory and Computation. DOI: 10.1021/acs.jctc.8b00123

In chapter 8, we present the composite control-variate stratified sampling (CCSS) method. Efficient evaluation of molecular integrals is central for quantum chemical calculations. Post Hartree-Fock methods that are based on perturbation theory, configuration interaction, coupled-cluster, and many-body Green’s function based methods require access to 2-electron molecular orbital (MO) integrals in their implementations. In conventional methods, the MO integrals are obtained by the transformation of pre-existing atomic orbital (AO) integrals and the computational efficiency of AO-to-MO integral transformation has long been recognized as one of the key computational demanding steps in many-body methods. In this work, the composite control-variate stratified sampling (CCSS) method is presented for calculation of MO integrals without transformation of AO integrals. The central idea of this approach is to obtain the 2-electron MO integrals by direct integration of 2-electron coordinates. This method does not require or use pre-computed AO integrals and the value of the MOs at any point in space is obtained directly from the linear combination of AOs. The integration over the electronic coordinates was performed using stratified sampling Monte Carlo method. This approach was implemented by dividing the integration region into a set of non-overlapping segments and performing Monte Carlo calculations on each segment. The Monte Carlo sampling points for each segment were optimized to minimize the total variance of the sample mean. Additional variance reduction of the overall calculations was achieved by introducing control-variate in the stratified sampling scheme. The composite aspect of the CCSS allows for simultaneous computation of multiple MO integrals during the stratified sampling evaluation. The main advantage of the CCSS method is that unlike rejection sampling Monte Carlo methods such as Metropolis algorithm, the stratified sampling uses all instances of the calculated functions for the evaluation of the sample mean. The CCSS method is designed to be used for large systems where AO-to-MO transformation is computationally prohibitive. Because it is based on numerical integration, the CCSS method can be applied to a wide variety of integration kernels and does not require a priori knowledge of analytical integrals. In this work, the developed CCSS method was applied
for calculation of exciton binding energies in CdSe quantum dots using electron-hole explicitly correlated Hartree-Fock (eh-XCHF) method and excitation energy calculations using geminal-screened electron-hole interaction kernel (GSIK) method. The results from these calculations demonstrate that the CCSS method enabled the investigation of excited state properties of quantum dots by avoiding the computationally challenging AO-to-MO integral transformation step. This work has been submitted to the Journal of Chemical Physics.

In chapter 9, we investigate the effect of electromagnetic (EM) field on the generation of 2e-2h states from 1e-1h states. One of the fundamental ways by which electromagnetic (EM) waves interact with matter is by the generation of excited electronic states. The interaction of EM field with atoms and molecules is given by the field-dependent Hamiltonian. Excited states are intrinsically transient in nature because they are not stationary states of the field-dependent Hamiltonian. Consequently, the time-dependent dynamics of excited states depend strongly on the external electromagnetic field. Starting with the 1e-1h excitation in a general many-electron system, the system was propagated in time using time-dependent perturbation theory (TDPT). The expression for time-dependent transition probability of $(1e - 1h) \rightarrow (2e - 2h)$ was evaluated for a given time $t$ up to second-order in TDPT using diagrammatic techniques. The derivation does not assume any a priori approximations to the electron-electron correlation operator and presents the derivation of a complete set of contributing diagrams associated with the full configuration interaction wave function. The result from this work show that the calculation of time-dependent transition probability can be factored into a time-independent and time-dependent components. This is a significant outcome for efficient computation of the time-dependent transition probability because it allows for pre-computation of time-independent components before the start of the calculations. This work is published on arXiv. DOI: arXiv:1704.02428v1

Finally, in chapter 10 we discuss some overall conclusion of the research presented in this thesis as well as look ahead to the future direction of this work.
Chapter 2

Quantum chemistry background

2.1 Hartree-Fock approximation

In this section I will briefly cover some material of the Hartree-Fock method which serves as the starting point of most of the methods that I have developed in this work. The wave function used in the Hartree-Fock approximation is a single Slater determinant, \( \Phi \),

\[
\Phi = \frac{1}{\sqrt{N!}} \begin{vmatrix}
\psi_1(1) & \psi_2(1) & \ldots & \psi_N(1) \\
\psi_1(2) & \psi_2(2) & \ldots & \psi_N(2) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_1(N) & \psi_2(N) & \ldots & \psi_N(N)
\end{vmatrix} = A \psi_1 \psi_2 \ldots \psi_N. \tag{2.1}
\]

In Equation 2.1, the factor \( \frac{1}{\sqrt{N!}} \) is a normalization factor and \( A \) is the antisymmetrizer. \( \psi_i(\mu) \) is a spin orbital which completely describes the \( \mu \)th electron by specifying both the spatial distribution and spin. The spin of electron can have either \( \alpha \) (up) or \( \beta \) (down) spin. A Slater determinant is selected as the wave function of choice as the starting approximation because it is the simplest function that inherently satisfies the conditions necessary for a physical wave function. A Slater determinant meets the requirement of the antisymmetry principle because the interchanging of the coordinates of two electrons corresponds to the interchanging of two rows of the Slater determinant which yields a negative sign. Also, the Slater determinant satisfies the Pauli exclusion principle which states that two electrons cannot occupy the same spin orbital. If two electrons occupy the same spin orbital in a Slater determinant, it will make two columns of the Slater determinant equal to each other which will make the determinant zero.

The spin orbitals in the Slater determinant are minimized with respect to energy according to the following eigenvalue equation,

\[
\hat{f} \psi_i = E_i \psi_i. \tag{2.2}
\]
The expression in Equation 2.2 is the Hartree-Fock equation where $\hat{f}$ is the Fock operator which has the form,

$$\hat{f} = \hat{h} + \sum_{i=1}^{N} (\hat{J}_i - \hat{K}_i). \quad (2.3)$$

$\hat{h}$ is the one-electron operator in the Hamiltonian and the $J$ and $K$ terms are the Coulomb and exchange operators, respectively,

$$\hat{J}_i(1)\phi(1) = \langle \psi_i(2)|\frac{1}{r_{12}}|\psi_i(2)\rangle_2 \phi(1)$$
$$\hat{K}_i(1)\phi(1) = \langle \psi_i(2)|\frac{1}{r_{12}}|\phi(2)\rangle_2 \psi_i(1). \quad (2.4)$$

Finding the Slater determinant that minimizes the energy provides an excellent initial approximation for the electronic wave function and energy and in fact this approximation will account for about 99% of the total energy and 95% of the electronic wave function. However, the exact wave function is an infinite expansion of all possible states, therefore only using one Slater determinant is only a simple approximation to the exact wave function because correlation affects are not accounted for.

## 2.2 Electron correlation

Much of the research in quantum chemistry is to solve for this remaining 1% of energy which is known as the correlation energy. Formally, correlation energy is defined as the difference between the Hartree-Fock description of the electronic wave function and the exact energy. The equation is shown below,

$$\Delta E_{\text{corr}} = E_{\text{exact}} - E_{\text{HF}}. \quad (2.5)$$

$E_{\text{HF}}$ represents the exact solution of the Hartree-Fock problem and $E_{\text{exact}}$ is the exact energy of the system. Consequently, we can also add the correlation to the Hartree-Fock determinant, $\Phi_{\text{HF}}$, to get the exact wave function, $\Psi_{\text{exact}}$,

$$\Psi_{\text{exact}} = \Phi_{\text{HF}} + \chi_{\text{corr}}. \quad (2.6)$$

The Hartree-Fock method falls short of describing the exact wave function because it describes the motion of the electrons in the average field of the other electrons and neglects the instantaneous correlation in the motions of the electrons due to their repulsion. The Hartree-Fock method also fails in bond dissociation calculations. Other post Hartree-Fock methods are required to treat electron correlation, the simplest approach (conceptionally) is by the configuration interaction (CI) method.
2.3 Configuration interaction

In the configuration interaction method, we represent the wave function as a linear combination of $N$-electron trial Slater determinants and not just one optimized Slater determinant as we did in the Hartree-Fock method. The CI expansion is given as,

$$\Psi = \Phi_{\text{SCF}} + \sum_{i,a} C_i^a \Phi_i^a + \sum_{i<j,a<b} C_{ij}^{ab} \Phi_{ij}^{ab} + \ldots \text{ (up to } N \text{ excitations)}.$$  \hspace{1cm} (2.7)

A pictorial representation of the full CI equation is given in Figure 2.1.

![Figure 2.1: Pictorial representation of the full configuration interaction equation.](image)

The first term on the left hand side of the equation is the ground state, or Hartree-Fock determinant, $\Phi_0$. Underneath this term we see a column of energy levels which are increasing in energy from bottom to top. Each energy level is a molecular orbital and in the ground state configuration, each MO is doubly occupied following the Pauli exclusion principle. There is a space that separates the occupied orbitals from the virtual (unoccupied) orbitals. This space is called the HOMO-LUMO gap or the quasiparticle gap. As we move to the right from the ground state configuration, we get the $\Phi_i^a$ term which is a singly excited determinant in which one electron in the occupied molecular orbital, $\phi_i$, is excited to the virtual orbital, $\phi_a$. $\Phi_{ij}^{ab}$ is a doubly excited determinant in which two electrons are excited from molecular orbitals $\phi_i$ and $\phi_j$ and are excited to virtual orbitals $\phi_a$ and $\phi_b$, and so on. Even though the above graphic only shows one excitation per excitation type, each possible excited state configuration must be included in the full CI expansion. Moreover, there is no upper limit
for the virtual orbitals. To get the exact energy from a full CI calculation, we will need to include an infinite number of virtual orbitals. However, if we start with the Hartree-Fock wave function and orbitals, the Hartree-Fock solution is limited to the space spanned by a given basis set. Therefore, the infinite number of virtual orbitals is truncated by the size of the basis. Even with this truncation due to the basis set, the number of configurations in the CI expansion still grows rapidly and an example is presented in Table 2.1.

Table 2.1: Total number of configuration interaction determinants for H$_2$O with 6-31G* basis. (10 electrons, 19 basis functions).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Total determinants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground</td>
<td>1.000E+00</td>
</tr>
<tr>
<td>S</td>
<td>2.810E+02</td>
</tr>
<tr>
<td>S,D</td>
<td>1.729E+04</td>
</tr>
<tr>
<td>S,D,T</td>
<td>4.104E+05</td>
</tr>
<tr>
<td>S,D,T,Q</td>
<td>4.710E+06</td>
</tr>
<tr>
<td>Full</td>
<td>4.727E+08</td>
</tr>
</tbody>
</table>

The left column of this table is the configuration type. For water, a 10 electron system, there will be single-, double-, triple-, all the way up to decuple-excitations, and the right column of the table shows the number of total determinants there will be in the calculation in scientific notation. The total number of determinants needed for the CI expansion is calculated using the following equation,

\[ n - \text{tuply excited state determinants} = \binom{N}{n} \left( \frac{2K - N}{n} \right), \]  

(2.8)

where \( n \) is the number of excitation types, \( N \) is the number of electrons in the system, and \( K \) is the number of basis functions. Even though this is only a relatively small 10 electron system with also what is considered a small basis set (6-31G*), you can see that the number of determinants increases to a point that the calculation will become very infeasible, very soon. It is because of this reality that the CI calculation is often truncated to only including single and double excitations. This is known as CISD. Although there are a large number of determinants in the calculation, it is important to realize that many of the configurations contribute negligibly to the total energy. There has been lots of research focused on removing these non-contributing configurations from the CI calculation and an extensive review is presented in subsection 6.1.1. I present my own work in this field in chapter 6, where I discuss the geminal screening method which uses a two-body explicitly correlated operator to project out non-contributing terms from the CI expansion.
In chapter 3 I introduce second quantization which is another representation of quantum mechanics that will serve as a convenient and compact notation to present the research in this document as well as supplying a stepping stone to understanding diagrammatic representation which will be presented in chapter 4.
Chapter 3

Second quantization

Second quantization is another formulation of quantum mechanics that becomes useful in this work for representing wave functions (i.e. Slater determinants) and operators in a compact and convenient notation. This formulation also allows for an efficient way of manipulating the functions and operators.

3.1 Creation and annihilation operators

To start, we again consider the normalized Slater determinant,

\[ \Phi = \Phi_{ijk...z} \equiv A \phi_i \phi_j \phi_k ... \phi_z \equiv |\phi_i \phi_j \phi_k ... \phi_z \rangle \equiv |ijk...z \rangle, \]  

(3.1)

where \( A \) is the antisymmetrizer and each \( \phi \) is a spin orbital in the one-particle Hartree-Fock basis. Equation 3.1 shows four equivalent ways of writing the Slater determinant and in this work we will primarily use the last form (\(|ijk...z \rangle\)) to explain second quantization and diagrammatic representation. This notation is just a short hand way of writing spin orbitals in which we do not write the symbol for the spin orbital (\( \phi \)), and instead we just write the index (\( ijk...z \)) to represent the spin orbital.

A spin orbital can either be occupied or unoccupied. If the spin orbital is occupied, that means that there is a particle in the given spin orbital. If the spin orbital is unoccupied, then there is no particle in that particular spin orbital. This is shown in second quantization using creation and annihilation operators. The creation operator creates a particle in a particular spin orbital and is represented with a dagger, (\( \dagger \)). The annihilation operator removes a particle from a given spin orbital. In the following equation we show the notation for these operators,

\[ \text{creation operator for spin orbital } \phi_i, \quad \hat{i}^\dagger \]  

(3.2)

\[ \text{annihilation operator for spin orbital } \phi_i, \quad \hat{i}. \]  

(3.3)
Now that we have defined the creation and annihilation operators, we will now show their action on Slater determinants,

\[ \hat{c}^\dagger |jk\ldots z\rangle = |ijk\ldots z\rangle \]  (3.4)
\[ \hat{c} |ijk\ldots z\rangle = |jk\ldots z\rangle . \]  (3.5)

Equation 3.4 shows creation operator, \( \hat{c}^\dagger \) operating on Slater determinant \( |jk\ldots z\rangle \). In this example, a particle is created in spin orbital \( i \), resulting in the determinant, \( |ijk\ldots z\rangle \). Correspondingly, in Equation 3.5, the occupied spin orbital, \( i \), is removed from the Slater determinant via the annihilation operator \( \hat{c} \). However, a particle cannot be created in a spin orbital where a particle already exists and a particle cannot be annihilated from a spin orbital if a particle is not present in that spin orbital. This is presented below,

\[ \hat{c}^\dagger |ijk\ldots z\rangle = 0 \]  (3.6)
\[ \hat{c} |jk\ldots z\rangle = 0 \]  (3.7)

It is convenient to write the spin orbitals in a Slater determinant in lexical order as follows,

\[ |ijk\ldots z\rangle, \quad \text{where} \quad i < j < k < \cdots < z. \]  (3.8)

Therefore, we must examine the effect the creation and annihilation has on a Slater determinant when we rearrange the spin orbitals or if a particle is added to a spin orbital that is not at the beginning or in the first place in the Slater determinant. The effect is shown below,

\[ \hat{p}^\dagger |ijk\ldots z\rangle = (-1)^{\nabla_p} |ijk\ldots p\ldots z\rangle \]  (3.9)
\[ \hat{p} |ijk\ldots p\ldots z\rangle = (-1)^{\nabla_p} |ijk\ldots z\rangle, \]  (3.10)

where \( \nabla_p \) is the number or spin orbitals preceding \( p \) in the Slater determinant. This effect is also in accordance with the antisymmetry principle for Slater determinants such that the interchange of two spin orbitals in second quantizations corresponds to the interchange of two columns of the Slater determinant. Both procedures result in a change in sign of the determinant. We can now show how to build an entire Slater determinant using successive operations on the vacuum Slater determinant, \( |\rangle \), shown below,

\[ \hat{c}_i^\dagger \hat{c}_j^\dagger \hat{c}_k^\dagger \ldots \hat{c}_z^\dagger |\rangle = |ijk\ldots z\rangle . \]  (3.11)

For completeness we define the vacuum Slater determinant, \( |\rangle \), as simply a Slater determinant with no spin orbitals.
3.2 Anticommutation relations

Creation and annihilation operators follow a set of anticommutation relationships. We first look at how two creation operators behave when they operate on a Slater determinant. We consider the following two possibilities,

\[ \hat{p}^\dagger \hat{q}^\dagger |ijk\ldots\rangle = |pqijk\ldots\rangle \] (3.12)

\[ \hat{q}^\dagger \hat{p}^\dagger |ijk\ldots\rangle = |qpijk\ldots\rangle = -|pqijk\ldots\rangle. \] (3.13)

When \( \hat{p}^\dagger \) and \( \hat{q}^\dagger \) operate on the same Slater determinant, but in a different order, the resulting determinants differ in sign. This is true only when \( p \) and \( q \) do not already exist in the Slater determinant or if \( p = q \). Otherwise the operation would yield zero. Therefore, we can state the following anticommutation relationship,

\[ \hat{p}^\dagger \hat{q}^\dagger = -\hat{q}^\dagger \hat{p}^\dagger \] (3.14)

\[ [\hat{p}^\dagger, \hat{q}^\dagger]_+ \equiv \hat{p}^\dagger \hat{q}^\dagger + \hat{q}^\dagger \hat{p}^\dagger = 0, \] (3.15)

where \([\hat{A}, \hat{B}]_+ \equiv \hat{A}\hat{B} + \hat{B}\hat{A}\) is the aticommutator of \( \hat{A} \) and \( \hat{B} \). The notation is given as follows,

\[ [\hat{A}, \hat{B}]_+ = \hat{A}\hat{B} + \hat{B}\hat{A} \] (3.16)

\[ [\hat{A}, \hat{B}]_+ = [\hat{B}, \hat{A}]_+. \] (3.17)

Now we can consider the anticommutation relations for two annihilation operators. Similar to Equation 3.12 and Equation 3.13, we replace the creation operators with annihilation operators and consider the two possibilities,

\[ \hat{p}\hat{q}|qpijk\ldots\rangle = \hat{p}|pijk\ldots\rangle = |ijk\ldots\rangle \] (3.18)

\[ \hat{q}\hat{p}|qpijk\ldots\rangle = -\hat{q}\hat{p}|pqijk\ldots\rangle = -\hat{q}|qijk\ldots\rangle = -|ijk\ldots\rangle. \] (3.19)

Much like the case in which we considered the two creation operators, we once again see that for this case we get two determinants that are only different in sign. Thus, we have the anticommutation relationship for two annihilation operators as,

\[ \hat{p}\hat{q} = -\hat{q}\hat{p} \] (3.20)

\[ [\hat{p}, \hat{q}]_+ = 0. \] (3.21)

Again it is important to note that if orbitals \( p \) or \( q \) do not exist in the determinant, then the relationship will be zero, or if \( p = q \) it will also be zero.
The last relationship we will consider is the anticommutation relation between a creation operator and an annihilation operator. In this case, when \( p \neq q \), either a particle is destroyed that exists in the Slater determinant, and then a particle is created (Equation 3.22), or a particle is created first and then an existing particle is destroyed in the Slater determinant (Equation 3.23),

\[
\hat{p}^\dagger \hat{q} |ijk \ldots q\ldots \rangle = |ijk \ldots p\ldots \rangle \tag{3.22}
\]

\[
\hat{q} \hat{p}^\dagger |qijk \ldots \rangle = \hat{q} |pqijk \ldots \rangle = -\hat{q} |qpijk \ldots \rangle = -|pijk \ldots \rangle \quad (p \neq q).
\tag{3.23}
\]

In Equation 3.22 and Equation 3.23, we see that the same Slater determinant is generated, however, it differs in sign. The anticommutation relation is given as,

\[
[\hat{p}^\dagger, \hat{q}]_+ = 0. \tag{3.24}
\]

Now we consider the case where \( p = q \). We show the relationship where \( p \) already exists in the Slater determinant,

\[
\hat{p}^\dagger \hat{p} |pijk \ldots \rangle = |pijk \ldots \rangle \tag{3.25}
\]

\[
\hat{p} \hat{p}^\dagger |pijk \ldots \rangle = 0, \tag{3.26}
\]

and when \( p \) does not already exist in the Slater determinant,

\[
\hat{p}^\dagger \hat{p} |ijk \ldots \rangle = 0 \tag{3.27}
\]

\[
\hat{p} \hat{p}^\dagger |ijk \ldots \rangle = |ijk \ldots \rangle. \tag{3.28}
\]

The anticommutation relation is then given as,

\[
[\hat{p}^\dagger, \hat{q}]_+ = [\hat{q}, \hat{p}^\dagger]_+ = 1. \tag{3.29}
\]

Overall, the anticommutation relation for the cases where \( p \neq q \) and \( p = q \) is defined as follows,

\[
[\hat{p}^\dagger, \hat{q}]_+ = [\hat{q}, \hat{p}^\dagger]_+ = \delta_{pq}. \tag{3.30}
\]

\( \delta_{pq} \) is the Kronecker delta which means that when \( p = q \) the value of the Kronecker delta is 1, however when \( p \neq q \), the value of the Kronecker delta is zero. Therefore, the Kronecker delta used in Equation 3.30 holds for for this anticommutation relation case for \( p = q \).

The anticommutation relations described here will be very important when we are putting our second quantized operators in normal order. Normal ordering is necessary because it will allow us to evaluate matrix elements in second quantization using Wick’s contractions. First we will introduce the normal ordered second quantized operators and then discuss the particle-hole representation of quantum mechanics and the fermi vacuum. Then we can discuss Wick’s contractions which will be used to evaluate the matrix elements.
3.3 Normal ordered operators in second quantized representation

First we consider the one-electron operator, 

\[ \hat{F} = \sum_{i=1}^{N} \hat{f}(i) \implies \sum_{pq} \langle p|\hat{f}|q\rangle \hat{p}^{\dagger} \hat{q}. \]  

(3.31)

In Equation 3.31, the left expression is the one-electron operator in wave function representation and the right expression is the one-electron operator in second quantization. Using Wick’s theorem (which will be discussed in more detail in section 3.5) where, \( \hat{A}\hat{B} = \hat{AB} - \{\hat{A}\hat{B}\} \), we get,

\[ \hat{p}^{\dagger} \hat{q} = \{\hat{p}^{\dagger} \hat{q}\} + \hat{\Box}. \]  

(3.32)

The contracted term in Equation 3.32 goes to zero unless \( p \) and \( q \) are the same hole states. Therefore we write,

\[ \hat{F} = \sum_{pq} \langle p|\hat{f}|q\rangle \{\hat{p}^{\dagger} \hat{q}\} + \sum_{i} \langle i|\hat{f}|i\rangle \]  

(3.33)

\[ = \hat{F}_{N} + \sum_{i} \langle i|\hat{f}|i\rangle, \]  

(3.34)

where \( \hat{F}_{N} \) is the normal-product form of the operator given as,

\[ \hat{F}_{N} = \sum_{pq} \langle p|\hat{f}|q\rangle \{\hat{p}^{\dagger} \hat{q}\}. \]  

(3.35)

Subsequently, the two-electron operator in second quantized representation is given as,

\[ \hat{G} = \frac{1}{2} \sum_{i \neq j} g(i, j) \implies \frac{1}{2} \sum_{pqrs} \langle pq|\hat{g}|rs\rangle \hat{p}^{\dagger} \hat{q}^{\dagger} \hat{s} \hat{r}. \]  

(3.36)

In Equation 3.36, the left expression is the two-electron operator in wave function representation and the right expression is the two-electron operator in second quantization. Using Wick’s theorem where,

\[ \hat{p}^{\dagger} \hat{q}^{\dagger} = 0, \quad \hat{p} \hat{q} = 0, \quad \hat{q}^{\dagger} \hat{j} = \delta ij, \quad \hat{a}^{\dagger} \hat{b} = 0, \]  

(3.37)

we get,

\[ \hat{p}^{\dagger} \hat{q}^{\dagger} \hat{s} \hat{r} = \{\hat{p}^{\dagger} \hat{q}^{\dagger} \hat{s} \hat{r}\} + \{\hat{p}^{\dagger} \hat{q}^{\dagger} \hat{s} \hat{r}\} + \{\hat{p}^{\dagger} \hat{q}^{\dagger} \hat{s} \hat{r}\}. \]
Evaluating, we get,

\[
\hat{G} = \frac{1}{2} \sum_{pqrs} \langle pq|\hat{g}|rs\rangle \{\hat{p}^\dagger \hat{q}^\dagger \hat{s} \hat{r}\} + \sum_{ipq} \langle ip|\hat{g}|iq\rangle \{\hat{p}^\dagger \hat{q}\}
+ \frac{1}{2} \sum_{ipq} \langle pq|\hat{g}|iq\rangle \{\hat{p}^\dagger \hat{q}\} - \frac{1}{2} \sum_{ipq} \langle ip|\hat{g}|iq\rangle \{\hat{p}^\dagger \hat{q}\}
- \frac{1}{2} \sum_{ipq} \langle pq|\hat{g}|iq\rangle \{\hat{p}^\dagger \hat{q}\} + \frac{1}{2} \sum_{ij} \langle ij|\hat{g}|ij\rangle - \frac{1}{2} \sum_{ij} \langle ij|\hat{g}|j i\rangle.
\]

Next we can combine terms in the above expression,

\[
\hat{G} = \frac{1}{2} \sum_{pqrs} \langle pq|\hat{g}|rs\rangle \{\hat{p}^\dagger \hat{q}^\dagger \hat{s} \hat{r}\} + \sum_{ipq} \langle ip|\hat{g}|iq\rangle \{\hat{p}^\dagger \hat{q}\}
- \frac{1}{2} \sum_{ipq} \langle pq|\hat{g}|iq\rangle \{\hat{p}^\dagger \hat{q}\} + \frac{1}{2} \sum_{ij} \langle ij|\hat{g}|ij\rangle - \frac{1}{2} \sum_{ij} \langle ij|\hat{g}|j i\rangle
\]

(3.41)

where the expression for \(\hat{G}_N\) is given as,

\[
\hat{G}_N = \frac{1}{2} \sum_{pqrs} \langle pq|\hat{g}|rs\rangle \{\hat{p}^\dagger \hat{q}^\dagger \hat{s} \hat{r}\} = \frac{1}{4} \sum_{pqrs} \langle pq|\hat{g}|rs\rangle \{\hat{p}^\dagger \hat{q}^\dagger s\hat{r}\}
\]

(3.43)

As we can see, both the left hand expressions in Equation 3.31 and Equation 3.36 depend on the number of particles in the system, whereas both the expressions in Equation 3.31 and Equation 3.36 do not depend on the number of particles in the system. The lack of dependence on the number of particles in second quantized representation is the main strength of the representation. As the system size increases it becomes very impractical to use wave function representation to write the expressions due to the dependence on the number of electrons. Since operators in second quantized representation do not depend on the number of electrons, the expressions will be the same no matter which system is done. This independence on the number of electrons in second quantized representation extends to diagrams as well because diagrammatic representation uses second quantization and this will be explored in chapter 4. In the next sections we will discuss particle-hole representation, the fermi vacuum, and normal ordering.
3.4 Fermi vacuum and normal ordering

The evaluation of matrix elements of second quantized operators is much more easily done if the creation and annihilation operators are normal ordered with respect to the Fermi vacuum state. Before we can discuss normal ordering, we must define the Fermi vacuum state and particle-hole representation. The particle-hole representation is best shown in Figure 3.1. [195] Starting with the ground state in the ordinary picture in column (a), we see that the atomic

![Figure 3.1: particle-hole/quasiparticle representation diagram. Column (a) and (b) show the ground and excited state, respectively, for the ordinary picture. Column (c) and (d) show the ground and excited state, respectively, for the particle-hole/quasiparticle representation. (Mattuck, R. D. (1992). A Guide to Feynman Diagrams in the Many-Body Problem. Dover Publications, Inc., N.Y.) [195].](image)

energy levels are filled with electrons according to the Pauli principle in which there can be no more than one particle in each state. This is in the lowest energy state because the particles are filled starting in the lowest energy state and subsequently filling each energy level as you move up the energy levels. The highest filled single-particle level is called the Fermi level denoted as, $\epsilon_F$. Column (b) represents an excitation from the picture in column (a). The excitation occurs when a particle is removed by a level below the Fermi level and placed in a state above the Fermi level. The empty space in column (b) is called a hole.

To describe an excitation more efficiently, we can just consider changes from the ground state. This will allow us to avoid writing each particle in the ground state, and thus we come upon the picture in column (c). This picture is called the Fermi vacuum. The excitation from
column (c) is shown in column (d). Columns (c) and (d) are the particle-hole/quasiparticle representation. Note that particles in the particle-hole representation exist only above the Fermi level, whereas in the ordinary picture, particles can exist above and below the Fermi level.

The Fermi vacuum serves to be a reference state in which all other Slater determinants are described relative to it. Typically the Fermi vacuum is the Hartree-Fock reference state denoted as \(|0\rangle\), therefore,

\[
|0\rangle = |ijkl\ldots\rangle
\]  

(3.44)

Recall that the Hartree-Fock reference state is the ground state determinant. Now we will write excitations with respect to the Fermi vacuum in the particle-hole formalism. The \(i, j, k, l\ldots\) in Equation 3.44 are hole states (occupied states). Particle states (unoccupied states) are defined as \(a, b, c, d\ldots\), and the indices \(p, q, r, s\ldots\) describe states that can be both particle and hole states. In the particle-hole representation we now have hole creators and annihilators as well as particle creators and annihilators.

\[
\hat{i} = \text{a hole annihilator} \quad \text{(3.45)}
\]

\[
\hat{i}^\dagger = \text{a hole creator} \quad \text{(3.46)}
\]

\[
\hat{a} = \text{a particle annihilator} \quad \text{(3.48)}
\]

\[
\hat{a}^\dagger = \text{a particle creator} \quad \text{(3.47)}
\]

Note that you cannot destroy a hole that doesn’t exist,

\[
\hat{i}^\dagger |ijkl\ldots N\rangle = 0, \quad \text{(3.49)}
\]

and you cannot destroy a particle that doesn’t exist,

\[
\hat{a} |ijkl\ldots N\rangle = 0. \quad \text{(3.50)}
\]

So when describing a single excitation, we first create a hole in the Fermi vacuum and then create a particle in the unoccupied space.

\[
|\Phi^a_i\rangle = \hat{a}^\dagger \hat{i} |ijkl\ldots N\rangle = \hat{a}^\dagger |jkl\ldots N\rangle = |ajkl\ldots N\rangle
\]  

(3.51)

A double excitation follows similarly in that two holes are created in the Fermi vacuum and then two particles are created in the unoccupied space.

\[
|\Phi^{ab}_{ij}\rangle = \hat{a}^\dagger \hat{b}^\dagger \hat{j} \hat{i} |ijkl\ldots N\rangle = \hat{a}^\dagger \hat{b}^\dagger |kl\ldots N\rangle = |abkl\ldots N\rangle
\]  

(3.52)
Now that we have defined the anticommutation relations in section 3.2, and now the Fermi vacuum and the particle-hole formalism, we are now in a position to discuss normal ordering. Creation and annihilation operators are said to be in normal order when all pseudo-creation operators are to the left of all pseudo-annihilation operators. By pseudo-creation operators, it is meant that the operators that create such as $\hat{a}^\dagger$ and $\hat{i}$. They are “pseudo” because specifically $\hat{i}$ is not a creation operator because it does not have a $\dagger$, however, with respect to the Fermi vacuum, it creates a hole.

The process of putting all the pseudo-creation operators to the left of the pseudo-annihilation operators is normal ordering and the anticommutation relations are used to do this. Recall the anticommutation relations in Equation 3.15, Equation 3.21, and Equation 3.30,

$$[\hat{p}^\dagger, \hat{q}^\dagger]_+ = 0$$
$$[\hat{p}, \hat{q}]_+ = 0$$
$$[\hat{p}^\dagger, \hat{q}]_+ = \delta_{pq},$$

which can be rewritten as,

$$\hat{p}^\dagger \hat{q}^\dagger = -\hat{q}^\dagger \hat{p}^\dagger$$
$$\hat{p} \hat{q} = -\hat{q} \hat{p}$$
$$\hat{p}^\dagger \hat{q} = \delta_{pq} - q \hat{p}^\dagger.$$

When normal ordering strings of creation and annihilation operators, we must apply the anticommutation relations which will yield a sign change with respect to the interchange of neighboring operators. Therefore, when we arrange all the pseudo-creation operators to the left of all the pseudo-annihilation operators, we must keep track of the sign after each interchange. Let’s consider a few examples. For the first example we have,

$$\hat{p}^\dagger \hat{q} = \hat{p}^\dagger \hat{q}.$$  
(3.59)

In this example, the creation operator is already to the left of the annihilation operator. For the second example we have,

$$\hat{q} \hat{p}^\dagger = -\hat{p}^\dagger \hat{q}.$$  
(3.60)

In this example we moved $\hat{p}^\dagger$ to the left of $\hat{q}$, thus yielding a negative sign. For the last example, we consider three different operators,

$$\hat{q} \hat{p}^\dagger = -\hat{q} \hat{p}^\dagger \hat{r} = \hat{p}^\dagger \hat{q} \hat{r} = -\hat{p}^\dagger \hat{r} \hat{q}.$$  
(3.61)
Note that the order in which we write \( \hat{q} \) and \( \hat{r} \) at the end matters because \( \hat{q}\hat{r} = -\hat{r}\hat{q} \). Normal ordering is essential to evaluating matrix elements in second quantized notation. Typically we write operators in normal order in curly braces, \( \{ABC\ldots\} \), for the normal product relative to the Fermi vacuum. In the next section, we will evaluate the normal ordered operators using Wick’s theorem.

### 3.5 Wick’s contractions and generalized Wick’s theorem

To evaluate the normal ordered operators, we use Wick’s theorem. Wick’s theorem is a method in which we reduce products of creation and annihilation operators by contracting pairs of these operators. Contractions of these operators will be denoted by connecting these operators with a line or bracket as follows,

\[
\begin{align*}
\hat{A}\hat{B} &= \hat{A}\hat{B} - \{\hat{A}\hat{B}\}.
\end{align*}
\] (3.62)

The bracket notation given above, \( \{\{ABC\ldots\}\} \) will denote the normal product relative to the Fermi vacuum. According to the anticommutation relations, the only nonzero contractions will be,

\[
\begin{align*}
\hat{i}^\dagger\hat{j} &= \delta_{ij}, \\
\hat{a}^\dagger\hat{b} &= \delta_{ab}.
\end{align*}
\] (3.63)

For particle and hole indices, \( (p, q, r, s, \ldots) \), the above relationships also hold true,

\[
\begin{align*}
\hat{i}^\dagger\hat{q} &= \delta_{iq} \\
\hat{p}^\dagger\hat{j} &= \delta_{pj} \\
\hat{a}^\dagger\hat{p} &= \delta_{ap} \\
\hat{q}^\dagger\hat{b} &= \delta_{qb}.
\end{align*}
\] (3.64-3.67)

Indices representing both particle and hole indices become more important when applying Wick’s contractions to operators in second quantized notation.

Contracting the creation and annihilation operators using Wick’s theorem allows us to write these normal ordered strings of creation and annihilation operators in terms of only Kronecker delta functions. This is expressed in the following equation,

\[
\begin{align*}
\hat{A}\hat{B}\hat{C}\hat{D}\hat{E}\hat{F}\ldots &= \{\hat{A}\hat{B}\hat{C}\hat{D}\hat{E}\hat{F}\ldots\}
\end{align*}
\] (3.68)
where the dots at the end indicate that all possible contractions are included. That is all possible single contractions, all possible double contractions, and so on. The Fermi vacuum expectation value of a normal ordered string of creation and annihilation operators will be zero unless all the creation and annihilation operators are fully contracted. By fully contracted, it is meant that all creation operators are paired with an annihilation operator. This is shown below and is the generalized Wick’s theorem,

\[
\langle 0 | \hat{A} \ldots \hat{B} \ldots \hat{C} \ldots \hat{D} \ldots | 0 \rangle = \sum_{pq} \langle p | \hat{f} | q \rangle \langle 0 | \{ \hat{i}^{\dagger} \hat{a} \} \{ \hat{p}^{\dagger} \hat{q} \} \{ \hat{j}^{\dagger} \hat{b} \} | 0 \rangle.
\] (3.69)

where the right hand side of Equation 3.69 is the sum over all fully contracted creation and annihilation operators in normal order.

This discussion illustrates the power of using second quantization. Second quantization allows for the computation of the expectation value of a large strings of creation and annihilation operators to be reduced to a linear combination of Kronecker delta functions in which, when evaluated will be either 0, 1, or -1. Another way second quantization is a very useful representation is that the second quantized operators are independent of the number of electrons in the system which will become more and more important as the system size increases. This strength of second quantized notation will be highlighted in the next section where we look at the form of the one- and two-electron operators in second quantized representation.

### 3.6 Evaluation of the matrix elements of second quantized one- and two-electron operators

We will start with evaluating the matrix elements of the one-electron operator between two singly excited determinants which is shown in the following expression,

\[
\langle \Phi_i^a | \hat{F}_N | \Phi_j^b \rangle = \sum_{pq} \langle p | \hat{f} | q \rangle \langle \Phi_i^a | \{ \hat{p}^{\dagger} \hat{q} \} | \Phi_j^b \rangle
\]

\[
= \sum_{pq} \langle p | \hat{f} | q \rangle \langle 0 | \{ \hat{i}^{\dagger} \hat{a} \} \{ \hat{p}^{\dagger} \hat{q} \} \{ \hat{j}^{\dagger} \hat{b} \} | 0 \rangle.
\] (3.70)
We use Wick’s contraction to evaluate the string of creation and annihilation operators. Applying Wick’s contractions to Equation 3.70 we recall that the only non-zero contractions will be the following contractions,

\[
\begin{align*}
\hat{a}^\dagger \hat{a} &= \delta_{ab}, & \hat{a}^\dagger \hat{p}^\dagger &= \delta_{ap}, & \hat{q}^\dagger \hat{b}^\dagger &= \delta_{qb}.
\end{align*}
\] (3.71)

Now we will consider all the contractions of the one-particle operator. We will show all the contractions and resolve them in a stepwise fashion to be clear. We begin with our one-particle operator expression with respect to two single excited determinants and we pair the creation operators with annihilation operators as shown here,

\[
\langle \Phi^a_i | \hat{F}_N | \Phi^b_j \rangle = \sum_{pq} \langle p | \hat{f} | q \rangle \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \{ \hat{b}^\dagger \hat{j} \} | 0 \rangle
\]

(3.72)

(3.73)

There are only two possible terms when joining the creation and annihilation operators in all the ways allowed. We will now resolve the contractions step by step so we can see what is happening explicitly. First we resolve the \( \hat{i}^\dagger \hat{q}, \hat{a}^\dagger \hat{b}^\dagger \), and \( \hat{p}^\dagger \hat{j} \) contractions in the first term giving,

\[
\langle \Phi^a_i | \hat{F}_N | \Phi^b_j \rangle = -\sum_{pq} \langle p | \hat{f} | q \rangle \delta_{iq} \delta_{ab} \delta_{pj}
\]

\[
+ \sum_{pq} \langle p | \hat{f} | q \rangle \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \{ \hat{b}^\dagger \hat{j} \} | 0 \rangle.
\] (3.74)

Next we resolve the \( \hat{i}^\dagger \hat{q}, \hat{a}^\dagger \hat{p}^\dagger \), and \( \hat{q}^\dagger \hat{b}^\dagger \) contractions in the second term giving,

\[
\langle \Phi^a_i | \hat{F}_N | \Phi^b_j \rangle = -\sum_{pq} \langle p | \hat{f} | q \rangle \delta_{iq} \delta_{ab} \delta_{pj}
\]

\[
+ \sum_{pq} \langle p | \hat{f} | q \rangle \delta_{ij} \delta_{ap} \delta_{qb}.
\] (3.75)

Note that there is now a negative sign in front of the first term in Equation 3.74. When determining the sign of a fully contracted term, you must consider the number of “crossings”
that occur when writing the Wick’s contractions. By crossings it is meant that you must count the number of times the lines cross each other. If the number of crossings in the contraction lines is odd, the sign on the term is negative, whereas if the number of crossings is even, the sign is positive.\[185\] For example, consider Equation 3.73. When looking at the contraction lines in the first term in Equation 3.73, we see that the lines cross three times, and thus we say there are three crossings in the contraction lines. In this case, the number of crossings are odd and therefore, the sign of the term is negative. For the second term in Equation 3.73, we see that there are zero crossings in the contraction lines, and therefore the number of crossings is even and the sign for that term is positive.

Now that we have explained the signs of the terms, we continue the derivation by resolving the Kronecker deltas shown here,

$$\langle \Phi^a_i | \hat{F}_N | \Phi^b_j \rangle = -\sum_{ij} \langle j | \hat{f} | i \rangle \delta_{ab}$$

$$+ \sum_{ab} \langle a | \hat{f} | b \rangle \delta_{ij}. \quad (3.76)$$

The last possibility that we have to add is when both the singly excited determinants operating on $\hat{F}_N$ have single excitations, such as, $\langle \Phi^a_i | \hat{F}_N | \Phi^a_i \rangle$. Upon doing the Wick’s contractions and resolving the Kronecker deltas in the same manner in which we did above, we obtain,

$$\langle \Phi^a_i | \hat{F}_N | \Phi^a_i \rangle = \sum_a \langle a | \hat{f} | a \rangle \delta_{ii}$$

$$- \sum_i \langle i | \hat{f} | i \rangle \delta_{aa}. \quad (3.77)$$

Combining all these expressions we have these three cases,

$$\langle \Phi^a_i | \hat{F}_N | \Phi^b_j \rangle = -\langle j | \hat{f} | i \rangle \quad (i \neq j), \quad (3.78)$$

$$\langle \Phi^a_i | \hat{F}_N | \Phi^b_i \rangle = \langle a | \hat{f} | b \rangle \quad (a \neq b), \quad (3.79)$$

$$\langle \Phi^a_i | \hat{F}_N | \Phi^a_i \rangle = \langle a | \hat{f} | a \rangle - \langle i | \hat{f} | i \rangle. \quad (3.80)$$

For completeness sake and more practice, I will include the evaluation of the matrix elements for a two-electron operator between a single and double excitation. The derivation is on the long and tedious side, however it illustrates the need for another representation to evaluate the matrix elements. We start with,

$$\langle \Phi^a_i | \hat{G}_N | \Phi^b_j \rangle = \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q}^\dagger \hat{s} \hat{r} \} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle, \quad (3.81)$$
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and now we contract the creation and annihilation operators according to Wick’s contraction. We then get these 16 terms,

\[
\langle \Phi_i^\dagger | \hat{G}_N | \Phi_{jk}^{bc} \rangle = \frac{1}{2} \sum_{pqrs} \langle pq| \hat{\phi} \rangle \left[ \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle + \langle 0 | \{ \hat{i}^\dagger \hat{a} \} \{ \hat{p}^\dagger \hat{q} \} \hat{s} \hat{r} \{ \hat{b}^\dagger \hat{c}^\dagger \hat{k} \hat{j} \} | 0 \rangle \right]
\]
Since we have made all the possible contractions, we now show the sign each term will carry based on how many crossings there are,

\[
\langle \Phi^a_i | \hat{G}_N | \Phi^b_{jk} \rangle = \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \left[ - \langle 0 | \{ i^\dagger a \{ p^\dagger q^\dagger s r \} \{ b^\dagger c^\dagger k j \} \} | 0 \rangle + \langle 0 | \{ i^\dagger a \{ p^\dagger q^\dagger s r \} \{ b^\dagger c^\dagger k j \} \} | 0 \rangle \right]
\]

7 crossings (odd) \implies \text{- sign}

6 crossings (even) \implies \text{+ sign}

5 crossings (odd) \implies \text{- sign}

8 crossings (even) \implies \text{+ sign}

7 crossings (odd) \implies \text{- sign}

7 crossings (odd) \implies \text{- sign}

6 crossings (even) \implies \text{+ sign}

12 crossings (even) \implies \text{+ sign}
are all written either above or below the term. The next step is we will resolve all the contractions to minimize the number of crossings, however, whichever way it is written, it will not effect the sign so long as the contractions are all written either above or below the term. The next step is we will resolve all the contractions to Kronecker delta functions in one step shown here,

\[
\langle \Phi_i^a | \hat{G}_N | \Phi_j^{bc} \rangle = -\frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{is} \delta_{ab} \delta_{pk} \delta_{qj} \delta_{rc} + \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{is} \delta_{ab} \delta_{pj} \delta_{qk} \delta_{rc} \\
+ \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{is} \delta_{ac} \delta_{pk} \delta_{qj} \delta_{rb} - \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{is} \delta_{ac} \delta_{pj} \delta_{qk} \delta_{rb} \\
+ \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ir} \delta_{ab} \delta_{pk} \delta_{qj} \delta_{sc} - \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ir} \delta_{ab} \delta_{pj} \delta_{qk} \delta_{sc} \\
- \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ir} \delta_{ac} \delta_{pk} \delta_{qj} \delta_{sb} + \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ir} \delta_{ac} \delta_{pj} \delta_{qk} \delta_{sb} \\
+ \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ik} \delta_{ap} \delta_{qj} \delta_{sb} \delta_{rc} - \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ik} \delta_{ap} \delta_{qj} \delta_{sc} \delta_{rb} \\
- \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ik} \delta_{aq} \delta_{pj} \delta_{sb} \delta_{rc} + \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ik} \delta_{aq} \delta_{pj} \delta_{sc} \delta_{rb} \\
- \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ij} \delta_{ap} \delta_{qk} \delta_{sb} \delta_{rc} + \frac{1}{2} \sum_{pqrs} \langle pq | \hat{g} | rs \rangle \delta_{ij} \delta_{ap} \delta_{qk} \delta_{sc} \delta_{rb} 
\]

There is obviously a way to write the contractions to minimize the number of crossings, however, whichever way it is written, it will not effect the sign so long as the contractions are all written either above or below the term. The next step is we will resolve all the contractions to Kronecker delta functions in one step shown here,
We can now combine terms,

\[
+ \frac{1}{2} \sum_{pqrst} \langle pq|\hat{g}|rs\rangle \delta_{ij} \delta_{aq} \delta_{pk} \delta_{ab} \delta_{rc} - \frac{1}{2} \sum_{pqrst} \langle pq|\hat{g}|rs\rangle \delta_{ij} \delta_{aq} \delta_{pk} \delta_{ac} \delta_{rb}. \tag{3.85}
\]

Now we can resolve the Kronecker delta as seen here,

\[
\langle \Phi_{i}^{a}|\hat{G}_{N}|\Phi_{jk}^{bc} \rangle = 
\]

\[
- \frac{1}{2} \sum_{kjc} \langle kj|\hat{g}|ci\rangle \delta_{ab} + \frac{1}{2} \sum_{jkic} \langle kj|\hat{g}|ci\rangle \delta_{ab} + \frac{1}{2} \sum_{kib} \langle kj|\hat{g}|bi\rangle \delta_{ac} - \frac{1}{2} \sum_{jkb} \langle kj|\hat{g}|bi\rangle \delta_{ac} 
\]

\[
+ \frac{1}{2} \sum_{ajcb} \langle aj|\hat{g}|cb\rangle \delta_{ik} - \frac{1}{2} \sum_{akbc} \langle ak|\hat{g}|cb\rangle \delta_{ij} + \frac{1}{2} \sum_{kabc} \langle ka|\hat{g}|bc\rangle \delta_{ik} - \frac{1}{2} \sum_{kabc} \langle ka|\hat{g}|bc\rangle \delta_{ij}. \tag{3.87}
\]

We can now combine terms,

\[
\langle \Phi_{i}^{a}|\hat{G}_{N}|\Phi_{jk}^{bc} \rangle = \sum_{kjc} \langle kj|\hat{g}|ic\rangle \delta_{ab} - \sum_{jkic} \langle kj|\hat{g}|ic\rangle \delta_{ab} + \sum_{jkb} \langle kj|\hat{g}|ib\rangle \delta_{ac} - \sum_{jkib} \langle kj|\hat{g}|ib\rangle \delta_{ac} 
\]

\[
+ \sum_{ajcb} \langle aj|\hat{g}|cb\rangle \delta_{ik} - \sum_{akbc} \langle ak|\hat{g}|cb\rangle \delta_{ij} + \sum_{kabc} \langle ka|\hat{g}|bc\rangle \delta_{ik} - \sum_{kabc} \langle ka|\hat{g}|bc\rangle \delta_{ij}. \tag{3.88}
\]

and we notice that the terms in Equation 3.89 represent the Coulomb and exchange terms, so we can write,

\[
\langle \Phi_{i}^{a}|\hat{G}_{N}|\Phi_{jk}^{bc} \rangle = \sum_{kjc} \langle kj|\hat{g}|ic\rangle \delta_{ab} + \sum_{jkb} \langle kj|\hat{g}|ib\rangle \delta_{ac} + \sum_{ajcb} \langle aj|\hat{g}|cb\rangle \delta_{ik} + \sum_{akbc} \langle ak|\hat{g}|bc\rangle \delta_{ij}. \tag{3.89}
\]

Therefore, we can get a non-zero result only if at least one hole or particle in \( \Phi_{jk}^{bc} \) matches with the hole or particle in \( \Phi_{i}^{a} \). So, for example,

\[
\langle \Phi_{i}^{a}|\hat{G}_{N}|\Phi_{jk}^{bc} \rangle = \langle ak|\hat{g}|bc \rangle \quad (a \neq b, c) \tag{3.90}
\]

\[
\langle \Phi_{i}^{a}|\hat{G}_{N}|\Phi_{jk}^{ac} \rangle = \langle kj|\hat{g}|ic \rangle \quad (i \neq j, k) \tag{3.91}
\]

\[
\langle \Phi_{i}^{a}|\hat{G}_{N}|\Phi_{ik}^{ac} \rangle = \langle ak|\hat{g}|ac \rangle + \langle ki|\hat{g}|ic \rangle \tag{3.92}
\]

We showed that using second quantization formulation and Wick’s theorem is very effective at obtaining these terms and has built in symmetry in its representation, however the process of obtaining these terms is rather tedious and cumbersome. Lots of bookkeeping is required and as such it can be easy to make errors. Also, we have only considered an example of moderate difficulty or size in the two-particle operator between a single and double excitation. With higher order excitations or an operator or product of operators with
higher order, the number of terms will grow very quickly. Therefore, another representation of quantum mechanics is introduced called diagrammatic representation which will allow us to generate these terms and identify terms which do not contribute to the energy expression. This more practical approach will be presented in chapter 4.
Chapter 4
Diagrammatic notation

4.1 Introduction

In this chapter, diagrammatic notation is presented. This will allow us to turn an algebraic problem into a topological problem. In the previous chapter we solved this problem algebraically using Wick’s contractions to find non-zero terms. However, we will show in diagrammatic representation that we can easily eliminate these non-zero terms based on non-connected lines which is much easier rather than going through the math. First we will look at the connection of diagrammatic notation to the particle-hole formalism. Then we will use diagrammatic notation to represent Slater determinants. The more familiar Goldstone diagrams are presented for one- and two-particle operators and then we show the relationship of Goldstone diagrams to the more compact Hugenholtz diagrams. Hugenholtz diagrams are the main choice of diagrams used in this work because of their compactness due to their ability to inherently account for antisymmetry in the integrals. This will greatly reduce the number of diagrams that will need to be accounted for.

PSTricks was used to make all the diagrams in this work. For a more detailed look at how to use PSTricks to make the many-body diagrams presented here and in the proceeding chapters, a how-to guide is provided in Appendix F which highlights some important functionality in the PSTricks documentation that is essential for making diagrams.

4.2 Slater determinants

On the simplest level, diagrams in quantum chemistry are just vertical lines directed upwards (\(\uparrow\)) and vertical lines directed downwards (\(\downarrow\)), and these two types of lines, only, is exactly how to represent particles and holes as described in the particle-hole formalism discussed in section 3.4. In diagrammatic notation, the Slater determinant is represented by an empty space as seen in Figure 4.1 (c), and any deviation from the Slater determinant is
represented by lines pointing upwards and lines pointing downwards. As seen in Figure 4.1,

![Diagram](image)

Figure 4.1: Basic components for diagrammatic representation are shown. (a) hole lines; (b) particle lines; (c) fermi vacuum, \(|0\rangle\); (d) single excitation, \(|\Phi_i^a\rangle\); (e) double excitation, \(|\Phi_{ij}^{ab}\rangle\).

downward-pointing lines are hole states (a), and upward-pointing lines are particle states (b). Figure 4.1 (d) would represent a single excitation on the Slater determinant in which a particle from orbital \(i\) is excited to orbital \(a\). A determinant that is doubly-excited \((\Phi_{ij}^{ab})\) would be represented by two downward-pointing lines labeled \(i\) and \(j\) (hole states), and two upward-pointing lines labeled \(a\) and \(b\) (particle states), which is represented in (e). In the next section we consider the representation of operators using Goldstone diagrams.

### 4.3 Goldstone diagrams

#### 4.3.1 One-particle operators

We begin with the one-particle operator given as,

\[
\hat{F}_N = \sum_{pq} \langle p|\hat{f}|q\rangle \{\hat{p}^\dagger \hat{q}\}.
\] (4.1)

To represent the second quantization representation of the one-particle operator diagrammatically, we must consider the following rules to write the diagrams,

| incoming line | ↔ | annihilation operator | ↔ | ket state |
| outgoing line | ↔ | creation operator | ↔ | bra state |

where \(|\rangle\) is the bra state and \(|\rangle\) is the ket state. When writing operators using Goldstone diagrams, the operators are represented with horizontal “interacting lines”. For this work, we will use horizontal dashed lines to represent components of the electronic Hamiltonian
operator when using Goldstone diagrams. From these horizontal interaction lines the vertical particle and hole lines (Figure 4.1) emanate. At this point where the lines emanate, there is a vertex. This vertex represents the action of the operator on individual electrons. Therefore, one-particle (i.e. one-electron) operators have one vertex, two-particle operators have two vertices, and so on. The creation operators are always pointing away from the vertex while the annihilation operators are always pointing towards the vertex.

Let’s look at the components of the one-particle operator where the dashed interaction line is capped with and “x”. The four components of the one-particle operator are shown below in Figure 4.2. The first component in Figure 4.2 involves two particle lines. Since they are particle lines, they must point upwards. \( \hat{a}^\dagger \) is the creation operator so it point upwards and away from the vertex. \( \hat{b} \) is the annihilation operator so it will point towards the vertex. The second component of the one-particle operator involves two hole lines. The hole lines must point downwards. \( \hat{i}^\dagger \) is the creation operator so it will point upwards and away from the vertex and \( \hat{j} \) is the annihilation operator so it points downwards and towards the vertex. Since the last two components of the one-particle operator contain both particle and hole lines, they will both be either below or above the interaction line. The third component in Figure 4.2 annihilates a particle from the virtual orbital \( a \) and creates a particle in the occupied orbital \( i \). This corresponds to a de-excitation. On the other hand, the fourth component corresponds to an excitation because a particle is annihilated from occupied orbital \( i \) and a particle is created in virtual orbital \( a \). The first two components do not have an excitation level as the either have only particle lines, or only hole lines.

\[
\hat{F} = \sum_{ab} \langle a | \hat{f} | b \rangle \{ \hat{a}^\dagger \hat{b} \} + \sum_{ij} \langle i | \hat{f} | j \rangle \{ \hat{i}^\dagger \hat{j} \} + \sum_{ia} \langle i | \hat{f} | a \rangle \{ \hat{i}^\dagger \hat{a} \} + \sum_{ia} \langle a | \hat{f} | i \rangle \{ \hat{a}^\dagger \hat{i} \}
\]

Figure 4.2: \textbf{One-particle operator components for diagrammatic representation are shown.} The horizontal dashed line is the interaction line which is capped by the “x”. (a) hole created; (b) hole destroyed; (c) particle created; (d) particle destroyed.
4.3.2 Two-particle operators

Now we look at the two-particle operator given as,
\[
\hat{G}_N = \frac{1}{2} \sum_{pqrs} \langle pq|rs \rangle \{ \hat{p}^\dagger \hat{q}^\dagger \hat{s} \hat{r} \}. \tag{4.2}
\]

For representing the two-particle operators using Goldstone diagrams, we still have the same horizontal interaction line as in the one-particle operator case, however, the two-particle operator case has two vertices instead of only one. The horizontal interaction line connects two half-vertices. Each individual half-vertices have one incoming line and one outgoing line which may be a particle or hole line. These particle and hole lines follow the same rules as with the one-particle operator which are repeated below,

| incoming line | ↔ | annihilation operator | ↔ | ket state |
| outgoing line | ↔ | creation operator | ↔ | bra state |

but with the added feature for the two-particle case that

| electron 1 | ↔ | left half-vertex |
| electron 2 | ↔ | right half-vertex |

So for the two-particle term, \( \langle pq|rs \rangle \{ \hat{p}^\dagger \hat{q}^\dagger \hat{s} \hat{r} \} \), we have the association,

\[
\hat{p}^\dagger \leftrightarrow \text{left outgoing line}, \quad \hat{q}^\dagger \leftrightarrow \text{right outgoing line}, \quad \hat{r} \leftrightarrow \text{left incoming line}, \quad \hat{s} \leftrightarrow \text{right incoming line}.
\]

The indices associated with the two-particle vertex are assigned according to these rules,

\[
\langle \text{left-out right-out} | \text{left-in right-in} \rangle,
\]

and the corresponding creation and annihilation operator strings follow the scheme below,

\[
\{ (\text{left-out})^\dagger (\text{right-out})^\dagger (\text{right-in})(\text{left-in}) \}.
\]

We can easily generate all of the two-particle diagrams from combinations of the one-particle diagrams. From Figure 4.2 we see that there are four one-particle diagrams labeled (a), (b), (c), and (d). We can pair (a) with (a), (a) with (b), (a) with (c), (a) with (d), (b) with (a), (b) with (b), and so on until we make all possible pairs. The direct product of the one-particle diagrams are shown as follows,

\[
\begin{bmatrix}
a, a & a, b & a, c & a, d \\
b, a & b, b & b, c & b, d \\
c, a & c, b & c, c & c, d \\
d, a & d, b & d, c & d, d
\end{bmatrix}.
\tag{4.3}
\]
This gives us a total of 16 diagrams, however, there are repeating terms in this matrix. We remove the repeating terms and are left with the ten combinations shown below,

\[
\begin{bmatrix}
  a, a & a, b & a, c & a, d \\
  b, a & b, b & b, c & b, d \\
  c, a & c, c & c, d \\
  d, a & d, b & d, c & d, d
\end{bmatrix}.
\] (4.4)

Following the combinations in the above equation, we pair the one-particle diagrams and generate the two-particle diagrams shown in Figure 4.3. The diagrams are laid out in relation to the pairs presented in the matrix in Equation 4.4.

Figure 4.3: Two-particle operator components for diagrammatic representation are shown. The horizontal dashed line is the interaction line.
4.4 Hugenholtz diagrams

The problem with Goldstone diagrams is highlighted in the above discussion. As the number of diagrams increases, the number of interaction vertices also increase. For example, each two-particle diagram included, adds two interaction vertices. The interaction vertices just reflect individual instances of each possible exchange possibility. Also, we must make sure that we account for each different exchange possibility without having two diagrams that are equivalent. There is definitely difficulties associated with determining equivalent diagrams and associating weight factors to the expressions. However, Goldstone diagrams provide no ambiguity in the exact equation they represent.

Hugenholtz diagrams overcome these difficulties of Goldstone diagrams by incorporating the antisymmetry from each integral into each resulting diagram. This will greatly reduce the number of diagrams needed. This is done in for two-particle operators by combining the two interaction vertices into one interacting vertex.

4.4.1 One- and two-particle operators

There is no distinct sections for one-particle and two-particle operators like for the Goldstone diagrams because one-particle Hugenholtz diagrams are exactly equal to the one-particle Goldstone diagrams.

However, for the two-particle operator, the vertices of the Goldstone diagrams are combined into one vertex for the Hugenholtz diagrams. So, instead of having one incoming and one outgoing line such as was for each vertex of the two-particle Goldstone diagrams, in the Hugenholtz diagrammatic representation, there is only one vertex with 4 incoming and outgoing lines (two incoming and two outgoing lines). The rules for incoming and outgoing particle and hole lines is the same as for Hugenholtz diagrams and are seen in subsection 4.3.2. The relationship to the two-particle operator and their matrix elements are seen in Figure 4.4.

Diagrammatic representation provides us with many advantages such as its ability to turn an algebraic problem into a topological problem, their compactness, and that diagrams are system independent. Wave function representation, or even second quantized representation, still requires many pages of equations, however, diagrammatic representation will allow for the presentation of these equations much less space which makes it easier to analyze the equations. Inherently diagrammatic representation only provides non-zero terms by construction which also limits the number of equations. Lastly, diagrams are system independent. Since second quantized operators are independent of the number of electrons in the system, the corresponding diagrams are also system independent. Therefore, once we write the diagrams
Figure 4.4: Corresponding two-particle Hugenholtz diagrams to the two-particle Goldstone diagrams.
for a particular theory or method, those same diagrams can be used for any system they are applied to. This is not true for wave function representation where the operators are dependent on the number of electrons in the system. With this introduction to second quantization and diagrammatic notation, we can begin to apply them to the work presented in the following chapters.
Chapter 5

Infinite-order diagrammatic summation approach to explicitly correlated congruent transformed Hamiltonian

5.1 Introduction

The form of the many-electron wave function at small electron-electron separation plays an important role in accurate determination of the ground state energy. The relationship between the Coulomb singularity in the electronic Hamiltonian and form of the many-electron wave function at the electron-electron coalescence point is well known and is given by the Kato cusp condition. [159, 115, 181, 215] Explicitly correlated methods improve the form of the many-electron wave function near the electron-electron coalescence point by incorporating explicit $r_{12}$ dependence in the form of the wave function. The inclusion of the $r_{12}$ term was shown to be indispensable for high-precision calculations of ground and excited state energies in atoms and molecules and has been implemented in various methods including quantum Monte Carlo (QMC), [115, 181, 215, 205, 338, 29, 237, 236] perturbation theory (R12-MP2), [192, 193, 331, 279] coupled-cluster (R12-CC), [178, 282, 332, 168, 123, 167, 281, 227] configuration interaction, transcorrelated Hamiltonian, [27, 28, 353, 309, 326, 131, 327] geminal augmented MCSCF, [334] the correlation operator approach, [212] and in explicitly correlated gaussians. [275, 202, 324] One of the main challenges in efficient implementation of explicitly correlated methods is the analytical evaluation of integrals involving the $r_{12}$ term. The electronic Hamiltonian has only one and two-particle operators, however, because of the $r_{12}$ term in the wave function, integrals involving the Hamiltonian and explicitly correlated wave functions often involve three-particle and higher terms. The resolution of identity (RI) approach has been successfully applied for efficient evaluation of
many-particle integrals and has been widely adopted for implementing faster, more efficient R12-MP2 [162, 318, 316, 330, 175] and R12-CC methods. [280]

In this article, we introduce the projected version of the explicitly correlated congruent transformed Hamiltonian (CTH) method. [83] In the CTH method, an explicitly correlated function is used to perform congruent transformation [150, 70] on the electronic Hamiltonian. This approach is similar to the transcorrelated Hamiltonian method where a similarity transformation is performed on the Hamiltonian. [27, 28] However, one of the advantages of the CTH method is that the transformation preserves the Hermitian property of the Hamiltonian. Consequently, the transformed Hamiltonian is amenable to standard variational procedures for obtaining the ground state energy. [83] The transformed Hamiltonian involves up to six-particle operators and efficient implementation of these many-particle operators is crucial for application of the CTH method. To address the limitations of the CTH method for many-electron systems, we have developed the projected congruent transformed Hamiltonian (PCTH) method. The PCTH method is formulated by projecting the CT Hamiltonian on a finite-dimensional space spanned by \( N \)-particle orthonormal basis functions. The PCTH method is identical to the CTH method in the limit of an infinite number of basis functions, however, practical implementation of the PCTH is always approximate because of the truncation of the basis. Here, we present a diagrammatic summation approach to include infinite-order contributions to the finite basis implementation of the PCTH method. We have used diagrammatic notation that is commonly used in the perturbation theory and coupled-cluster equations to represent the terms in the PCTH expansion. [276] After that, we show that certain classes of diagrams can be summed up to infinite-order and the result can be expressed as an analytical expression of a renormalized two-particle operator. Because the method in its current form is applicable only to selected (as opposed to all) classes of diagrams, it is denoted as partial infinite-order summation (PIOS) method. The details of the derivation of the PIOS method are presented in the following section. The PIOS method was used for calculating the ground state energy of isoelectronic 10-electron systems (Ne, HF, H\(_2\)O, NH\(_3\), CH\(_4\)) and results are presented in section 5.3.
5.2 Theory and computational details

5.2.1 Real-space formulation of congruent transformed Hamiltonian

The first step in the construction of the CTH is to define an explicitly correlated two-body operator as shown below

\[ G(1, \ldots, N) = \sum_{i<j}^N g(r_{ij}) = \sum_{i<j} g(i, j), \]  

where \( N \) is the number of electrons in the system. The derivation presented here is independent of the choice of the two-body explicitly correlated function \( g(1, 2) \). The specific form used in the present calculation will be discussed in subsection 5.2.4. The congruent-transformed operators are defined as

\[ \tilde{H} = G^\dagger H G, \]  
\[ \tilde{S} = G^\dagger 1 G, \]

where the transformed Hamiltonian contains up to six-particle operators. \([81, 83]\) For a given trial wave function \( \Psi_T \), the CTH energy is defined as

\[ E[\Psi_T, G] = \frac{\langle \Psi_T | \tilde{H} | \Psi_T \rangle}{\langle \Psi_T | \tilde{S} | \Psi_T \rangle}. \]  

The congruent transformation preserves the Hermitian property of the electronic Hamiltonian and by construction the CTH energy is an upper bound to the exact ground state energy

\[ E_{\text{exact}} \leq \min_{\Psi_T, G} E[\Psi_T, G] \leq \min_{\Psi_T} E[\Psi_T, G = 1]. \]  

As a consequence of the above relationship, the CTH energy is amenable to standard variational procedure and can be minimized with respect to both the trial wave function \( \Psi_T \) and the explicitly-correlated function \( G \). In the limit of \( G = 1 \), the CTH energy is equivalent to the expectation value of the electronic Hamiltonian. The congruent transformed Hamiltonian can be expressed as sum of two, three, four, five, and six-particle operators as shown below

\[ \tilde{H} = \left[ \sum_{i<j} g(i, j) \right] \left[ \sum_i h_i + \sum_{i<j} r_{ij}^{-1} \right] \left[ \sum_{i<j} g(i, j) \right] \]  
\[ = \Omega_2 + \Omega_3 + \Omega_4 + \Omega_5 + \Omega_6, \]  
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where the $m$–particle operator $\Omega_m(1, \ldots, N)$ for $N$ electron system is defined as

$$\Omega_m = \frac{1}{m!} \sum_{i_1 \neq i_2 \neq \ldots \neq i_m}^N \omega_m(i_1, \ldots, i_m),$$

and the exact expression for $\omega_m$ is given in Ref. [87]. It is important to note that $\omega_m$ is constructed such that it is completely symmetric with respect to all the $m$ electronic coordinates as shown by the following equation

$$P_k \omega_m(1, \ldots, m) = \omega_m(1, \ldots, m).$$

In the above equation, $P_k$ is a permutation operator of the symmetric $S_m$ group with $m$ symbols. The matrix element of the CTH with Slater determinant $\Phi_0$ can be expressed as sum of matrix elements of the individual $\Omega_i$ operators as shown below

$$\langle \Phi_0 | \tilde{H} | \Phi_0 \rangle = \langle \Phi_0 | \Omega_2 | \Phi_0 \rangle + \cdots + \langle \Phi_0 | \Omega_6 | \Phi_0 \rangle.$$  

The individual component can be calculated from integrals involving only the occupied molecular orbitals

$$\langle \Phi_0 | \Omega_m | \Phi_0 \rangle = \frac{1}{m!} \sum_{i_1, \ldots, i_n}^{N_{occ}} \langle i_1 \ldots i_m | \omega_m \sum_{P_k \in S_m} (-1)^{p_k} P_k | i_1 \ldots i_m \rangle,$$

where $P_k$ is the permutation operator of symmetry group $S_m$ and $p_k$ is the parity associated with the permutation. We introduce the following compact notation for the antisymmetrized sum

$$\langle \Phi_0 | \Omega_m | \Phi_0 \rangle = \frac{1}{m!} \sum_{i_1, \ldots, i_n}^{N_{occ}} \langle i_1 \ldots i_m | \omega_m | i_1 \ldots i_m \rangle_A,$$

where the subscript $A$ denotes that matrix element is antisymmetrized. The matrix element of the overlap $\langle \Phi_0 | \tilde{S} | \Phi_0 \rangle$ can be obtained using similar procedure. The operator $\tilde{S}$ is written as

$$\langle \Phi_0 | \tilde{S} | \Phi_0 \rangle = \langle \Phi_0 | \Omega_S^2 | \Phi_0 \rangle + \cdots + \langle \Phi_0 | \Omega_S^6 | \Phi_0 \rangle.$$  

The superscript in the $\Omega_m^S$ denotes that the operator is related to the transformed overlap operator. The total energy can be written as

$$E_{\text{CTH}} = \frac{\langle \Phi_0 | \Omega_2 | \Phi_0 \rangle + \cdots + \langle \Phi_0 | \Omega_6 | \Phi_0 \rangle}{\langle \Phi_0 | \Omega_S^2 | \Phi_0 \rangle + \cdots + \langle \Phi_0 | \Omega_S^6 | \Phi_0 \rangle}.$$  

The main bottleneck in application of the above energy expression is that the computational cost is dominated by the $\Omega_5$ and $\Omega_6$ terms. Therefore, it is desirable to introduce approximations to the above expression that will reduce the computational effort of the CTH method. The projected congruent transformed Hamiltonian (PCTH) is one such approach and is described in the following subsection.
5.2.2 Projected congruent transformed Hamiltonian

The correlation operator $G$ can be expanded into a complete set of Slater determinants. For the present derivation, we are only interested in application of the correlation operator on the Hartree-Fock reference state $\Phi_0$ as shown below

$$G|\Phi_0\rangle = \sum_k \langle \Phi_k | G | \Phi_0 \rangle | \Phi_k \rangle.$$ (5.15)

Because the correlation operator $G$ is a two-particle operator, the expansion in Eq. (5.15) can be substantially reduced by using the Slater-Condon rule that $G$ will only connect singly and doubly excited determinants. Consequently, triples and higher excited states are excluded from the expansion as shown in the following equation

$$G|\Phi_0\rangle = \sum_{k \in 0,S,D} \langle \Phi_k | G | \Phi_0 \rangle | \Phi_k \rangle + \sum_i \sum_{a > N_{occ}} \langle \Phi_i^a | G | \Phi_0 \rangle | \Phi_i^a \rangle + \frac{1}{4} \sum_{ij} \sum_{ab > N_{occ}} \langle \Phi_{ij}^{ab} | G | \Phi_0 \rangle | \Phi_{ij}^{ab} \rangle.$$ (5.16)

In the above expression, we have used the following convention[276] for indexing the molecular orbitals. Occupied states are labeled by $i, j, k, l, \ldots$ and unoccupied states are labeled by $a, b, c, d, \ldots$. States that can be both occupied and unoccupied are labeled as $p, q, r, s$. For practical implementation, we are also interested in defining the finite-basis representation of the correlation operator. This denoted as $G^{(M)}$ and is defined as

$$G^{(M)} = P^{(M)} G P^{(M)},$$ (5.18)

where, $P^{(M)}$ is the projector onto the $M$-dimensional subspace. The matrix element of $G^{(M)}$ between any two arbitrary Slater determinant is given by the following expression

$$\langle \Phi_{ijk \ldots}^{abc \ldots} | G^{(M)} | \Phi_{i'j'k' \ldots}^{a'b'c' \ldots} \rangle = \begin{cases} \langle \Phi_{ijk \ldots}^{abc \ldots} | G | \Phi_{i'j'k' \ldots}^{a'b'c' \ldots} \rangle & \text{for } \max (ijk, abc, i'j'k', a'b'c' \ldots) \leq M \\ 0 & \text{for } \max (ijk, abc, i'j'k', a'b'c' \ldots) > M \end{cases}$$ (5.19)

As seen from the above equation, $G^{(M)}$ coincides with the correlation operator $G$ only for finite basis. In the limit of complete basis, $G^{(M)}$ becomes identical to the $G$

$$G = \lim_{M \to \infty} G^{(M)}.$$ (5.20)
Operation of $G^{(M)}$ on the reference state $\Phi_0$ is given by the following expression

$$G^{(M)}|\Phi_0\rangle = \langle \Phi_0|G|\Phi_0\rangle|\Phi_0\rangle$$

$$+ \sum_{i}^{N_{occ}} \sum_{a>N_{occ}}^{M} \langle \Phi_i^a|G|\Phi_0\rangle|\Phi_i^a\rangle$$

$$+ \frac{1}{4} \sum_{ij}^{N_{occ}} \sum_{ab>N_{occ}}^{M} \langle \Phi_{ij}^{ab}|G|\Phi_0\rangle|\Phi_{ij}^{ab}\rangle, \quad (5.21)$$

where explicit dependence on $M$ is highlighted in the above equation. To write the above expression in a compact representation, we will introduce the singles and doubles excitation operators which are defined in the following equations

$$T_0 = \langle \Phi_0|G|\Phi_0\rangle \quad (5.22)$$

$$T_1^{(M)} = \sum_{i}^{N_{occ}} \sum_{a>N_{occ}}^{M} \langle \Phi_i^a|G|\Phi_0\rangle \hat{X}_i^a \quad (5.23)$$

$$T_2^{(M)} = \frac{1}{4} \sum_{ij}^{N_{occ}} \sum_{ab>N_{occ}}^{M} \langle \Phi_{ij}^{ab}|G|\Phi_0\rangle \hat{X}_{ij}^{ab}. \quad (5.24)$$

The above expression can be simplified as

$$T_0 = \frac{1}{2} \sum_{ij} \langle ij|g|ij\rangle_A \quad (5.25)$$

$$T_1^{(M)} = \sum_{ij}^{N_{occ}} \sum_{a}^{M} \langle ij|g|aj\rangle_A \hat{X}_i^a \quad (5.26)$$

$$T_2^{(M)} = \frac{1}{4} \sum_{ij} \sum_{ab} \langle ij|g|ab\rangle_A \hat{X}_{ij}^{ab}. \quad (5.27)$$

Substituting $T_1^{(M)}$ and $T_2^{(M)}$ we get,

$$\langle \Phi_0|G^{(M)}H G^{(M)}|\Phi_0\rangle =$$

$$\langle \Phi_0|(T_0 + T_1^{(M)} + T_2^{(M)})^\dagger H(T_0 + T_1^{(M)} + T_2^{(M)})|\Phi_0\rangle. \quad (5.28)$$

The matrix elements involving $T_0^{(M)}$ as one of the components can be obtained easily and are presented below

$$\langle \Phi_0|T_0^{(M)}HT_0|\Phi_0\rangle = \langle \Phi_0|G|\Phi_0\rangle \langle \Phi_0|H|\Phi_0\rangle \langle \Phi_0|G|\Phi_0\rangle$$

$$= \left(\frac{1}{2} \sum_{ij} \langle ij|g|ij\rangle_A \right)^2 \left(\sum_{i} \langle i|h_1|i\rangle + \frac{1}{2} \sum_{ij} \langle ij|r_{12}^{-1}|ij\rangle_A \right), \quad (5.29)$$

$$\quad - (5.30)$$
\[ \langle \Phi_0 | T_0^\dagger HT_1^{(M)} | \Phi_0 \rangle = \langle \Phi_0 | G | \Phi_0 \rangle \langle \Phi_0 | HT_1^{(M)} | \Phi_0 \rangle = 0 \quad \text{(Brillouin’s theorem)}, \] 

\[ \langle \Phi_0 | T_0^\dagger HT_2^{(M)} | \Phi_0 \rangle = \frac{1}{8} \left( \sum_{ij} \langle ij | g | ij \rangle_A \right) \left( \sum_{ij} \sum_{ab} \langle ij | g | ab \rangle_A \langle ij | r_{12}^{-1} | ab \rangle_A \right). \] 

The analytical expressions of the matrix elements \( \langle \Phi_0 | T_1^{(M)^\dagger} HT_1^{(M)} | \Phi_0 \rangle \), \( \langle \Phi_0 | T_1^{(M)^\dagger} HT_2^{(M)} | \Phi_0 \rangle \), and \( \langle \Phi_0 | T_2^{(M)^\dagger} HT_2^{(M)} | \Phi_0 \rangle \) that involve both the excitation operators require more involved algebraic manipulation. Efficient computer implementation of these expressions are generally achieved using the alpha-beta string representation of the Slater determinant[126]. The analytical expression of the matrix elements can be obtained by using the generalized Wick’s theorem[276] and enumerating all possible contractions. However, for the present derivation, we use the diagrammatic representation to write the resulting expressions. The representative diagrams for the matrix elements are shown in 5.1 and are summarized in the following equations

\[ \langle \Phi_0 | T_1^{(M)^\dagger} HT_2^{(M)} | \Phi_0 \rangle = D_1 + D_2 + D_3 + \ldots \]  

\[ \langle \Phi_0 | T_1^{(M)^\dagger} HT_2^{(M)} | \Phi_0 \rangle = D_4 + D_5 + D_6 + \ldots \]  

\[ \langle \Phi_0 | T_2^{(M)^\dagger} HT_2^{(M)} | \Phi_0 \rangle = D_7 + D_8 + D_9 + D_{10} + D_{11} \ldots \]  

The the finite-basis representation of the CTH energy is given as

\[ E_{\text{PCTH}}^{(M)} = \frac{\langle \Phi_0 | G^{(M)^\dagger} HG^{(M)} | \Phi_0 \rangle}{\langle \Phi_0 | G^{(M)^\dagger} G^{(M)} | \Phi_0 \rangle} . \]  

The finite-basis energy is related to the CTH energy by the following limiting condition

\[ E_{\text{CTH}} = \lim_{M \to \infty} \frac{\langle \Phi_0 | G^{(M)^\dagger} HG^{(M)} | \Phi_0 \rangle}{\langle \Phi_0 | G^{(M)^\dagger} G^{(M)} | \Phi_0 \rangle} . \] 

5.2.3 Infinite-order summation of diagrams

In this section, we will develop the partial infinite order summation approach. The central ideal of this method is to select a subset of diagrams from the \( \langle \Phi_0 | G^{(M)^\dagger} HG^{(M)} | \Phi_0 \rangle \) expansion and perform the \( M \to \infty \) limit analytically for those diagrams. Because we are interested in infinite-order summation of selected diagrams (as opposed to all the diagrams) we denote this technique as partial infinite-order summation (PIOS) method. For a compact representation, we label the set of diagrams that will be used for the PIOS method by \( S_{\text{PIOS}} \).
Figure 5.1: Diagrams for the diagrammatic representation of congruent transformed Hamiltonian
One of the important issues associated with the PIOS method is the selection diagrams in the set $S_{PIOS}$. The success of the PIOS method relies on the existence of the analytical solution of the $M \to \infty$ limit, therefore only sets of diagrams whose infinite-order summation can be expressed analytically should be considered for $S_{PIOS}$. Moreover, even if the analytical expression for the $M \to \infty$ limit exists, the implementation and evaluation of the expression may be computationally demanding. Because of these reasons, the set of diagrams that can be selected in $S_{PIOS}$ is limited.

For the present work, we focused on diagrams related to the $g r_{ee}^{-1} g$ expression. The set $S_{PIOS}$ consisted of all closed diagrams that connected matrix elements $\langle ij | g| ** \rangle_A$ and $\langle ** | g| ij \rangle_A$ with $\langle ** | r_{ee}^{-1} | ** \rangle_A$ where, asterisk denote placeholders for particle and hole lines. 5.2 and 5.3 list all the diagrams that were included in the $S_{PIOS}$ set where $\{i, j\}$ represent hole lines and $\{p, q, r, s\}$ can be either hole or particle lines $\{\uparrow, \downarrow\}$

$$S_{PIOS} = \{D_{14}, \ldots, D_{27}\}.$$ \hfill(5.38)

In the next step the $M \to \infty$ limit of the summation of all the diagrams in set $S_{PIOS}$ was performed and the result is shown in the following equation

$$\lim_{M \to \infty} \{D_{14} + \cdots + D_{27}\} = \sum_{pqrs} \langle ij | g| pq \rangle_A \langle pq | r_{ee}^{-1} | rs \rangle_A \langle rs | g| ij \rangle_A,$$ \hfill(5.39)

where the subscript $A$ denotes that the matrix elements are antisymmetric. Substituting the explicit expression of the antisymmetrizer, we get,

$$\lim_{M \to \infty} \{D_{14} + \cdots + D_{27}\} = \sum_{pqrs} \langle ij | g(1 - P_{12})| pq \rangle \times \langle pq | r_{ee}^{-1}(1 - P_{12}) | rs \rangle \times \langle rs | g(1 - P_{12}) | ij \rangle.$$ \hfill(5.40)

Using the idempotent property of the antisymmetrizer,

$$(1 - P_{12})^2 = 2(1 - P_{12}),$$ \hfill(5.41)

we can obtain the following expression

$$\lim_{M \to \infty} \{D_{14} + \cdots + D_{27}\} = \frac{1}{4} \sum_{pqrs} \langle ij | g(1 - P_{12})| pq \rangle \langle pq | (1 - P_{12})r_{ee}^{-1}(1 - P_{12}) | rs \rangle \langle rs | (1 - P_{12})g(1 - P_{12}) | ij \rangle.$$ \hfill(5.42)
Figure 5.2: Diagrams for partial infinite order summation
Figure 5.3: Diagrams for partial infinite order summation
The expression \((1 - P_{12})|pq\rangle\) represents a set of Slater determinants for two electron system and satisfies the following closure relationship

\[
1 = \frac{1}{4} \sum_{pq}^\infty (1 - P_{12})|pq\rangle\langle pq|(1 - P_{12}).
\] (5.43)

Substituting the identity operator in Eq. (5.43) in Eq. (5.42),

\[
\lim_{M \to \infty} \{D_{14} + \cdots + D_{27}\} = 4\langle ij|g_{ee}^{-1}g(1 - P_{12})|ij\rangle
\] (5.44)

\[
= 4\langle ij|g_{ee}^{-1}g|ij\rangle_A
\] (5.45)

\[
= 4 \times D_{28},
\] (5.46)

where, the diagram \(D_{28}\) is shown in 5.4. The diagram \(D_{28}\) is related to the expectation value of the following two-particle operator

\[
\Omega_{ee}^2 = \sum_{i<j} g(i,j)r_{ij}^{-1}g(i,j)
\] (5.47)

Combining the results from Eq. (5.46) and (7.70), we obtain the following equation

\[
\langle \Phi_0|\Omega_{ee}^2|\Phi_0\rangle = \langle \Phi_0|\sum_{i<j} g(i,j)r_{ij}^{-1}g(i,j)|\Phi_0\rangle
\] (5.48)

\[
= \frac{1}{2} D_{28}
\] (5.49)

\[
= \frac{1}{8} \lim_{M \to \infty} \{D_{14} + \cdots + D_{27}\}
\] (5.50)

\[
= \lim_{M \to \infty} \langle \Phi_0|\Omega_{ee}^2|\Phi_0\rangle^{(M)}
\] (5.51)
where we have used the compact notation

\[ \langle \Phi_0 | \Omega_2^{re} | \Phi_0 \rangle^{(M)} = \frac{1}{8} \{ D_{14} + \cdots + D_{27} \}. \] (5.52)

The relationship expressed in Eq. (5.51), is one of the key results of the PIOS derivation.

In addition to the \( g_{ee}^{-1}g \) term, the calculation of the PIOS energy also requires diagrammatic summation of the overlap term \( gg \). The derivation for the \( gg \) is identical to the derivation presented above for \( g_{ee}^{-1}g \) and is not presented here to avoid repetition. Analogous to \( \Omega_2^{re} \), we define the following terms for the overlap operator \( \Omega_2^{S} \)

\[ \langle \Phi_0 | \Omega_2^{S} | \Phi_0 \rangle = \lim_{M \to \infty} \langle \Phi_0 | \Omega_2^{S} | \Phi_0 \rangle^{(M)} \] (5.53)

\[ \Omega_2^{S} = \sum_{i<j} g(i, j)g(i, j) \] (5.54)

Using the results from Eq. (5.51) and (5.53), we define the PCTH-PIOS energy expression as

\[ E_{\text{PCTH–PIOS}} = \frac{\langle \Phi_0 | G^{(M)}(H)|G^{(M)}(\Phi_0) \rangle - \langle \Phi_0 | \Omega_2^{re} | \Phi_0 \rangle^{(M)} + \langle \Phi_0 | \Omega_2^{re} | \Phi_0 \rangle}{\langle \Phi_0 | G^{(M)}(H)|G^{(M)}(\Phi_0) \rangle - \langle \Phi_0 | \Omega_2^{re} | \Phi_0 \rangle^{(M)} + \langle \Phi_0 | \Omega_2^{re} | \Phi_0 \rangle}. \] (5.55)

Equation (5.55) illustrates the conceptual structure of the PIOS method. Starting with the finite-basis expression of the congruent transformed Hamiltonian, the partial infinite order summation technique allows us to remove the finite-basis approximation for one of the components \( \Omega_2^{re} \) in this case) of the energy expression. The term \( \langle \Phi_0 | \Omega_2^{re} | \Phi_0 \rangle^{(M)} - \langle \Phi_0 | \Omega_2^{re} | \Phi_0 \rangle \) represents the missing piece in the PCTH energy expression because of the finite size of the projected space.

### 5.2.4 Form of the correlation function

Although the expression in Eq. (5.55) is valid for any form of \( g(1, 2) \), the computational cost and ease of implementation depend on the specific choice of \( g(1, 2) \). In this work, we have used Gaussian-type geminal (GTG) functions \([234, 38, 309, 312, 193, 331, 313, 69, 332, 334, 353]\) for representing the 2-body correlation function

\[ g(r_{12}) = \sum_{k=1}^{N_g} b_k e^{-r_{12}^2/d_k^2}, \] (5.56)

where \( b_k, d_k \) are the geminal parameters that completely define the GTG function. There are mainly two different techniques for determining the geminal parameters. In the first method, the parameters are determined variationally by minimizing the total energy. Although this
approach is very accurate, it becomes computationally expensive because it involves multidimensional minimization and recomputation of the atomic orbital (AO) integrals. The second approach is to have a set of precomputed values of the geminal parameters. This approach is computationally fast, however, the challenge is to find a transferable set of parameters that can be applied to different molecules. In this work, we have developed a mixed approach where the linear geminal parameters \( b_k \) are variationally optimized by minimizing the PCTH energy and the non-linear geminal parameters \( d_k \) are precomputed before the start of the geminal optimization.

The strategy for determining the non-linear parameters developed in this work is to use an appropriate characteristic length scale associated with the molecule for calculating the \( d_k \) parameters. We have used the average electron-electron separation distance as the characteristic system-dependent quantity for calculating the geminal parameters. Using the reference Slater determinant \( \Phi_0 \), we define the average electron-electron distance as

\[
\langle r_{12}^2 \rangle_0 = \frac{2}{N(N-1)} \langle \Phi_0 | \sum_{i<j} r_{ij}^2 | \Phi_0 \rangle.
\]  
(5.57)

The \( d_k \) parameters are selected from a set of numbers obtained by scaling \( \langle r_{12}^2 \rangle_0 \)

\[
d_k^2 \in \left[ \frac{1}{n} \langle r_{12}^2 \rangle_0, \cdots, \frac{1}{2} \langle r_{12}^2 \rangle_0, \langle r_{12}^2 \rangle_0, 2 \langle r_{12}^2 \rangle_0, \cdots, n \langle r_{12}^2 \rangle_0 \right].
\]  
(5.58)

The choice of \( \langle r_{12}^2 \rangle_0 \) over \( \langle r_{12} \rangle_0 \) was made purely for computational convenience. The integral involving \( r_{12}^2 \) is separable in \( x, y, \) and \( z \) components and can be integrated easily with Cartesian Gaussian-type orbitals (GTOs). Similar separation is not possible for \( \langle r_{12} \rangle_0 \). The above procedure provides a fast and physically intuitive method for obtaining the non-linear geminal parameters.

One of the advantages of the GTG function is that the AO integrals involving the GTG functions are analytical and can be expressed in a closed form. Analytical expressions for integrals involving s-type GTO’s are known and were derived by Boys. [26] An analytical form for the higher angular momentum GTOs using Mcmurchie-Davidson algorithm was derived by Persson and Taylor. [234] Because of the availability of fast analytical integral routines, Gaussian-type geminal functions have found widespread application in a large number of explicitly correlated calculations. [234, 38, 309, 312, 193, 331, 313, 69, 332, 334, 353, 81, 83] As seen in Eq. (5.55), the geminal integrals needed for computation of the energy expression is of the form \( G_{0k} \). These geminal integrals are known as the overlap integrals and are especially efficient to compute because they can be written as a product of three 1D integrals

\[
[\mu \nu | e^{-r_{12}/d_k^2} | \lambda \sigma] = I_x I_y I_z.
\]  
(5.59)

The exact expression for the integrals can be found in Refs. [26, 234].
5.3 Results and conclusion

The implementation of the PCTH-PIOS method was tested by performing the ground state energy of isoelectronic 10-electron systems, Ne, HF, H$_2$O, NH$_3$, and CH$_4$. All the calculations were performed using $N_g = 2$ with two Gaussian-type geminal functions. The first set of geminal parameters were fixed at $b_1 = 1$ and $d_1^2 = \infty$. The resulting expression for $g$ used in the calculation is given by the following equation

$$g(1, 2) = 1 + b_2 e^{-r_{12}^2/d_2^2}. \quad (5.60)$$

This choice of parameters ensured that the PCTH energy is always bounded from top by the Hartree-Fock energy. The PCTH energy is bounded from below by the CISD energy. This is because the energy expression of the PCTH method is identical to the CISD energy where the CI coefficient are constrained to $c_k = \langle \Phi_k | G | \Phi_0 \rangle$. The upper and lower bounds of the PCTH energy calculated using the HF reference wave function is given by the following expression

$$E_{\text{CISD}} < E_{\text{PCTH}} < E_{\text{HF}}. \quad (5.61)$$

Hartree-Fock calculation was performed and $\langle r_{12}^2 \rangle_0$ was evaluated. The $\langle r_{12}^2 \rangle_0$ was used to construct the following trial set for the selection of the $d_2$ parameter

$$d_2^{\text{trial}} \in \frac{1}{3} \langle r_{12}^2 \rangle_0, \frac{1}{2} \langle r_{12}^2 \rangle_0, \langle r_{12}^2 \rangle_0, 2 \langle r_{12}^2 \rangle_0, 3 \langle r_{12}^2 \rangle_0. \quad (5.62)$$

The $b_2$ parameter was optimized for each trial $d_2$ and the $b_2, \text{opt}, d_2, \text{opt}$ were obtained by finding the lowest PCTH energy in the trial set. The change in the energy as a function of the trial non-linear parameter is presented in 5.5. Interestingly, the optimum expression for $d_2$ in all the systems was found to be $d_2^2 = \langle r_{12}^2 \rangle_0/2$. This result shows that although the numerical value of the $d_2$ parameter is different for each chemical system, the relationship between $d_2$ and the average electron-electron separation distance is conserved. The PCTH-PIOS calculations were performed using the optimized geminal parameters. The correlation energies obtained from the PCTH-PIOS method are compared with other methods (CISD, MP2, and CCSD) and the results are presented in 7.1. Comparing the PCTH energies with the CISD/6-31G* results, it is seen that the PCTH energies are higher than the CISD energies. As discussed in Eq. (5.61), this is an expected result because the PCTH energy is bounded from below by CISD energy. However, the PCTH-PIOS energies in all cases are lower as compared to the CISD/6-13G* results. We attribute this lowering of energy to the additions of diagrams in the PCTH-PIOS method. Comparing PCTH-PIOS/6-31G* and CISD/cc-pVTZ results we see that the PCTH-PIOS energies are bounded from below.
Figure 5.5: $\Delta E = \frac{E_{\text{min}} - E}{E_{\text{min}}} \times 100$, where $E_{\text{min}}$ is the $E_{\text{PCTH}}$ energy obtained using $\frac{1}{2}\langle r^{2}_{12}\rangle_0$.

Table 5.1: Correlation energies for isoelectronic 10-electron systems. All values are reported in a.u.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ne</th>
<th>HF</th>
<th>H$_2$O</th>
<th>NH$_3$</th>
<th>CH$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCTH/6-31G*</td>
<td>-0.130603</td>
<td>-0.151003</td>
<td>-0.155345</td>
<td>-0.143408</td>
<td>-0.118838</td>
</tr>
<tr>
<td>PCTH-PIOS/6-31G*</td>
<td>-0.260906</td>
<td>-0.269057</td>
<td>-0.300579</td>
<td>-0.257571</td>
<td>-0.192598</td>
</tr>
<tr>
<td>MP2/6-31G*</td>
<td>-0.150315</td>
<td>-0.179777</td>
<td>-0.186849</td>
<td>-0.170397</td>
<td>-0.137732</td>
</tr>
<tr>
<td>CCSD/6-31G*</td>
<td>-0.152327</td>
<td>-0.184207</td>
<td>-0.195842</td>
<td>-0.185705</td>
<td>-0.158185</td>
</tr>
<tr>
<td>CISD/6-31G*</td>
<td>-0.148933</td>
<td>-0.178315</td>
<td>-0.188207</td>
<td>-0.178082</td>
<td>-0.152076</td>
</tr>
<tr>
<td>CISD/cc-pVTZ</td>
<td>-0.320384</td>
<td>-0.322179</td>
<td>-0.305133</td>
<td>-0.272034</td>
<td>-0.227915</td>
</tr>
</tbody>
</table>

by the exact ground state energy. These results indicate the relevance of the infinite-order diagrammatic summation approach of the PCTH-PIOS method.

In conclusion, we have presented the development of the projected congruent transformed Hamiltonian method for many-electron systems. The congruent transformation of the many-electron Hamiltonian was performed using Gaussian-type geminal functions. The challenge of efficient optimization of the geminal function was addressed by using different strategies for optimizing linear and non-linear parameters. The linear geminal parameters were obtained variationally by minimizing the PCTH energy. The expectation value of the square of the electron-electron separation distance was used as the characteristic length scale for construction of the non-linear geminal parameters. One of the key results in this work is the development and application of partial infinite order summation method. The PCTH-PIOS method is based on performing infinite-order summation for a subset of diagrams in the PCTH energy expression. The closed-shell version of the PCTH-PIOS method was implemented and the method was applied to a series of 10 electron systems. The correlation...
energies computed using the PCTH-PIOS method were found to be in good agreement with CISD calculations. This is an interesting result because unlike the CISD method, the PCTH-PIOS method avoids construction and diagonalization of the CI Hamiltonian. The results indicate that PCTH-PIOS can be used for treating electron correlation in many-electron systems.
Chapter 6

Construction of R12 geminal-projected particle-hole creation operators for many-electron systems using diagrammatic factorization approach

6.1 Introduction

An accurate description of correlation energy is needed in order to describe a chemical system. In recovering this correlation energy, the method of configuration interaction (CI) is one of the most successful methods due to the simplicity of its underlying mathematics and its variational properties. Also, it is well known that in the limit of infinite basis, full configuration interaction will solve the Schrödinger equation exactly which makes FCI an important benchmark for any method that treats electron correlation.

One of the challenges in performing CI calculations is the rapid increase in the size of the CI space. However, post calculation analysis of the converged CI vector reveals that a large number of configurations in the CI expansion are non-contributing in the sense that if these configurations were removed, the CI energy of the system would remain essentially the same. Therefore, to reduce the size of the CI space and decrease the computation cost of the CI calculation, it is important to identify the contributing configurations before the start of the CI calculation and to select only important configurations in the CI expansion. Extensive research has been done to effectively truncate the CI space to reduce computational time. A method widely used to select only the important configurations is based on many-body perturbation theory. In such studies, the configurations are chosen based either on their energy or their coefficients in the first order wave function.
function.[141, 92] From these criteria, states will either be accepted or rejected based on a given threshold.[146, 147, 349] Examples of these approaches include the MRD-CI method[37, 32] and the CIPSI (configuration interaction perturbing a multi-configurational zeroth-order wave function selected iteratively) method.[141, 92, 141, 117] In related work, Roth et al. introduced an iterative importance truncation (IT-CI) scheme that aims at reducing the dimensions of the model space of configuration interaction approaches by an a priori selection of the physically most relevant basis states. Using an importance measure derived from multiconfigurational perturbation theory in combination with an importance threshold, they construct a model space optimized for the description of individual eigenstates of a given Hamiltonian.[258, 259] Another method to reduce the cost of the CI calculation is with integral-direct CI approach. The Saebo-Almlof algorithm is a direct integral transformation method with low memory requirements.[263] Efficient integral screening was shown in the framework of local-correlation methods [243, 244, 264, 116, 130, 273] and also for truncation of virtual orbitals.[63, 61, 62]

Determinants can also be selected based on monte-carlo methods,[107, 108, 109, 24, 65, 66] Greer proposed a Monte Carlo CI method (MCCI)[107, 108, 109] to estimate the correlation energies. In this method, a configuration is generated by randomly branching to new configurations in the expansion space. Then the configuration is kept or discarded based on its weight in the wave function. This process is repeated until a desired convergence in the variational energy is achieved. Greer’s method is an integral direct method in which the matrix elements, $H_{AB}$, are calculated directly during each iteration of the matrix diagonalization step. Sambataro et al. presented a variational subspace diagonalization method[265] that finds the relevant configurations by means of iterative sequences of diagonalizations of spaces of reduced size. Each diagonalization provides an energy-based importance measure that governs the selection of the configurations to be included in the states. Similar to Greer’s method which uses Monte-Carlo, Booth et al. and Petruzeilo et al. presented a new stochastic method called full configuration interaction quantum Monte Carlo (FCIQMC).[24, 65, 66, 23, 235] While Greer’s method[107, 108, 109] is a subspace diagonalization method, the FCIQMC method takes a different approach in that it represents the wave function in terms of a set of discretized “walkers”. The walkers carry a positive or negative sign which inhabit Slater determinant space, and evolve according to a set of rules which include spawning, death and annihilation processes. This method is capable of converging onto the FCI energy and wave function of the problem, without any a priori information regarding the nodal structure of the wave function. Bytautas et al. found that a good approximation to the FCI expansion can be obtained based on seniority, or the number of unpaired electrons in a determinant.[39] For example, if there are no unpaired
electrons in a determinant, the seniority will be zero, if there are two unpaired electrons in a determinant, the seniority will be two, and so on. Another interesting technique for reducing the CI space is known as Löwdin partitioning.[188, 187, 189] Ten-no also presented a novel quantum Monte Carlo method in configuration space, which stochastically samples the contribution from a large secondary space to the effective Hamiltonian in the energy dependent partitioning of Löwdin.[314]

Earlier studies showed that the slow convergence of the CI expansion with respect to the size of the 1-particle basis is related to poor treatment of the electron-electron cusp condition.[170] As a consequence, a better description of electron-electron correlation can be obtained by including explicit electron-electron distance dependent terms in the form of the many-electron wave function. There have been very important results from methods such as quantum Monte Carlo ,[182, 215, 29, 237, 235, 98, 351, 352, 339, 72, 73] transcorrelated methods,[28] and R12/F12 methods which show that the inclusion of the \( r_{12} \) term in the form of the wavefunction, results in a faster convergence of the CI energies. In the VMC method, the Jastrow function is used for including the explicit \( r_{12} \) terms in the wave function.[182, 215] The Jastrow function can also be augmented by a linear combination of determinants.[328, 96, 179, 268, 270, 266, 323, 211, 112, 68, 206, 64, 357, 81, 21] In the transcorrelated method, a similarity transformation is performed on the Hamiltonian using an explicitly correlated function.[28, 309, 353] Explicit dependence on \( r_{12} \) term in the wave function has been implemented in other methods such as MP2-R12,[192, 193, 331, 279] and coupled cluster,[282, 332, 168, 123, 167, 281] and geminal augmented MCSCF[334] The applicability of geminal operator approach for treating electron correlation [201, 35, 34] has also been demonstrated by Rassolov et al. in a series articles for various chemical systems. [213, 249, 252, 250, 251, 41, 153] A congruent-transformed approach using an explicitly-correlated geminal operator has also been developed by Elward et al. and Bayne et al.[10]

The goal of this work is to use an explicitly correlated reference function to project out non-contributing terms in a CI expansion before the start of the CI calculation. Starting with an ansatz for the explicitly correlated wave function and using many-body diagrammatic techniques, we derive effective particle-hole excitation operators that project out low-amplitude excitations. The key difference between the method presented here and other approaches described above is that the present method does not use an energy-based scheme or perturbation-theory based criteria to eliminate configurations from the CI expansion. The elimination of configurations is solely based on particle-hole excitation amplitudes derived from an underlying explicitly correlated wave function. The derivation of the method and construction of the explicitly correlated wave function are presented in Sec. 6.2.1 and 6.2.2.
The method has been applied to many-electron systems and proof-of-concept calculations of isoelectronic series of 2nd row molecules are presented in Sec. 6.3.

### 6.1.1 Review

Knowles and Handy exploit the sparsity of the FCI vector and converge the CI energy to some threshold. Studies were done specifically on the NH$_3$ system involving $2 \times 10^8$ determinants in the FCI wave function. Using their method, the sparsity of the FCI wavefunction is taken advantage of and their final wave function is about 0.3% populated while still achieving accurate results. However, this calculation still required access to a large IBM 3090 supercomputer (100 MB memory, 200 MB disk space) to determine the full-CI result to within 0.0001 E$_h$.[163, 164]

A widely used method that is used to select only the important configurations is based on many-body perturbation theory.[19, 141, 37, 92, 94, 117, 258, 259, 105] In these references, the configurations are chosen either based on their energy[105, 19, 37] or based on their coefficient in the first order wave function.[141, 92] Based on these criteria, states will either be accepted or rejected based on a given threshold.

Bender and Davidson studied properties of the first row diatomic hybrids. The wave functions presented give properties such as dipole moment more accuracy than SCF wave functions. Previously it was known that the CI wave function would only give more accurate energies in terms of just total energy. Their method used single and double excitations in their wave function, but points out that many of the double excitations contribute very little to the total energy. Configurations were selected using an energy contribution criteria,

$$
\epsilon_i^{(2)} = \frac{1}{k} \sum_{l=1}^{k} \frac{|\langle \phi_l|H|\phi_0 \rangle|^2}{\langle \phi_0|H|\phi_0 \rangle - \langle \phi_l|H|\phi_l \rangle}
$$

and a reasonable number ($\leq 1000$) of configuration were selected for the CI wave function.[19]

The Gershgorn and Shavitt method perturbs the ground state wavefunction $\psi^0$ resulting from the diagonalization of the CI matrix restricted to the ground state and the $k$ lowest (doubly) excited determinants. They present a test example on the relatively small BH$_3$ system.[105]

Buenker and Peyerimhoff’s MRD-CI method uses a threshold which defines a set of references whose interacting space of single and double excitations is then truncated upon energy lowering at second order perturbation theory.[37, 32]

The method of Huron et. al. known as the CIPSI-2 algorithm, includes determinants in the reference space based upon their coefficient in the wave function and uses second-order perturbation theory to include the effects of the interacting space. This method differs from
the method proposed by Gershgorn[105] in that this CIPSI-2 method allows a less arbitrary construction of $\psi^0_m$ since the most important components of $\psi_m$ are progressively introduced. Thus a small number of determinants in $S$ should be sufficient to reach the same degree of accuracy. This method is more general and allows the treatment of excited states as well as of the ground state. Excitation energies for the $\text{H}_2$ system and $\text{Ne}$ are presented.[141]

Evangelisti presents a method similar to the MRDCI scheme by Buenker and Peyerimhoff[32] except this CIPSI (Configuration Interaction Perturbing A Multi-Configurational Zeroth-Order Wave Function Selected Iteratively), (known as CIPSI-3), differs in when the Davidson correction is applied. In this method, the Davidson correction is applied after a first extrapolation, and followed by a second extrapolation. This method is tested on $\text{H}_2\text{O}$ and $\text{CN}^+$. [92]

The CIPSI methods of Huron[141] and Evangelisti[92] differs from the MRD-CI methods in that the MRD-CI methods are typically one-step calculations whereas the CIPSI methods iteratively improve on the importance truncated space. The CIPSI methods use a CI calculation for a limited model space of important configurations and supplements it with a second-order perturbative correction for singles and doubles excitations on top of the CI model space. The CI space is then iteratively enlarged by including those singles and doubles that contribute to the first-order perturbed states with amplitudes larger than a threshold value.

Feller and Davidson truncate the double excitations using a Rayleigh-Schrodinger perturbation theory estimate on the energetic importance of $\Psi_0$ on each configuration outside of a reference space. If this energy value of the configuration was greater than $2.0 \times 10^{-8}$, the configuration was included in the final wave function. As a result of this process, about 30,000 configurations out of a total of 13 million were included. Tests on $\text{O}$ and $\text{O}^-$ systems report more than 95% of the correlation energy was recovered using this method. [94]

The method of Harrison is a synthesis of CIPSI-2[141, 92] and MRD-CI[37], however, the method does not use any extrapolations and ad hoc corrections when approximating the full-CI limit. Selected configuration interaction (CI) calculations and second order perturbation theory are combined to systematically approach the full-CI limit. The resulting algorithm has negligible requirement for memory or disk space, being limited only by available cpu time. Comparison is made to existing full-CI benchmarks (DZ and DZP water, the oxygen atom and its anion, ammonia and the magnesium atom). In all cases the full-CI result is recovered to better than 0.1 kcal/mol. [117]

Roth et al. introduces an iterative importance truncation (IT-CI) scheme that aims at reducing the dimension of the model space of configuration interaction approaches by an a priori selection of the physically most relevant basis states. Using an importance measure
derived from multiconfigurational perturbation theory in combination with an importance
threshold, they construct a model space optimized for the description of individual eigen-
states of a given Hamiltonian.[258, 259] This method has the conceptual elements of the
MRD-CI schemes[37, 32], but is similar to the CIPSI methods[141, 92] in that it has the
iterative setup which allows for the systematic improvement of the importance space.

Other methods include a coupled-cluster[240, 239, 219, 220, 1, 2] approaches to determine
the dominant configurations to select.

The calculation of accurate potential energy surfaces is particularly difficult as a result
of when a bond is stretched, higher excitations, on the order of triples and quadruples and
higher, become more and more important. However, the inclusion of these higher order
excitations beyond that of doubles is highly expensive. However, it is possible to only
include subsets of these higher-order excitations. This can be done by dividing the orbitals
into subspaces and restricting the occupations of each subspace. This has been applied to
coupled-cluster theory. [220, 219, 240, 239]

Oliphant et. al. presents a generalized version of the multireference coupled-cluster
method using a single-reference formalism. Any number of determinants, that differ from
the formal reference determinant by single or double excitations, can now be included in the
reference space. The single and double excitations from the secondary reference determinants
have been truncated to include only those that correspond to triple excitations from the
formal reference determinant. Calculations are done on a few model systems, LiH, BH, and
H20, at equilibrium and stretched geometries.[220, 219]

Piecuch et. al. extends coupled-cluster theory to connected triply, $T_3$, and quadruply,
$T_4$, excited clusters in order to study bond breaking. A hierarchy of approximations to
standard CCSDT and CCSDTQ approaches, in which the dominant $T_3$ and $T_4$ contributions
are evaluated via the concept of active orbitals. This method is applied to H$_2$O, HF, and C$_2$
systems.[240, 239]

Abrams et al. construct truncated CI and truncated coupled-cluster wave functions by
selecting the most important configurations a posteriori, by weight, from a full configura-
tion interaction or full coupled cluster wave function. Results show that for the symmetric
dissociation of water, chemical accuracy can be achieved across the surface with 2% of
the full coupled-cluster expansion compared to 10% of the full configuration interaction
expansion.[1, 2]

The cost of the CI calculation can also be reduced using an integral-direct CI approach

Saebo and Almlof propose a direct integral transformation method. The Saebo-Almlof
algorithm is unique in that its fast memory requirement scales only quadratically with the
basis size. However, this is at the expense of sacrificing much of the permutational symmetry of the AO integrals.\cite{263}

Baker et. al. presents a parallel version of an algorithm for the efficient calculation of canonical MP2 energies. This method is based on the Saebo-Almlof direct-integral transformation,\cite{263} coupled with an efficient prescreening of the AO integrals. Results for systems with up to 2000 basis functions are presented.\cite{9}

AO screening methods are also studied in the following research.

Efficient integral screening was shown in the framework of local-correlation methods \cite{243, 244, 264, 116, 130, 273} would eventually lead to a method that scales linearly with the size of the system.

Haser et. al. introduces the powerful Schwarz screening method for two-electron integrals. With this method, it became possible to rigorously preselect the two-electron integrals and the number of integrals was reduced from $O(N^4)$ to $O(N^2)$ with $N$ as the number of basis functions. However, this method neglects entirely the $1/R$ distance decay between the two charge distributions in four-center two-electron integrals.\cite{120}

Almlof stated that the missing $1/R$ dependence in the Schwarz screening might be approximated via overlap integrals.\cite{4}

To account for the $1/R$ distance decay between the charge distributions, Lambrecht et. al. proposes a multipole-based integral estimates (MBIE) as rigorous and tight upper bounds to four-center two-electron integrals. This MBIE method is studied for examples of two-electron integrals within a stretched hydrogen fluoride dimer, for DNA fragments up to 1052 atoms, for linear alkanes, and for graphite sheets.\cite{176}

Chwee et. al. developed a linear scaling multireference singles and doubles configuration interaction method. The method reduces the cubic-to-quartic scaling MRSDCI algorithm to linear scaling by integral screening. The scaling and accuracy of this method with system size was tested on a series of linear alkane chains $C_3H_8$ to $C_{14}H_{30}$. In Chwee and Carter’s proposal, the truncation of the determinant or configuration state functions basis is obtained through the weak pair approximation (WP)- interaction between OLOs (occupied localized orbitals) and the truncation of virtuals (TOV)- interaction between occupied and virtual orbitals, while the reduction of the number of integrals results from the application of prescreening techniques.\cite{63, 61, 62}

Krisiloff developed a local (L) and approximately size extensive MRCI method that addresses the poor scalability of MRCI with molecular size as well as the size extensivity issues of MRCI. Truncating long-range electron correlation in a local orbital basis as well as efficient processing of two-electron integrals via Cholesky decomposition (CD) and integral screening
reduce the computational cost to $O(N^3)$ with a small prefactor. Molecules with up to 50 heavy atoms are studied.[172]

CI prescreening methods are also researched. In these methods the configurations in the CI space are truncated a priori to any diagonalization or calculation of coefficients.

A method has been developed for the quantitative assessment of those terms in a configuration interaction expression that can be deleted when a given error in the energy is tolerated. The assessment is made a priori. The energy error caused by the truncation is estimated. The method is based on constructing the correlated wavefunction by successive excitations from a very small kernel function constructed from strongly occupied orbitals. The truncations are performed independently for quadruple, quintuple and sextuple excitations based on the information from double and triple excitations. The method has been illustrated for the molecules HNO, N2 and NCCN. The truncations obtained by this a priori approach closely agree with the a posteriori truncations based on the coefficients in the known full CI expansions.[40]

A direct configuration interaction (CI) has been developed for determining completely general configurational expansions base on arbitrary determinantal configuration lists. This method uses the Slater-Condon expressions in direct conjunction with single and double replacements. Results show that for full configuration spaces of Ne, C2, CO, and H2O consisting up to 40 million determinants, only about 1% of the configurations are necessary to produce exact results within chemical accuracy.[146]

Using a GCI code, CI calculations of truncated full-space determinantal expansions were performed to obtain qualitative assessments of the fractions of the SD and SDTQ wavefunctions that must be considered as deadwood with regard to correlation energy recovery. While the SD parts contain in no case more than 50% deadwood, the TQ parts typically contain an order of magnitude more deadwood than the SD parts.[147]

Stampfuβ, Wenzel (J. Chem. Phys. 122, 024110 (2005): Discusses their configuration-selecting multireference configuration interaction method on massively parallel architectures with distributed memory, which now permits the treatment of Hilbert spaces of dimension O(1012). Of these about 50,000,000 can be selected in the variational subspace. Benchmark results for two selected applications: the energetics of the isomers of dinitrosoethylene and the benchmark results for the ring closure reaction of enediyne are presented.

Wulfov et. al. presents an efficient algorithm for the full configuration interaction (FCI) on a personal computer is presented. Selected configuration interaction and second-order perturbation theory (PT) are combined to approach the full-CI limit. Comparison was made to existing full-CI benchmarks. A test calculation of NH2 symmetrical dissociation shows that the running time for finding the correlation energy with an accuracy of 0.1 kcal/mol
is just 5 min on an IBM 486DX2-66 PC. As another example, the approximate full-CI calculations of the HF dimer in the \((4s2p1d/2s1p)\) and the \((4s3p1d/2s1p)\) basis sets have been carried out. The ground state of \((HF)_2\) produces \(3 \times 10^{14}\) and \(4 \times 10^{15}\) determinants, respectively.\[349\]

AO screening has also been used in other methods such as in MP2.

AO-Laplace transform (LT) MP2 method is presented. Almlof showed that the exact MP2 energy can be obtained using noncanonical MOs while retaining the simplicity of the conventional formulation.\[5\] Almlof noted that the Laplace transform of the energy denominator yields an energy expression invariant with respect to unitary transformation of weighted molecular orbitals. Almlof and Haser showed that micro-Hartree accuracy can be obtained with 8-10 quadrature points and that milli-Hartree accuracy is obtained with only 3-5 quadrature points.\[121\] Finally, Haser presents MP2 theory which starts from the Laplace transform MP2 ansatz, and subsequently moves from a molecular orbital (MO) representation to an atomic orbital (AO) representation. Consequently, the new formulation is denoted AO-MP2. As in traditional MP2 approaches electron repulsion integrals still need to be transformed. Strict bounds on the individual MP2 energy contribution of each intermediate four-index quantity allow to screen off numerically insignificant integrals with a single threshold parameter. The AO-Laplace transform method uses Schwarz based screening for the AO integrals.\[119\]

Ayala et. al. present a linear scaling MP2 algorithm based on the AO-Laplace transform (LT) MP2 method by Almlof and Haser.\[5, 121, 119\] In this method, the energy denominators are eliminated by Laplace transformation, which allows for the expression of the MP2 energy directly in the AO basis. However, the additional Laplace integration is necessary which is carried out by quadrature over few (8-10) points. For each of the quadrature points an integral transformation has to be performed, but the transformation matrices are much more sparse than the canonical MO coefficients; therefore, more efficient prescreening is possible.\[8\]

Maurer et. al. shows efficient estimates for the preselection of two-electron integrals in atomic-orbital based Moller-Plesset perturbation theory (AO-MP2) theory are presented. The AO-MP2 method using screening based on QQR estimates provides reliable results for large molecular systems and exhibits linear-scaling with system size allowing calculations on systems with more than 1000 atoms and 10 000 basis functions on a single core.\[196\]

A Laplace-transformed second-order Moller-Plesset perturbation theory (MP2) method is presented by Doser et. al., which allows to achieve linear scaling of the computational effort with molecular size for electronically local structures. Numerically significant contributions
to the atomic orbit (AO)-MP2 energy are preselected using the so-called multipole-based integral estimates (MBIE).[76]

Determinants can also be selected based on monte-carlo methods.[107, 108, 109, 24, 65, 66] Greer proposed a Monte Carlo CI method (MCCI)[107, 108, 109] to estimate the correlation energies. In this method, a configuration is generated by randomly branching to new configurations in the expansion space. Then the configuration is kept or discarded based on their weight in the wave function. This process is repeated until a desired convergence in the variational energy is achieved. Greer’s method is an integral direct method in which the matrix elements $H_{AB}$ are calculated directly during each iteration of the matrix diagonalizations. This method also belongs to a class subspace diagonalization methods. Generally a subspace diagonalization method chooses an optimal subset of determinants which are used to construct the Hamiltonian which is then diagonalize in the subspace. Then the lowest eigenvalue is taken as the best variational estimate to the exact FCI energy. The method of Greer iteratively searches the FCI space for the optimal selection of determinants.

Sambataro et. al. presents a variational subspace diagonalization method in which it finds the relevant configurations by means of iterative sequences of diagonalizations of spaces of very reduced size. Each diagonalization provides an energy-based importance measure that governs the selection of the configurations to be included in the states. A series of calculations is performed on a Hartree-Fock basis for a number of orbitals ranging from 5 to 20. The procedure accurately reproduces the results in the complete space.[265]

FCIQMC methods are also effective in obtaining FCI energies. FCIQMC methods are discussed in the following research.

Like Greer’s method which uses monte-carlo, Booth et. al. presented a new stochastic method called full configuration interaction quantum Monte Carlo (FCIQMC). While Greer’s method[107, 108, 109] is a subspace diagonalization method, the FCIQMC method takes a different approach in that it represents the wave function in terms of a set of discretized ”walkers”. The walkers carry a positive or negative sign which inhabit Slater determinant space, and evolve according to a set of rules which include spawning, death and annihilation processes. This method is capable of converging onto the FCI energy and wave function of the problem, without any a priori information regarding the nodal structure of the wave function being provided.[24]

Cleland et. al. presents the FCIQMC method, however, it has a vastly more efficient initiator extension (i-FCIQMC). It has been shown to calculate the exact basis-set ground state energy of small molecules, to within modest stochastic error bars, using tractable computational cost.[65]
Cleland et al. then apply the i-FCIQMC method to the first-row diatomic systems of Be2, C2, CN, CO, N2, NO, O2, and F2. Using i-FCIQMC, the dissociation energies of these molecules are obtained almost entirely to within chemical accuracy of experimental results.[66]

Configuration interaction methods with only single excitations in the CI space are researched. Using only single excitations, excitation energies can be calculated.

Del Bene et al. present the configuration interaction with single substitutions (CIS) method for the determination of excited states.[74] This is considered the simplest method that can describe electronically-excited states, but it is unable to predict the correct topography of the intersecting surfaces because of the identically zero Hamiltonian matrix elements between the HF reference and the singly-excited determinants (Brillouins theorem). Results are reported for a series of molecules including H2O. This method reports the lowest singlet excited state energy for water as 9.58 eV and the lowest triplet excited state energy for water as 8.68 eV.[74]

However, it is known that the CIS approximation is not enough to consistently include the dynamic correlation in order to predict the correct conical topography. Head-Gordon et al. introduce a 'theta diagnostic' is introduced that measures the reliability of the single excitation configuration interaction (CIS) approach to excitation energies, and a second order perturbation correction, CIS(D). This diagnostic characterizes the extent of mixing between CIS excited states due to electron correlation effects through second order in a Moller-Plesset expansion.[223, 124]

Laikov and Matsika claim that the CIS method with second-order perturbative correction proposed by Head-Gordon[124] will also not recover the correct conical topography because it still separates the calculation of the ground and excited state energies. Laikov introduces a new electronic structure model in which the energies of both the ground and singly-excited states are eigenvalues of addressed symmetric configuration interaction (CI) matrix in the space of the reference and singly-excited determinants. The effects of double and triple substitutions are approximately included into the CI matrix elements in the spirit of quasidegenerate second-order perturbation theory. The model correctly describes conical intersections between the ground and singly-excited states and appears to be the simplest single-reference correlated treatment for this class of problems. Test calculations on organic molecules are presented.[174]

Different diagonalization techniques are also studied such as the Davidson-Lanczos diagonalization and filter-diagonalization by Neuhauser et al. and Guo et al.

Lanczos introduces a systematic procedure for the evaluation of latent roots and principal axis of a matrix, without constant reductions of the order of the matrix. A systematic
algorithm is developed, which obtains the linear identity between the iterated vectors in successive steps by means of recursions.\cite{177}

Davidson’s method differs from Lanczos only by the use of a device based on first-order perturbation theory, the purpose of which is to accelerate convergence.\cite{71, 180}

Neuhauser introduces filter diagonalization for extracting highly excited rovibrational states from an arbitrary Hamiltonian, in any desired energy range. In the method, an arbitrary initial wave packet is propagated for a short time and during the propagation a ”short time filter” of the wave packet is accumulated at various energies in any desired ”window,” yielding a small set of functions which span the eigenfunctions of the Hamiltonian in the desired range. A small Hamiltonian matrix is then evaluated in the filtered-functions basis, to yield the eigenvalues in the desired range. The combination of the time-dependent (TD) propagation with the small matrix diagonalization eliminates the uncertainty-relation limitation associated with a pure TD approach and the large-matrix diagonalization necessary in a purely time-independent approach.\cite{208}

Time-dependent scattering is extended to systems possessing narrow resonances. At short times the wave function is integrated directly, and at late times the wave function is expanded in terms of the slowly decaying (complex) resonance eigenfunctions of the Hamiltonian. The slowly decaying eigenfunctions are easily found via a short-time filterization approach adapted from bound-state studies, in which a random wave packet is filtered at various energies and the resulting vectors are then diagonalized. The method is exemplified for collinear reactions of H + H$_2$, where it halves the propagation time.\cite{209}

Applies Neuhauser 1990 filter diagonalization on a molecular Hamiltonian exhibiting accidental near degeneracies, thereby supplying a stringent test for the approach. A two-dimensional model of LiCN (J = 0) is used. Good agreement is established with previous results for high-energy states. To further check the consistency, a large-scale direct diagonalization of the Hamiltonian was performed, and it was verified that this method was highly accuracy even for nearly degenerate levels. Extraction of these levels by a purely TD approach would have necessitated about a 700-fold increase in propagation time.\cite{210}

Guo shows how a single Lanczos propagation (SLP) can be used to calculate scalar properties such as the overlaps between eigenstates and many arbitrary pre-specified states. Due to the severe loss of global orthogonality among the Lanczos states, multiple copies of the true Lanczos eigenpairs emerge in long propagation. Traditionally, many of these copies are regarded as ”spurious” and discarded. Guo shows that these copies, when converged, are all good approximations of the true Lanczos eigenpairs and may make nonnegligible contributions to the quantities of interest.\cite{57}
Guo improves the efficiency of the (SLP) method. Guo accomplishes this by showing that the transition amplitudes can be calculated without explicit calculation and storage of the Lanczos eigenvectors. Guo also implements symmetry adaptation in the Lanczos propagation.[58]

Guo uses the Lanczos algorithm based on repetitive matrix-vector multiplication. The six-dimensional vibrational Hamiltonian in the diatom-diatom Jacobi coordinate system was discretized in a mixed basis/grid representation. Using this method, accurate calculations of vibrational energy levels of HOOH, DOOD, and HOOD up to 10000 cm$^{-1}$ above the zero-point energy levels on a high-quality ab initio potential energy surface.[59]

Guo presents a modified version of the single Lanczos propagation method, which allows both energies and overlaps between multiple target functions and all eigenfunctions to be computed from a single Lanczos recursion with no explicit construction of the eigenfunctions. This method is employed to help assigning some highly excited bending levels of acetylene (HCCH) using a six-dimensional exact quantum Hamiltonian and target functions designed to extract information about the shape of the eigenfunctions.[350]

Excited states can also be obtained without diagonalization by using the equations of motion (EOM) approach.

Bartlett (1989): The equation-of-motion coupled-cluster (EOM-CC) method for the calculation of excitation energies is presented. The procedure is based upon representing an excited state as an excitation from a coupled-cluster ground state and the excitation energies are obtained by solving a non-Hermitian eigenvalue problem. Numerical applications are reported for Be and CO, and compared to full CI, Fock space multi-reference coupled-cluster, multi-reference MBPT, and propagator results.[104]

Bartlett presents an overview of the equation of motion coupled-cluster (EOM-CC) method and its application to molecular systems. By exploiting the biorthogonal nature of the theory, it is shown that excited state properties and transition strengths can be evaluated via a generalized expectation value approach that incorporates both the bra and ket state wave functions. Excitation energy, oscillator strength, and property calculations are illustrated by means of several numerical examples, including comparisons with full configuration interaction calculations and a detailed study of the ten lowest electronically excited states of the cyclic isomer of C4. Presents the lowest excited state of water energy as 7.40 eV. (1B1 state). [302]

In this paper, we remove unimportant configurations by using the geminal operator, $G$, which intrinsically has properties that make the form of the wave function better. The geminal operator makes the wave function explicitly dependent on the the interparticle separation of two electrons. Using this property, we show that $G$ is related to the connectedness
of configurations, more specifically, it connects the single and double excitations from the reference. In analysis of the $G$ operator and the connectedness of determinants, we can select out determinants that are more important, and discard determinants that are not important to the energy a priori to performing a diagonalization or finding any coefficients.

Another interesting technique for reducing the CI space is known as Löwdin partitioning. Löwdin uses the partitioning technique to partition the Hilbert space into two subspaces, one of which is usually a one-dimensional reference space associated with a reference function $\Phi$. A reduced resolvent $T = P / (e - H)$ is then defined, where $P$ is the projection operator for the orthogonal complement to the reference function, $e$ is a variable with the dimensions of energy, and $H$ is the Hamiltonian for the system of interest. By using this reduced resolvent, Lowdin defined a ”bracketing function”. The bracketing theorem in the partitioning technique for solving the Schrodinger equation may be used in principle to determine upper and lower bounds to energy eigenvalues. Practical lower bounds of any accuracy desired may be evaluated by utilizing the properties of ”inner projections” on finite manifolds in the Hilbert space.[188, 187, 189]

Ten-no presents a novel quantum Monte Carlo method in configuration space, which stochastically samples the contribution from a large secondary space to the effective Hamiltonian in the energy dependent partitioning of Lowdin. The method treats quasi-degenerate electronic states on a target energy with bond dissociations and electronic excitations avoiding significant amount of the negative sign problem. The performance is tested with small model systems of H4 and N2 at various configurations with quasi-degeneracy.[314]

There have been very interesting results from methods such as variational monte carlo (VMC),[182, 215] transcorrelated methods,[28] and R12/F12 methods which show that with the inclusion of the $r_{12}$ term in the form of the wavefunction, the energy converges much faster than CI energies.

In the VMC methods, the jastrow function is used for including the explicit $r_{12}$ terms in the wave function.[182, 215] In the transcorrelated method, a similarity transformation is performed on the Hamiltonian using an explicitly correlated function.[28] In the transcorrelated approach proposed by Ten-no, a gaussian type geminal function was used as the explicitly correlated function.[309, 353]

Explicit dependence on $r_{12}$ term in the wave function has been implemented in other methods such as MP2-R12,[192, 193, 331, 279] and coupled cluster,[282, 332, 168, 123, 167, 281] and geminal augmented MCSCF[334]

Martinez et. al. presents a variational G-MCSCF method. Test calculations on two-electron systems indicate that this method is able to account for a significant portion of dynamic correlation and can describe states with ionic and covalent character equally well.
This is achieved without including excitations to virtual orbitals used in traditional correlation methods.\[334\]

### 6.2 Theory and computational details

#### 6.2.1 Diagrammatic factorization of particle-hole excitation operators

The derivation relies on the existence of an explicitly correlated wave function for the many-electron system. In this work, we assumed the following general form for the R12 operator

\[ |\Psi_G\rangle = G|\Phi_0\rangle \]  \hspace{1cm} (6.2)

where \( G \) is assumed to be a two-body operator of the following form.

\[ G = \sum_{i<j} g(i, j) \equiv \sum_{i<j} g(r_{ij}) \]  \hspace{1cm} (6.3)

In the above expression, the function \( g \) depends on the electron-electron separation distance \( r_{12} \). The following derivation does not depend on the specific functional form of \( g \) and its discussion is postponed until section 6.2.2. The ground state energy is obtained by performing minimization over function \( g \).

\[ E_G = \min_g \frac{\langle 0|G^\dagger HG|0\rangle}{\langle 0|G^\dagger G|0\rangle} \]  \hspace{1cm} (6.4)

The energy expression can be expressed by performing congruent transformation on the many-electron Hamiltonian.

\[ G^\dagger HG = \left[ \sum_{i<j} g(i, j) \right] \left[ \sum_i h_1(i) + \sum_{i<j} h_2(i, j) \right] \left[ \sum_{i<j} g(i, j) \right] \]  \hspace{1cm} (6.5)

The transformed operator can be expressed as a sum of the two, three, four, five, and six body operators as shown in the following equation.

\[ G^\dagger HG = \sum_{i_1<i_2} w_2(i_1, i_2) + \sum_{i_1<i_2<i_3} w_3(i_1, i_2, i_3) + \sum_{i_1<i_2<i_3<i_4} w_4(i_1, i_2, i_3, i_4) \]  \hspace{1cm} (6.6)

\[ + \sum_{i_1<i_2<i_3<i_4<i_5<i_6} w_6(i_1, i_2, i_3, i_4, i_5, i_6) \]

The expectation value of the congruent-transformed Hamiltonian with respect to the Fermi vacuum state is given by the following expression.

\[ \langle 0|G^\dagger HG|0\rangle = \frac{1}{2} \sum_{i_1i_2} \langle i_1i_2|w_2(1, 2)|i_1i_2\rangle A \]  \hspace{1cm} (6.7)
As expected, the energy expression depends only on the occupied orbitals. In the next step, the components of the energy expression are expressed using diagrammatic notation. Generally, diagrammatic analysis in many-electron systems is performed using antisymmetrized Goldstone diagrams. However, in this work we used the much more compact Hugenholtz diagrams to keep the number of diagrams tractable. The diagrammatic representation of the energy terms is given by diagrams labeled as $D_2$, $D_3$, $D_4$, $D_5$ and $D_6$ in Fig. 6.1. The vertex of each diagram represents the corresponding $w_k$ operator in Eq. 6.7. In the next step, the vertex of each diagram is split in to two vertices. This is done by analyzing the action of operator $g$ on the occupied orbitals. Specifically, without loss of any generality, the action of the $g$ on the occupied space is given by the following expression.

$$g(1, 2)|i_1i_2⟩ = \sum_{p_1p_2} ∑_{i_1i_2} ⟨p_1p_2|g|i_1i_2⟩|p_1p_2⟩$$

where, the orbitals $p_1$ and $p_2$ span both occupied and unoccupied space. It is important to note that Eq. (6.8) is not the definition of the $g$ operator because the above equation does not define its action on unoccupied orbitals. The above expansion allows us to split the vertices of each diagram shown in Fig. 6.1 and the resulting diagrams of this transformation are shown in Fig. 6.2. Analysis of the resulting diagrams reveals that a subset of diagrams can be simplified by factoring out common particle-hole (p-h) excitation operators which are show in Fig. 6.3. Specifically, diagrams in Fig. 6.2 can be factorized as 2p-2h (Fig. 6.4) and 1p-1h operators (Fig. 6.5). It is important to note that this factorization is performed for all orders of many-particle operators ($w_2, \ldots, w_6$). From Fig. 6.3, the 2p-2h excitation has the following form

$$W_2 = \sum_{i_1i_2a_1a_2} g_{i_1i_2a_1a_2}^A \{a_1^\dagger a_2^\dagger i_1i_2\}$$

where

$$g_{i_1i_2a_1a_2}^A = ⟨i_1i_2|g(1, 2)(1 − P_{12})|a_1a_2⟩$$
Similarly, the 1p-1h excitation operator is defined as

$$W_1 = \sum_{i_1 a_1} g_{i_1 a_1} \{a_1^\dagger i_1\}$$  \hspace{1cm} (6.11)

where,

$$g_{i_1 a_1} = \sum_{k_2} g_{i_1 k_2 a_1 k_2}$$  \hspace{1cm} (6.12)

We note that the strength of the particle-hole excitation operator depends on the value of the amplitude, which is functional of $g$. In this work we are interested in using $g$ to project out weak excitations. We achieve this by defining the following 1p-1h and 2p-2h operators

$$T_{1 \theta}[\eta] = \sum_{i a} \theta(|g_{i a}| - \eta) t_{i a} \{a^\dagger i\}$$  \hspace{1cm} (6.13)

$$T_{2 \theta}[\eta] = \sum_{i<j, a<b} \theta(|g_{ijab}| - \eta) t_{ijab} \{a^\dagger b^\dagger ji\}$$  \hspace{1cm} (6.14)

In the above equations, we have introduced a control parameter $\eta$ that projects out particle-hole excitations whose amplitudes are below a certain tolerance value. Using the above expressions we define the geminal projected configuration interaction (GPCI) operator

$$\Omega_{\text{GPCI}}[\eta, g] = 1 + T_{1 \theta}[\eta, g] + T_{2 \theta}[\eta, g]$$  \hspace{1cm} (6.15)

The total number of terms in the $\Omega_{\text{GPCI}}$ is given by

$$N_{\text{GPCI}}[\eta, g] = 1 + \sum_{i a} \theta(|g_{i a}| - \eta) + \sum_{i<j, a<b} \theta(|g_{ijab}| - \eta)$$  \hspace{1cm} (6.16)

The energy is given by

$$E_{\text{GPCI}}[\eta, g] = \min_{t_{i a}, t_{ijab}} \frac{\langle 0|\Omega_{\text{GPCI}}^\dagger H \Omega_{\text{GPCI}}|0\rangle}{\langle 0|\Omega_{\text{GPCI}}^\dagger \Omega_{\text{GPCI}}|0\rangle}$$  \hspace{1cm} (6.17)

In the limit of $\eta \to 0$, the method should reduce to the conventional CISD method.

$$\lim_{\eta \to 0} N_{\text{GPCI}} = N_{\text{CISD}}$$  \hspace{1cm} (6.18)

$$\lim_{\eta \to 0} \Omega_{\text{GPCI}} = \Omega_{\text{CISD}}$$  \hspace{1cm} (6.19)

$$\lim_{\eta \to 0} E_{\text{GPCI}} = E_{\text{CISD}}$$  \hspace{1cm} (6.20)

In the limit $\eta \to \infty$, the method reduces to the Hartree-Fock method

$$\lim_{\eta \to \infty} N_{\text{GPCI}} = 1$$  \hspace{1cm} (6.21)

$$\lim_{\eta \to \infty} \Omega_{\text{GPCI}} = 1$$  \hspace{1cm} (6.22)

$$\lim_{\eta \to \infty} E_{\text{GPCI}} = E_{\text{HF}}$$  \hspace{1cm} (6.23)

The projection of the particle-hole excitation operators and the efficacy of the method depend on the choice of the $g$ which is described in the following section.
6.2.2 Determination of correlation function

In this work, the R12-correlation operator is represented using Gaussian-type geminal functions as shown in the following equation.

\[
g(r_1, r_2) = \sum_{k=1}^{N_g} b_k e^{-r_{12}^2/d_k}
\]  

(6.24)

where \( N_g \) are the number of terms in the expansion and \( b_k \) and \( d_k \) are expansion parameters. Typically, the expansion parameters are determined using a variational approach by minimizing the energy or its variance. However, such a strategy is not practical in this work because the computational effort for the variational determination of the geminal parameters would be higher than performing the GPCI calculations. Here, we present an analytical method for determination of the geminal parameters, which does not rely on a variational approach. To keep the analytical derivation tractable we use only one geminal function \((N_g = 1)\). The determination of the geminal parameters \((b_1, d_1)\) is based on imposing the the Kato electron-electron cusp condition which is given by the following equation

\[
\left( \frac{\partial \Psi}{\partial r_{12}} \right)_{r_{12}=0} = \frac{1}{2} r_{12}
\]  

(6.25)

Unfortunately, Gaussian-type geminal (GTG) functions do not have the necessary analytical properties to satisfy the above condition. The Kato cusp condition in principle, can be realized by using Slater-type geminal (STG) function.

\[
\phi_{STG}(r_{12}) = e^{-\frac{1}{2}r_{12}^2}
\]  

(6.26)

However calculation of molecular integrals is more expensive using STG as compared to GTG, and using STG will increase the computational cost and complexity of the overall calculations. Because the GTG function cannot satisfy the exact Kato cusp condition, we imposed the requirements that the geminal parameters must satisfy an approximate condition that is based on the average electron-electron separation distance.

\[
\frac{b_1}{d_1} r_{12}^2 \neq \frac{1}{2} r_{12}^2
\]  

(6.27)

\[
\frac{b_1}{d_1} \langle r_{12}^2 \rangle = \frac{1}{2} \langle r_{12} \rangle
\]  

(6.28)

The motivation for the above condition is based on the previous observations [241, 170, 10] that the form of the explicitly correlated wave function in the neighborhood of the electron-electron coalescence point plays a significant role in accurate treatment of electron-electron
correlation. Comparing the left and right side of the above equation, we define geminal parameter as

\begin{align*}
b_1 &= \langle r_{12} \rangle \\
d_1 &= 2 \langle r_{12}^2 \rangle
\end{align*}

The computation of \( \langle r_{12} \rangle \) is more expensive than the computation of \( \langle r_{12}^2 \rangle \) because integral over \( r_{12}^2 \) using Gaussian-type orbitals (GTOs) can be expressed as sum of \( x^2, y^2 \) and \( z^2 \) components. Therefore we approximate the average electron-electron distance using the following expression

\[ \langle r_{12} \rangle \approx \sqrt{\langle r_{12}^2 \rangle} \] (6.31)

Substituting in the values for \( d_1 \) from Eq. 6.30 and \( b_1 \) from Eq. 6.31 into Eq. 6.24, we arrive at the final expression for the geminal function (in atomic units)

\[ g(r_{12}) = \left( \frac{\sqrt{\langle r_{12}^2 \rangle}}{1 \text{ a.u.}} \right) \exp\left[ -\frac{r_{12}^2}{2\langle r_{12}^2 \rangle} \right] \] (in atomic units) (6.32)

The square of the electron-electron separation distance is obtained from the Hartree-Fock wave function using the following expression

\[ \langle r_{12}^2 \rangle = \frac{2}{N(N-1)} \langle 0 | \sum_{i<j} r_{ij}^2 | 0 \rangle \] (6.33)

### 6.3 Results

The effectiveness of the GPCI method was analyzed by performing proof-of-concept calculations of representative many-electron systems. The GPCI method was tested on a set of isoelectronic 10-electron systems: \( \text{CH}_4, \text{NH}_3, \text{H}_2\text{O}, \text{HF}, \) and Ne and the calculated ground state energies were compared with CISD results. In all cases, the calculations were performed using 6-31G* basis functions. We defined two important metrics for analyzing the GPCI results. The first is the difference between CISD and GPCI energies \( E_{\text{diff}} \) and second is the ratio of the number of variational parameters between the two methods. \( \text{(Eq. 6.34,6.35)} \)

\[ E_{\text{diff}}(\eta) = E_{\text{GPCI}}(\eta) - E_{\text{CISD}} \] (6.34)

\[ R(\eta) = \frac{N_{\text{CISD}}}{N_{\text{GPCI}}(\eta)} \] (6.35)

As presented in Eq. 6.16, the number of variational parameters in the GPCI method depends on the choice of the \( \eta \) and for these calculations \( \eta \) was varied from \( 10^{-1} \) to \( 10^{-5} \). In tables 6.1
Figure 6.1: Diagram 2 through diagram 6.
Figure 6.2: Diagram 7 through diagram 9. The first row is diagram 7 ($D_7$) with each corresponding $w_k$ operator, the second row is diagram 8 ($D_8$) with each corresponding $w_k$ operator, and the second row is diagram 9 ($D_9$) with each corresponding $w_k$ operator.

Figure 6.3: The diagram on the left is the 2p-2h excitation operator and the diagram on the right is the 1p-1h operator.
Figure 6.4: Diagram 7 expansion.

Figure 6.5: Diagram 8 expansion.
to 6.5 we observe a significant reduction in the size of the CI space, while not sacrificing accuracy in the calculated ground state energy. Using the GPCI method on the systems studied, the CI space was reduced by a factor of 6 while still maintaining ground state energies with accuracy of $10^{-6}$ Hartrees with respect to the CISD energy. For example, in case of Neon, the GPCI method was able to give an accuracy of $10^{-3}$ Hartrees as compared to CISD results while using a configuration space that is 19 times smaller than the CISD calculation. The accuracy of the GPCI method can be systematically increased by decreasing the $\eta$ parameter and for the Neon atom, $10^{-6}$ Hartrees accuracy was achieved by using a configuration space that was 7 times smaller than the CISD calculation.

The percentage of CISD correlation energy recovered by the GPCI method as a function of the cutoff-parameter $\eta$ is presented in Fig. 6.6. In all cases, we found that more than 90% of CISD correlation energy was recovered when $\eta$ is in the range of $10^{-2} - 10^{-3}$.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}}$</th>
<th>$N_{\text{CISD}}/N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}} - E_{\text{CISD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>49</td>
<td>-40.194994</td>
<td>585.94</td>
<td>$1.56 \times 10^{-1}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>334</td>
<td>-40.267663</td>
<td>85.96</td>
<td>$8.34 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>4506</td>
<td>-40.345942</td>
<td>6.37</td>
<td>$5.16 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>8042</td>
<td>-40.351008</td>
<td>3.57</td>
<td>$9.36 \times 10^{-5}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>8893</td>
<td>-40.351079</td>
<td>3.23</td>
<td>$2.26 \times 10^{-5}$</td>
</tr>
<tr>
<td>CISD</td>
<td>28711</td>
<td>-40.351102</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6.2: Ground state energy of NH$_3$ calculated using analytical geminal parameters.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}}$</th>
<th>$N_{\text{CISD}}/N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}} - E_{\text{CISD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>29</td>
<td>-56.183815</td>
<td>780.72</td>
<td>$1.81 \times 10^{-1}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>265</td>
<td>-56.296168</td>
<td>85.44</td>
<td>$6.85 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>2214</td>
<td>-56.360953</td>
<td>10.23</td>
<td>$3.76 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>3221</td>
<td>-56.364358</td>
<td>7.03</td>
<td>$3.50 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>3599</td>
<td>-56.364668</td>
<td>6.29</td>
<td>$4.02 \times 10^{-5}$</td>
</tr>
<tr>
<td>CISD</td>
<td>22641</td>
<td>-56.364708</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

6.4 Conclusions

The derivation of the geminal projected configuration interaction was presented. The central idea underlying this method is the use of an explicitly correlated reference wave function to
Table 6.3: **Ground state energy of H\textsubscript{2}O calculated using analytical geminal parameters.**

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}}$</th>
<th>$N_{\text{CISD}}/N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}} - E_{\text{CISD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>25</td>
<td>-76.0099999</td>
<td>691.64</td>
<td>$1.90 \times 10^{-1}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>235</td>
<td>-76.149998</td>
<td>73.58</td>
<td>$5.03 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>1192</td>
<td>-76.197151</td>
<td>14.51</td>
<td>$3.12 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>1709</td>
<td>-76.199857</td>
<td>10.12</td>
<td>$4.15 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>1905</td>
<td>-76.200269</td>
<td>9.08</td>
<td>$3.31 \times 10^{-6}$</td>
</tr>
<tr>
<td>CISD</td>
<td>17291</td>
<td>-76.200272</td>
<td>1.00</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.4: **Ground state energy of HF calculated using analytical geminal parameters.**

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}}$</th>
<th>$N_{\text{CISD}}/N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}} - E_{\text{CISD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>27</td>
<td>-100.002394</td>
<td>468.93</td>
<td>$1.80 \times 10^{-1}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>177</td>
<td>-100.129812</td>
<td>71.53</td>
<td>$5.26 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>1067</td>
<td>-100.179204</td>
<td>11.87</td>
<td>$3.21 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>1754</td>
<td>-100.182295</td>
<td>7.22</td>
<td>$1.24 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>1943</td>
<td>-100.182403</td>
<td>6.52</td>
<td>$1.57 \times 10^{-5}$</td>
</tr>
<tr>
<td>CISD</td>
<td>12661</td>
<td>-100.182419</td>
<td>1.00</td>
<td>0</td>
</tr>
</tbody>
</table>

define a projecting operator that projects out potential non-contributing configurations in the CI expansion. In this work, the explicitly correlated reference function was defined using a two-body Gaussian-type geminal function. The derivation of the projection operator was performed by first expressing the total energy in terms of Hugenholtz diagrams and then factorizing out particle-hole excitation operators that are functionals of the R12-correlator operator. The efficiency of the projection operation is controlled by a tunable external parameter. The projected particle-hole operators were used for construction of geminal-projected CI wave function which was subsequently used to perform proof-of-concept ground state energy calculations on a set of molecules. The results from these calculations demonstrate that the method shows much promise since in all cases the geminal-projected CI wave function was found to deliver CISD level accuracy using a CI space that is at least six times smaller than the CISD space. The results from this work highlight the efficacy of the geminal-project particle-hole operators for reducing number of optimizable parameters in a correlated many-electron wave function. The application of geminal-project particle-hole operators derived in this work is not restricted to a CI wave functions, but may be applied to other methods, such as many-body perturbation theory, coupled-cluster theory, and multi-determinant quantum Monte Carlo methods.
Table 6.5: Ground state energy of Ne calculated using analytical geminal parameters.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}}$</th>
<th>$N_{\text{CISD}}/N_{\text{GPCI}}$</th>
<th>$E_{\text{GPCI}} - E_{\text{CISD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>9</td>
<td>-128.474407</td>
<td>972.33</td>
<td>$1.50 \times 10^{-1}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>72</td>
<td>-128.593508</td>
<td>121.54</td>
<td>$3.11 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>450</td>
<td>-128.622295</td>
<td>19.45</td>
<td>$2.30 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>1021</td>
<td>-128.624309</td>
<td>8.57</td>
<td>$2.89 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>1248</td>
<td>-128.624596</td>
<td>7.01</td>
<td>$2.05 \times 10^{-6}$</td>
</tr>
<tr>
<td>CISD</td>
<td>8751</td>
<td>-128.624598</td>
<td>1.00</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 6.6: Percent error of the systems, Ne, HF, H$_2$O, NH$_3$, and CH$_4$ after geminal weighting.
Chapter 7

Linked-cluster formulation of electron-hole interaction kernel in real-space representation without using unoccupied states

7.1 Introduction

The concept of electron-hole or particle-hole quasiparticle formulation is central to the treatment of electronically excited states in many-electron systems. The electron-hole picture represents excitation from the Fermi vacuum and constitutes the zeroth-order treatment of electronic excitation. In addition, the electron-hole excitation is used extensively in various formulations for treating electron-correlation for both ground and electronically excited states.[221]

For charge neutral excitations, the accurate treatment of electron-hole interaction is extremely important.[114, 75, 55, 355] For example, in the Bethe-Salpeter (BSE) approach, the electron-hole interaction kernel is used for calculations of excitations.[257, 199, 321, 322, 140, 33, 20, 256, 222] The electron-hole interaction kernel can be obtained using both many-body perturbation theory (MBPT)[221, 277, 102, 253, 254, 333, 336, 56] and time-dependent density functional theory (TDDFT).[77, 44, 221, 325, 194, 191] In both of these approaches, it has been shown convincingly that the accurate determination of electron-hole screening is crucial for the accurate calculation of excitation energy.

The overarching objective of this work is the determination of electron-hole screening in excited states without using unoccupied states. Although the BSE approach has been very successful in predicting the optical spectra of periodic solids and finite-size clusters, it is restricted by the computational effort it takes to construct the electron-hole interaction kernel. In a traditional approach, the construction of the electron-hole interaction kernel...
quasiparticle interaction

\[ K_{\text{eh}} = \quad \begin{align*}
&+ \quad \begin{matrix}
+ \quad \begin{matrix}
+ \quad \begin{matrix}
\end{align*}
\end{matrix}
\end{align*}
\end{align*}

Figure 7.1: The electron-hole interaction kernel.

requires knowledge of a large number of virtual or unoccupied states. This feature puts severe limitations on the applicability of the BSE and other methods that rely on electron-hole screening for treating large finite-size clusters such as quantum dots and rods. In this work, we present the derivation of the electron-hole interaction kernel that does not require unoccupied states. This is a real-space formulation that uses the connection between electron-hole screening and electron-electron correlation to avoid unoccupied states in the construction of the electron-hole interaction kernel. Similar strategy has also been developed by Nichols et al. using real-space electron correlator approach. [213] We anticipate that using such a kernel will result in significant reduction in the cost of the BSE method. This work is also relevant in the TDDFT formulation with respect to the construction of the effective exchange-correlation functional.[355] Because the derivation presented here is using real-space as opposed to occupation-number space, we expect this approach is much more amenable for the development of exchange-correlation functionals.

Recently, in a series of articles, Galli and coworkers have developed the WEST method
that addresses the issue of removing contributions of unoccupied states from the GW and BSE equations.[106, 272, 30] This method relies on projecting out non-contributing terms from the dielectric matrices. The derivation presented here uses a strategy different than the one used for the WEST method. First, this method is derived from the equation-of-motion approach developed by Simons,[285, 296, 110, 6, 60, 284, 132] Cederbaum,[48, 46, 49, 47, 337] and Yeager.[356, 129, 101, 100, 127, 128, 190, 184] This method calculates the electron-hole interaction kernel directly for charge-neutral excitations without requiring the construction or knowledge of the one-particle Green’s function. This derivation also does not assume that it is a post-DFT procedure and in general can be applied to both Hartree-Fock and ground state DFT formulations. In this work, the bare electron and hole quasiparticles are defined with respect to the Fermi vacuum and are constructed from single-particle states of an effective one-electron Hamiltonian. We present two derivations of the electron-hole interaction kernel. In the first derivation, we show a compact derivation using Hugenholtz diagrams in section 7.2, and we present the derivation using algebraic representation in Appendix A.

An important connection between electron-hole screening and electron-electron correlation is that electron-hole screening is a consequence of electron-electron correlation. For example, in a hypothetical many-electron system that lacks electron-electron correlation, the electron-hole interaction can be described exactly as the bare Coulomb interaction. Hence, treatment of electron-electron correlation is very important for studying electron-hole interaction. In this work, we use the two-body geminal operator, $G$ for treating electron-electron correlation

$$\Psi = G \Phi_0,$$  

(7.1)

where $G$ is a real-space operator that depends explicitly on the electron-electron separation distance $r_{12}$. An explicitly correlated operator with $r_{12}$ dependence can be used to provide a better description of the wave function near the electron-electron coalescence point.[159] For example, both variational Monte Carlo [215, 115] and transcorrelated Hamiltonian[27, 28] are methods that use the ansatz in Equation 7.1 for the many-electron wave function. The connection between the explicitly-correlated wave function (Equation 7.1) and configuration interaction (CI) can be seen by applying the identity operator on the correlated wavefunction (Equation 7.2),

$$\sum_{k=0}^{\infty} |\Phi_k\rangle\langle\Phi_k| = I,$$  

(7.2)
and substituting in Equation 7.1,

$$|\Psi\rangle = IG|\Phi_0\rangle = \left[ \sum_{k=0}^{\infty} |\Phi_k\rangle\langle\Phi_k| \right] G|\Phi_0\rangle. \quad (7.3)$$

The above equation (Equation 7.3) is an infinite-order CI expansion which is shown in Equation 7.4 below,

$$|\Psi\rangle = \sum_{k=0}^{\infty} c_k^G |\Phi_k\rangle, \quad (7.4)$$

where, the expansion coefficients $c_k^G = \langle\Phi_k|G|\Phi_0\rangle$ are constrained to be a functional of $G$. The inclusion of this explicit $r_{12}$ dependence in the wave function has been used since the early days of quantum mechanics to achieve accurate ground state energies. Slater[293, 294] and Hylleraas[143, 144] first used the explicitly correlated wave function calculating the ground state energy in Helium atom in 1929. Since then and especially within the last 30 years, the inclusion of explicit correlation in the form of the wave function is the subject of much research and has been implemented in more recent work in various method such as variational Monte Carlo, [215, 115] transcorrelated Hamiltonian[27, 28, 310, 311, 315], explicitly correlated Hartree-Fock,[304, 51, 291, 292, 31, 287, 88, 84, 11, 12] geminal augmented MCSCF, [334] the electronic mean field configuration interaction method,[45] and the strongly orthogonal geminal method.[42, 152] The field of explicitly correlated method has been recently reviewed by various authors. [161, 317, 171, 122]

### 7.2 Theory

In this section, we present the derivation of the electron-hole interaction kernel using Hugenholtz diagrams. We start by defining a zeroth-order Hamiltonian,

$$H_0 = \sum_i \left[ -\frac{\hbar^2}{2m} \nabla_i^2 + v_{\text{ext}}(i) + v_{\text{eff}}(i) \right], \quad (7.5)$$

where $v_{\text{eff}}$ is a one-particle effective potential for which the eigenvalues and eigenfunctions of $H_0$ can be computed exactly. This derivation does not require a specific form of the effective potential and $v_{\text{eff}}$ can be obtained using various methods such as Hartree-Fock ($v_{\text{HF}}$), KS-DFT ($v_{\text{KS}}$), pseudopotential ($v_{\text{ps}}$), or empirical model potential ($v_{\text{emp}}$). The ground and excited electronic states in the non-correlated system (described by $H_0$), are represented by $\Phi_0$ and $\Phi_i$, respectively.

$$H_0|\Psi_0\rangle = E_0^{(0)}|\Phi_0\rangle \quad (7.6)$$
\[ H_0 |\Phi_i^a\rangle = E_{ia}^{(0)} |\Phi_i^a\rangle. \]  

(7.7)

The excitation energy in the non-correlated system is represented by \( \omega_0^X \) and is calculated from the difference in the eigenvalues of the one-particle Hamiltonian,

\[ \omega_0^X = (E_{ia}^{(0)} - E_0^{(0)}) = \epsilon_a - \epsilon_i. \]  

(7.8)

Using the effective potential, we define the residual electron-electron interaction operator \( W \) which is the part of the Coulomb operator not included in the effective potential. Mathematically, \( W \) is a two-body operator which is expressed as,

\[ W = \sum_{i<j} w(i,j) = \sum_{i\neq j} r_{ij}^{-1} - \sum_i v_{\text{eff}}(i). \]  

(7.9)

The many-electron Hamiltonian is defined as,

\[ H = H_0 + W, \]  

(7.10)

and the corresponding ground and excited state wave functions are defined as,

\[ H |\Psi_0\rangle = E_0 |\Psi_0\rangle \]  

(7.11)

\[ H |\Psi_X\rangle = E_X |\Psi_X\rangle, \]  

(7.12)

where the subscript “X” is used to represent excited state. The excitation energy in the correlated system is analogously defined as,

\[ \omega_X = (E_X - E_0). \]  

(7.13)

The ground and excited state correlated wave functions are normalized using the following intermediate normalization condition,

\[ \langle \Phi_0 |\Psi_0\rangle = \langle \Phi_i^a |\Psi_X\rangle = 1. \]  

(7.14)

In this derivation, we assume that the ansatz for the correlated ground state, \( \Psi_0 \), and excited state, \( \Psi_X \), wave functions are defined with respect to their corresponding uncorrelated wave function and correlation operator, \( G \). The expressions for the correlated ground and excited state wave functions are given by,

\[ \Psi_0 = G_0 \Phi_0 \]  

(7.15)

\[ \Psi_X = G_X \Phi_i^a, \]  

(7.16)
where the correlation operator is a two-body operator with the following form,

\[ G_0 = \sum_{i<j}^N g_0(i, j) \]  \hspace{1cm} (7.17)

\[ G_X = \sum_{i<j}^N g_X(i, j). \]  \hspace{1cm} (7.18)

The derivation presented here is general and does not depend on the choice of \( g(1, 2) \). However, practical implementation of this method requires specific choice of \( g(1, 2) \) and the functional form used in this work will be discussed in the results section.

The goal of this derivation is to find the relationship between the excitation energies of the correlated \( (\omega_X) \) and the uncorrelated \( (\omega_0^X) \) systems. We start by left-multiplying the eigenvalue equation for the correlated system (Equation 7.11) by the uncorrelated bra-vectors as shown below,

\[ \langle \Phi_0 | H | \Psi_0 \rangle = E_0 \langle \Phi_0 | \Psi_0 \rangle \]  \hspace{1cm} (7.19)

\[ \langle \Phi^a_i | H | \Psi_X \rangle = E_X \langle \Phi^a_i | \Psi_X \rangle. \]  \hspace{1cm} (7.20)

Using intermediate normalization (Equation 7.14) and expanding the Hamiltonian (Equation 7.10) we get,

\[ \langle \Phi_0 | [H_0 + W] | \Psi_0 \rangle = E_0 \]  \hspace{1cm} (7.21)

\[ \langle \Phi^a_i | [H_0 + W] | \Psi_X \rangle = E_X. \]  \hspace{1cm} (7.22)

Operating on the bra-vector with \( H_0 \) gives,

\[ E_0^{(0)} + \langle \Phi_0 | W | \Psi_0 \rangle = E_0 \]  \hspace{1cm} (7.23)

\[ E_{ia}^{(0)} + \langle \Phi^a_i | W | \Psi_X \rangle = E_X. \]  \hspace{1cm} (7.24)

Subtracting the two equations gives,

\[ E_X - E_0 = (E_{ia}^{(0)} - E_0^{(0)}) + \langle \Phi^a_i | W | \Psi_X \rangle - \langle \Phi_0 | W | \Psi_0 \rangle. \]  \hspace{1cm} (7.25)

Using Equation 7.8 and Equation 7.13, the above equation can be used to relate the excitation energies of the correlated system with the excitation energies of the uncorrelated system,

\[ \omega_X = \omega_0^X + \langle \Phi^a_i | W | \Psi_X \rangle - \langle \Phi_0 | W | \Psi_0 \rangle. \]  \hspace{1cm} (7.26)

Substituting Equation 7.15 and Equation 7.16 into Equation 7.26, we arrive at the following expression of the excitation energy,

\[ \omega_X = \omega_0^X + \langle 0 | \{ i^a a \} W G_X \{ a^i i \} | 0 \rangle - \langle 0 | W G_0 | 0 \rangle. \]  \hspace{1cm} (7.27)
where,

\[ |\Phi_0\rangle \equiv |0\rangle \quad (7.28) \]

\[ |\Phi^a_i\rangle \equiv \{a^\dagger i\}|0\rangle. \quad (7.29) \]

We recognize that the expression in Equation 7.27 involves evaluation of vacuum expectation value of operators. Using Wick’s contraction theorem, we can immediately conclude than only fully-contracted terms will contribute to the above expression, because as shown below, expectation value of uncontracted terms with respect to the Fermi vacuum will have zero contribution.

\[ \langle 0|X|0 \rangle = \langle 0|X^\dagger|0 \rangle = 0 \quad (X \text{ is any second-quantized operator}). \quad (7.30) \]

Therefore, we can write the following expression,

\[ \langle 0|\{i^\dagger a\}WG_X\{a^\dagger i\}|0 \rangle = \langle 0|\{i^\dagger a\}WG_X\{a^\dagger i\}|0 \rangle_{FC}, \quad (7.31) \]

and

\[ \langle 0|WG_0|0 \rangle = \langle 0|WG_0|0 \rangle_{FC}, \quad (7.32) \]

where the subscript “FC” implies and only fully-contracted terms are evaluated in the above expression. The set of all fully-contracted terms will contain both linked and unlinked terms and will be discussed later. Substituting Equation 7.31 and Equation 7.32 into Equation 7.27 gives,

\[ \omega_X = \omega_0^0 + \langle 0|\{i^\dagger a\}WG_X\{a^\dagger i\}|0 \rangle_{FC} - \langle 0|WG_0|0 \rangle_{FC}. \quad (7.33) \]

The first term in the above expression represents the excitation energy in the zeroth-order Hamiltonian. The second term contains the electron-hole interaction terms. The expression of this term in terms of electron and hole indices can be obtained using diagrammatic techniques and in this work we will use the Hugenholtz diagrams[277, 12] (and see chapter 4) for a compact representation of the diagrams. To derive expression for the second term in Equation 7.33, we note that operator \( WG_X \) is a product of two, two-body operators \( W \) and \( G_X \). Therefore, this product can be expanded into a sum of 2-body, 3-body, and 4-body operators[12] by substituting the definitions of \( W \) and \( G_X \) from Equation 7.9 and Equation 7.18. The resulting expansion is shown below,

\[ WG_X = \sum_{i<j} w(i, j) \times \sum_{i<j} g_X(i, j) \quad (7.34) \]
\[
\sum_{i<j} \kappa_X^2(i, j) + \sum_{i<j<k} \kappa_X^3(i, j, k) + \sum_{i<j<k<l} \kappa_X^4(i, j, k, l) = \Omega_2^X + \Omega_3^X + \Omega_4^X. 
\]

(7.35)

The expression for \((\kappa_X^2, \kappa_X^3, \kappa_X^4)\) can be obtained using the operators of the complete symmetric group \(S_N\), for example,

\[
\kappa_X^2(1, 2) = w(1, 2)g_X(1, 2) = \frac{1}{2!}[w(1, 2)g_X(1, 2) + w(2, 1)g_X(2, 1)]
\]

(7.37)

\[
= \frac{1}{2!} \sum_{\alpha \in S_2} P_\alpha [w(1, 2)g(1, 2)],
\]

(7.38)

where \(P_\alpha\) is the permutation operator in \(S_N\) that permutes the symbols \([1, 2]\) to one of the \(N!\) arrangements,

\[
P_\alpha[1, 2] = [\pi_1, \pi_2].
\]

(7.40)

Therefore,

\[
\kappa_X^3(1, 2, 3) = \frac{1}{3!} \sum_{\alpha \in S_3} P_\alpha [w(1, 2)g_X(2, 3)]
\]

(7.41)

\[
\kappa_X^4(1, 2, 3, 4) = \frac{1}{4!} \sum_{\alpha \in S_4} P_\alpha [w(1, 2)g_X(3, 4)].
\]

(7.42)

We note that the above expression guarantees that operators are completely symmetric with respect to the permutation of electronic coordinates. We have similar expressions for the \(WG_0\) term,

\[
WG_0 = \sum_{i<j} w(i, j) \times \sum_{i<j} g_0(i, j)
\]

(7.43)

\[
= \sum_{i<j} \kappa_0^2(i, j) + \sum_{i<j<k} \kappa_0^3(i, j, k) + \sum_{i<j<k<l} \kappa_0^4(i, j, k, l)
\]

(7.44)

\[
= \Omega_2^0 + \Omega_3^0 + \Omega_4^0.
\]

(7.45)

The evaluation of the matrix elements of operators \(\langle 0|\{i^\dagger a\} \Omega\{a^\dagger i\}|0\rangle\) can then be performed using second-quantized algebra. We note that matrix element is of the general form \(\langle 0|\ldots|0\rangle\) and is an expectation value expression with respect to the vacuum state. This allows us to apply the Wick’s contraction theorem and conclude that only fully-contracted terms will have non-zero contributions to the matrix elements. The expressions resulting
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Figure 7.2: This figure shows the derivation represented using Hugenholtz diagrams. Diagrams D_{19} through D_{21} have the operator represented by, ▲, which corresponds to the operator $W(G_X - G_0)$. Diagrams with ■ represent operators $\kappa_2^X, \kappa_3^X, \kappa_4^X$. 87
from the Wick’s contraction are represented diagrammatically for a compact representation and are presented in Figure 7.2. An equivalent but longer derivation using algebraic representation is presented in Appendix A and description of Hugenholtz diagrams are presented in chapter 4. Specifically, fully-contracted terms from $\langle 0 | W G_0 | 0 \rangle$ are represented by diagrams $(D_1, D_2, D_3)$ in panel A of Figure 7.2,

$$
\langle 0 | \Omega_0^0 | 0 \rangle_{FC} = D_1 \\
\langle 0 | \Omega_2^0 | 0 \rangle_{FC} = D_2 \\
\langle 0 | \Omega_3^0 | 0 \rangle_{FC} = D_3,
$$

substituting,

$$
\langle 0 | W G_0 | 0 \rangle_{FC} = \langle 0 | \Omega_2^0 | 0 \rangle_{FC} + \langle 0 | \Omega_3^0 | 0 \rangle_{FC} + \langle 0 | \Omega_4^0 | 0 \rangle_{FC} = D_1 + D_2 + D_3.
$$

These diagrams do not have any particle-hole lines because these expressions only involve occupied states which are represented by closed-loops in the diagrams. Therefore, as shown in Figure 7.2, all the terms arise from linked diagrams,

$$
\langle 0 | W G_0 | 0 \rangle_{FC} = \langle 0 | W G_0 | 0 \rangle_L.
$$

The equivalent algebraic derivation of Equation 7.51 using second-quantized operators is presented in Appendix A.

The fully-contracted terms from $\langle 0 | W G_X | 0 \rangle$ are represented by diagrams $(D_4, \ldots, D_{18})$ in panel B of Figure 7.2,

$$
\langle 0 | \{i^\dagger a\} \Omega_X^X \{a^\dagger i\} | 0 \rangle_{FC} = D_4 + D_7 + D_{10} + D_{13} D_{16} \\
\langle 0 | \{i^\dagger a\} \Omega_X^X \{a^\dagger i\} | 0 \rangle_{FC} = D_5 + D_8 + D_{11} + D_{14} D_{17} \\
\langle 0 | \{i^\dagger a\} \Omega_X^X \{a^\dagger i\} | 0 \rangle_{FC} = D_6 + D_9 + D_{12} + D_{15} D_{18}.
$$

We note that the diagram pairs $(D_{13}, D_{16}), (D_{14}, D_{17})$, and $(D_{15}, D_{18})$ form the set of all unlinked-diagrams. However, analysis of the bubble diagrams $(D_{16}, D_{17}, D_{18})$ reveals that all these diagrams refer to the same electron-hole pair and are exactly equal to 1. Algebraically, they represent the following Wick’s contraction,

$$
D_{16} = D_{17} = D_{18} = \langle 0 | \{i^\dagger a\} \{a^\dagger i\} | 0 \rangle = 1. 
$$

Substituting Equation 7.55 in Equation 7.52, we get,

$$
\langle 0 | \{i^\dagger a\} \Omega_X^X \{a^\dagger i\} | 0 \rangle_{FC} = D_4 + D_7 + D_{10} + D_{13}.
$$
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\[ \langle 0 \left| \{ i \dagger a \} \Omega_X^X \{ a \dagger i \} \right| 0 \rangle_{FC} = D_5 + D_8 + D_{11} + D_{14} \]  
\[ \langle 0 \left| \{ i \dagger a \} \Omega_3^X \{ a \dagger i \} \right| 0 \rangle_{FC} = D_6 + D_9 + D_{12} + D_{15}. \]  

Combining all the terms in Equation 7.56,

\[ \langle 0 \left| \{ i \dagger a \} \Omega_X^X \{ a \dagger i \} \right| 0 \rangle_{FC} = D_5 + D_8 + D_{11} + D_{14} \]
\[ + D_5 + D_8 + D_{11} + D_{14} \]
\[ + D_6 + D_9 + D_{12} + D_{15}. \]

We note that all the diagrams in the above expression are linked diagrams, therefore the left hand side of Equation 7.59 can be expressed solely in terms of linked terms. The summation of loop diagrams \( D_{13}, \ldots, D_{15} \) is equal to the vacuum expectation value of the operator,

\[ D_{13} + D_{14} + D_{15} = \langle 0 | W G_X | 0 \rangle_L, \]  

and the summation of the remaining diagrams are related to the following matrix element,

\[ D_4 + \cdots + D_{12} = \langle 0 \left| \{ i \dagger a \} W G_X \{ a \dagger i \} \right| 0 \rangle_L, \]  

where the subscript (L) implies that only linked diagrams are included in that expression. Therefore, we conclude that the matrix elements (summarized in panel A and B of Figure 7.2) consist of only linked diagrams. Combining the results from Equation 7.60 and Equation 7.61 we conclude that only linked diagrams contribute to the expression as show below (Equation 7.62),

\[ \langle 0 \left| \{ i \dagger a \} W G_X \{ a \dagger i \} \right| 0 \rangle = \langle 0 \left| \{ i \dagger a \} W G_X \{ a \dagger i \} \right| 0 \rangle_L \]
\[ + \langle 0 | W G_X | 0 \rangle_L. \]  

The equivalent algebraic derivation of Equation 7.62 using second-quantized operators is presented in Appendix A.

To obtain the expression for \( \omega_X \), we observe that the \( D_1 \ldots D_3 \) and \( D_{13} \ldots D_{15} \) diagrams have similar structures and can combined together into a single expression. Mathematically, substituting Equation 7.62 in Equation 7.27, gives the following expression for \( \omega_X \),

\[ \omega_X = \omega_X^0 + \langle 0 | W (G_X - G_0) | 0 \rangle \]
\[ + \langle 0 \left| \{ i \dagger a \} W G_X \{ a \dagger i \} \right| 0 \rangle_L. \]  

The diagrammatic expression for the above equation (Equation 7.63) is given in panel C of Figure 7.2. An important result from this derivation is the proof that the excitation energy of the correlated system can be expressed entirely in terms of linked diagrams. The
Diagrammatic representation in Figure 7.2 implies the following expression for the excitation energy,

$$\omega_X = \omega_X^0 + D_1 + \cdots + D_{30}. \quad (7.64)$$

The diagrams can be related to matrix elements of the following one-body and two-body operators,

$$\omega_X = \omega_X^0 + \langle 0|W(G_X - G_0)|0 \rangle + \langle i|U_h|i \rangle + \langle a|U_e|a \rangle + \langle ia|K_{eh}|ai \rangle. \quad (7.65)$$

The first term, $\omega_X^0$, in Equation 7.65 is the excitation energy in the reference system. The remaining terms in the equation are corrections to the reference excitation energy due to the electron-electron correlation effect. The second term in Equation 7.65 is obtained from the following combination of diagrams,

$$\langle 0|W(G_X - G_0)|0 \rangle = D_{19} + D_{20} + D_{21}. \quad (7.66)$$

In this diagrammatic representation, $D_{19} = D_8 - D_1$, $D_{20} = D_{13} - D_2$, and $D_{21} = D_{18} - D_3$, respectively. The expressions of these terms in terms of the one-particle basis functions $\{\chi_p\}$ are presented in Appendix A. This term is a vacuum expectation value and therefore does not contribute to the electron-hole interaction kernel. Because of the $W(G_X - G_0)$ term in the above expression (represented by ▲ in Figure 7.2), this expression represents the correction to the reference excitation energy, $\omega_X^0$, due to the difference in the treatment of electron-electron correlation in the ground and excited state wave functions. In the limit where the electron-electron correlation operator for both ground and excited states are identical, the contribution from this term will be zero. The terms $U_h$ and $U_e$ are obtained from the following diagrams,

$$\langle i|U_h|i \rangle + \langle a|U_e|a \rangle = D_{22} + \cdots + D_{27}. \quad (7.67)$$

In diagrammatic representation, the $U_{e,h}$ implies that the operators are one-body operators that operate either on the quasielectron or quasihole particles. The correction to the excitation energy due to the $U_{e,h}$ can be interpreted as the consequence of the renormalization of the electron and hole energy levels due to the presence of the electron-electron correlation. We note that the $U_{e,h}$ depends only on the form of the electron-electron correlation operator for the excited state and not on the ground state correlator operator. The operator [■] in diagrams ($D_{28}, D_{29}, D_{30}$) operates simultaneously on both electron and hole lines and represent the electron-hole interaction kernel,

$$\langle ia|K_{eh}|ai \rangle = D_{28} + D_{29} + D_{30}. \quad (7.68)$$
As shown in panel C of Figure 7.2, the expression for the $K_{eh}$ is completely described only by linked diagrams. The result from this derivation also shows that the $K_{eh}$ depends only on the correlator operator of the excited state wave function. We note that since we are using Hugenholtz diagrams (as opposed to Goldstone diagrams), the expression for $K_{eh}$ is a non-local operator and includes the anti-symmetrized operator in its definition (chapter 4). The loops in diagrams $D_{29}$ and $D_{30}$ are associated with the summation over occupied orbital indices, and can be interpreted as the renormalization of the 3-body and 4-body operators into effective 2-body particle-hole operators. As claimed in our title, Equation 7.68 and panel C of Figure 7.2 present the expression of the electron-hole interaction kernel only in terms of the real-space operators, $w(1,2)$ and $g_X(1,2)$, without involving any unoccupied states.

### 7.3 Results

The derived expressions for the electron-hole interaction kernel and excitation energy were used to perform proof-of-concept calculations on molecules, clusters, and quantum dots. Practical implementation required us to make additional approximations to the derived expressions. For the proof-of-concept calculations, all the higher-order diagrams were neglected and only the lowest order diagrams were included for describing the electron-hole interaction kernel. Also, for the excitation energy calculations, all contributions from diagrams that do not involve a particle-hole line were ignored. Applying these two approximations, the final expressions for the geminal-screened electron-hole interaction kernel (GSIK) and the excitation energy are given by the following expressions,

$$K_{eh}^{(l)}(1,2) = D_{28} = w(1,2)g_X(1,2)(1 - P_{12})$$  \hspace{1cm} (7.69)

$$\omega_X = \omega_X^0 + D_{22} + D_{23} + D_{28}$$

$$= \omega_X^0 + \langle i|U_h|i\rangle + \langle a|U_e|a\rangle + \langle ia|K_{eh}|ai\rangle.$$  \hspace{1cm} (7.71)

In this work, the uncorrelated Hamiltonian was defined as the Fock operator obtained from Hartree-Fock calculation. The transition of interest was the HOMO to LUMO transition and the single-particle (quasi) hole and electron states were defined using the HOMO and LUMO states,

$$|i\rangle \equiv |\chi_{HOMO}\rangle$$  \hspace{1cm} (7.72)

$$|a\rangle \equiv |\chi_{LUMO}\rangle.$$  \hspace{1cm} (7.73)

The uncorrelated excitation energy was defined as the HOMO-LUMO gap,

$$\omega_X^0 = (\epsilon_{LUMO} - \epsilon_{HOMO}).$$  \hspace{1cm} (7.74)
All the operators $U_h, U_e, K_{eh}$ depend on $g_X(1, 2)$, which was chosen to be an explicitly correlated Gaussian-type geminal function that depends explicitly on the electron-electron separation distance,

$$g_X(1, 2) = \sum_{k=1}^{N_g} b_k^X \exp[-\gamma_k r_{12}^2], \quad (7.75)$$

where $N_g$ is the number of Gaussian functions. Geminal functions have been used extensively in past[213, 334, 307, 203, 36, 204] for treating electron-electron correlation and was used in this work for construction of the correlator operator.

### 7.3.1 Excitation energy of water and CdSe cluster

The excitation energy of a single water molecule was computed using Equation 7.70 and the results were compared with EOM-CCSD[277] calculations. Both calculations were performed using 6-31G* basis, and the single-particle states were obtained from Hartree-Fock calculations. Electron-electron correlation effect for both ground and excited states were entirely treated using the explicitly-correlated Gaussian-type geminal functions and only one geminal function was used. We assumed that the correlator operator for the excited state is of a similar form for the ground state and the expansion coefficients, $(b_k, \gamma_k)$, were obtained from previously published results on ground state calculations and are given in Table B.1 (Appendix B).[12] Comparison of the geminal-screened electron-hole interaction kernel (GSIK) with the EOM-CC results (Table 7.1) shows that the excitation energies are in good agreement with each other. We also calculated the excitation energy of a small CdSe cluster,

<table>
<thead>
<tr>
<th>System</th>
<th>This work (GSIK)</th>
<th>Existing methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{O}$</td>
<td>8.601</td>
<td>8.539 (EOM-CCSD)[277]</td>
</tr>
<tr>
<td>$\text{Cd}<em>{20}\text{Se}</em>{19}$</td>
<td>3.139</td>
<td>3.096 (Pseudopot.+CI)[340]</td>
</tr>
</tbody>
</table>

$\text{Cd}_{20}\text{Se}_{19}$, using the LANL2DZ ECP basis and the results were compared with previously reported pseudopotential+CI calculations.[340] The geminal parameters for CdSe clusters were obtained from previously reported calculations on parabolic quantum dots.[90, 91] In both cases, we found that the excitation energies obtained using the geminal-screened electron-hole interaction kernel were in good agreement with previously reported results (Table 7.1). These results also highlight the transferability of the geminal parameters from a model potential (parabolic quantum dots in this case) to electronic structure calculations.
7.3.2 Exciton binding energy

In addition to calculation of the excitation energies, proof-of-concept calculations were performed on calculation of exciton binding energies. Exciton binding energies are directly related to the electron-hole interaction kernel and provide a direct route to verify the quality of the derived expression. The exciton binding energies for Cd$_6$Se$_6$ and Cd$_{20}$Se$_{19}$ were calculated using the geminal-screened electron-hole interaction kernel and were compared with previously published results obtained using GW/BSE[216] and pseudopotential+CI calculations.[340] As shown in Table 7.2, the results from this work were found to be in good agreement with both of these methods.

<table>
<thead>
<tr>
<th>System</th>
<th>This work (GSIK)</th>
<th>Previously reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cd$_6$Se$_6$</td>
<td>3.374</td>
<td>3.33 (GW/BSE)[216]</td>
</tr>
<tr>
<td>Cd$<em>{20}$Se$</em>{19}$</td>
<td>0.960</td>
<td>1.003 (Pseudopot.+CI)[340]</td>
</tr>
</tbody>
</table>

7.3.3 Extension to spin-resolved states

In its present form, the particle-hole excitation operator used in Equation 7.16 is not spin-resolved. As a consequence of that, the excited state ($\Psi^X$) of the correlated system is not an eigenfunction of the total spin operator $\hat{S}^2$. To extend the derivation for spin-resolved states such as singlet and triplet excited states, a modified particle-hole excitation operator with well-defined spin states must be used. For example, the singlet excitation operator is defined as,[125]

$$\hat{E}^{S=0, M_s=0}_{ia} = \{a^\dagger_{\alpha i} a^\dagger_{\beta i}\},$$

(7.76)

where $\psi_i(r)$ and $\psi_a(r)$ refer to occupied and unoccupied spatial molecular orbitals, respectively and $\alpha$ and $\beta$ are the spin states. Similarly, the triplet excitation operator is defined as,[125]

$$\hat{T}^{S=1, M_s=1}_{ia} = \{-a^\dagger_{\alpha i} a^\dagger_{\beta i}\},$$

(7.77)

$$\hat{T}^{S=1, M_s=-1}_{ia} = \{a^\dagger_{\alpha i} a^\dagger_{\beta i}\},$$

(7.78)

$$\hat{T}^{S=1, M_s=0}_{ia} = \{a^\dagger_{\alpha i} a^\dagger_{\alpha i}\} - \{a^\dagger_{\beta i} a^\dagger_{\beta i}\}.$$

(7.79)

Using these particle-hole creation operators, the singlet and triplet excited states can be defined as,

$$|\Psi^S=0_X\rangle = G^S_X \hat{E}^{S=0}_{ia} |0\rangle$$

(7.80)
\[ |\Psi_X^{S=1}\rangle = G_X^{S=1}T_{ia}|0\rangle. \]  

(7.81)

An important aspect of treating electron-correlation in spin-resolved states is the choice of the two-body correlator operator, \( G \). For example, in the above expression, the two-body correlator operators for the singlet and triplet states have different functional forms. This is a consequence of the different cusp conditions at the electron-electron coalescence point for spin-paired and spin-unpaired electrons. The spin-dependence of the functional form near the electron-electron coalescence point has been studied extensively in the past\cite{319,139} and an excellent review on this topic is presented by Kong et al. \cite{171} Future development of the GSIK method will focus on using the spin-resolved excitation operators for describing electron-hole interaction.

### 7.4 Conclusion

The expression for the electron-hole interaction kernel, \( K_{eh} \), was derived without using unoccupied states. One key result from this derivation is our proof-by-construction demonstration that \( K_{eh} \) can be expressed entirely in terms of linked diagrams. By factorization of the diagrams, it was shown that contributions from all unlinked diagrams rigorously vanish from the expressions for both excitation energy and electron-hole interaction kernel. It was also shown that the electron-hole interaction kernel depends only on the electron correlator operator associated with the excited state, and is independent of the level and quality of treatment of electron-correlation in the ground electronic state. For the excitation energy calculations, the derivation also demonstrated the emergence of effective one-body operators that are responsible for the renormalization of the quasi-electron and quasi-hole states. This is an important point, because in a conventional GW/BSE calculations, the quasiparticle energies are obtained from the GW calculations, however, in the present derivation although GW was not performed, the renormalization of the quasiparticle states emerges in the natural course of the derivation. We note that the renormalization of quasiparticle energies also satisfies the link-cluster theorem and are evaluated as a sum of only linked diagrams. The derived expressions were implemented and proof-of-concept calculations of excitation energies and exciton binding energies were performed for water and CdSe clusters. In all cases, the results were found to be in good agreement with the previously reported calculations. These results demonstrate the effectiveness of the geminal-screened electron-hole interaction kernel method for the efficient calculation of excited state properties in many-electron systems.
Chapter 8

Development of composite control-variate stratified sampling approach for efficient stochastic calculation of molecular integrals

8.1 Introduction

Matrix elements of molecular orbitals (MOs) are central to quantum chemical calculations. The MOs form a natural choice for single-particle basis functions used in the second-quantized representation for many-body post Hartree-Fock (HF) theories. In the LCAO-MO representation, each molecular orbital is represented as a linear combination of a set of atomic orbitals. The expansion coefficients of the MOs in terms of the AOs are obtained by solving the pseudo-eigenvalue Fock equation using the SCF procedure. Evaluation of the matrix elements in the MO representation requires transformation of the AO integrals. For example, in the case of the two-electron Coulomb integral this expansion is given as,

\[
\psi_p(1)\psi_q(1)|r_{12}^{-1}|\psi_r(2)\psi_s(2) = \sum_{\mu\nu\lambda\sigma} C_{\mu p} C_{\nu q} C_{\lambda r} C_{\sigma s} [\phi_\mu(1)\phi_\nu(1)|r_{12}^{-1}\omega(1,2)|\phi_\lambda(2)\phi_\sigma(2)].
\] (8.1)

As seen from Equation 8.1, the transformation formally scales as the 4th power of the number of AO basis functions \((N_b)\). There are various situations where efficient computation of MO integrals is required to perform electronic structure calculations. For example, application of many-body theories such as configuration interaction (CI), many-body perturbation theory (MBPT), and couple-cluster theory (CC) for large chemical systems need fast and efficient access to these MO integrals.

Efficient calculation on MO integrals is a recurrent theme in increasing the efficiency of the electronic structure calculations. The transformation can be accelerated by performing
it in parallel and various parallelization algorithms have been developed. [186, 238, 347] The computational cost can also be reduced using rank-reduction techniques such as resolution-of-identity[25, 78, 344, 255, 298, 343, 95, 329, 342, 308] and Cholesky decomposition.[261, 7, 18, 166, 262] In a series of papers, Martinez et al. have developed the tensor-hypercontraction approach[300, 301, 299, 137, 228, 229, 138, 135, 230, 231, 136, 232, 169] that has enabled significant reduction in the computational cost of electron-repulsion integrals (ERI). A current review of the various ERI techniques has been presented by Peng and Kowalski.[233]

Efficient evaluations of MO integrals are also required in explicitly correlated methods[161, 334, 43, 154, 246, 247, 248, 214] where the evaluation of the r12-kernel in AO representation is not readily available or is not computationally efficient. For a n-body operator, the AO-to-MO transformation scales as $N_b^{2n}$ and becomes computationally expensive for n-body operators when $n > 2$ because of steep scaling with respect to the number of AO basis functions. This has found to be especially true for explicitly correlated methods for treating electron-electron,[161, 335, 111, 133, 134, 155, 345, 346] electron-proton,[354, 118, 288, 290, 286, 289, 165, 52, 53, 54, 305, 306, 226] and electron-hole[89, 90, 271, 79, 12, 91, 11, 86, 22, 85, 82] many-body theories. One approach to avoid the transformation of the MO integrals is to use real-space representation and to evaluate the MO integrals numerically. This procedure requires evaluation of the MOs at any position in the 3D space which can be evaluated from the AO expansion,

$$\psi_p(r) = \sum_\mu C_{\mu p} \phi_\mu(r). \quad (8.2)$$

This strategy has been used very successfully in quantum Monte Carlo methods [97, 113, 207, 269, 358, 50, 183, 215] where evaluation of individual MO integrals can be completely avoided and the entire many-electron integral is evaluated directly in real-space representation using Markov chain Monte Carlo (MCMC) implementation. The MCMC implementation was also shown to be used in the context of perturbation theory in a series of articles by Hirata et al. [133, 134, 155, 345, 346] in which MCMC techniques were used for the evaluation of MP2-F12 energies.

In this work we present the composite control-variate stratified sampling (CCSS) Monte Carlo method for efficient calculation of MO integrals. The accuracy of stochastic evaluation of integrals can be systematically improved by reducing the variance of the calculation. In the CCSS method, we have combined both control-variate and stratified sampling strategies for variance reduction. The CCSS method was used in conjunction with the electron-hole explicitly correlated Hartree-Fock method (eh-XCHF) for the calculation of exciton binding energies and excitation energies in CdSe clusters and quantum dots.
8.2 Theory

8.2.1 Coordinate transformations

We start by defining the following general two-electron integral of the following form,

\[ I_{pqrs} = \int_\infty^{-\infty} dr_1 dr_2 \Lambda_{pq}(1) \Lambda_{rs}(2) r_{12}^{-1} \omega(1, 2), \quad (8.3) \]

where \( \Lambda_{pq} = \psi_p \psi_q \) and \( \Lambda_{rs} = \psi_r \psi_s \). We will transform the two-electron coordinate system into intracular and extracular coordinates,

\[ r_{12} = r_1 - r_2 \quad (8.4) \]
\[ R = \frac{1}{2}(r_1 + r_2). \quad (8.5) \]

The Jacobian for this transformation is,

\[ dr_1 dr_2 = dR dr_{12}. \quad (8.6) \]

In the next step, we will transform into spherical polar coordinates,

\[ dr_{12} = r_{12}^2 \sin(\theta_{12}) d\theta_{12} d\phi_{12} \]
\[ dR = R^2 \sin(\Theta) dR d\Theta d\Phi. \quad (8.8) \]

Using Equation 8.7, the integral Equation 8.3 is,

\[ I_{pqrs} = \int_0^\infty dR \int_0^{\pi} d\Theta \int_0^{2\pi} d\Phi \int_0^{\pi} d\theta_{12} \sin^2 \theta_{12} \int_0^{\pi} d\phi_{12} \Lambda_{pq}(1) \Lambda_{rs}(2) \omega(1, 2). \quad (8.9) \]

The transformation to the spherical polar coordinates allows us to analytically remove the \( r_{12}^{-1} \) singularity in the integration kernel. In many applications, the operator \( \omega(1, 2) \) might depend only on \( r_{12} \) in which case it can be moved out of the integration over the angular coordinates. For performing Monte Carlo calculation to evaluate this integral numerically, it is convenient to transform the integration limits to [0, 1]. Now we will perform a third coordinate transformation and transform the integration domain to [0, 1] limits. This is done mainly to aid in the numerical evaluation of the integral using Monte Carlo techniques. We
define a new set of coordinates \((t = \{t_1, t_2, \ldots, t_6\})\) where each coordinate is in the range \(t \in [0, 1]\). The radial and angular coordinates are transformed as,

\[
\begin{align*}
    r &= \frac{t}{1 - t} \\ 
    \theta &= \frac{t}{\pi} \\ 
    \phi &= \frac{t}{2\pi}.
\end{align*}
\] (8.10)

The associated Jacobians are,

\[
\begin{align*}
    dr &= \frac{1}{(1 - t)^2} dt \\ 
    d\theta &= \frac{1}{\pi} dt \\ 
    d\phi &= \frac{1}{2\pi} dt.
\end{align*}
\] (8.13)

In the \(t\)-space, the expression for \(I_{pqrs}\) can be expressed compactly as,

\[
I_{pqrs} = \int_0^1 dt f(t). 
\] (8.16)

The integral kernel \(f(t)\) is obtained by substituting Equation 8.10 and Equation 8.13 into Equation 8.9,

\[
f(t) = \left(\frac{1}{2\pi^2}\right)^2 \frac{t_1}{(1 - t_1)^3} \frac{t_2^2}{(1 - t_2)^4} \sin(t_3/\pi) \sin(t_4/\pi) \Lambda_{pq}(t) \omega(t) \Lambda_{rs}(t),
\] (8.17)

where \(t_1\) and \(t_2\) corresponds to \(r_{12}\) and \(R\), respectively, and the remaining \(t_i\) are angular coordinates. Using Monte Carlo, the estimation of \(I_{pqrs}\) is then given by the following expression,

\[
I_{pqrs} \approx \mathbb{E}[f] \pm \sqrt{\text{V}[f] / N_S},
\] (8.18)

where \(N_S\) is the number of sampling points and \(\mathbb{E}\) is the expectation value. \(\text{V}\) is the variance defined by Equation 8.19 and Equation 8.20, respectively, and is shown below,

\[
\mathbb{E}[f] = \frac{1}{N_S} \sum_{i=1}^{N_S} f(t_i)
\] (8.19)

\[
\text{V}[f] = \mathbb{E}[f^2] - \mathbb{E}[f]^2.
\] (8.20)
A summary of key relationships between expectation value and variance that is relevant to this derivation is provided in appendix A. As seen from Equation 8.18, the error in the numerical estimation of the integral depends on the variance, hence it is desirable to reduce the overall variance of the sampling to obtain an accurate value of the integral. In this work, we have combined stratified sampling approach with the control-variate method to achieve variance reduction.

8.2.2 Stratified sampling

Stratified sampling is a successful strategy to reduce the variance of the overall estimate of the calculation. This is a well-known technique that has been described earlier in previous publications.[260, 242, 173, 99, 158] Here, only the key features of the method that are directly related to this work are summarized below. Stratified sampling can be implemented using both constant-volume or different-volume segments, and in this work we have used only the constant volume version. In the constant-volume approach, the integration domain $\Omega$ of the integration region is uniformly divided among non-overlapping segments (Equation 8.21),

$$\Omega = \sum_{\alpha=1}^{N_{\text{seg}}} \Omega_\alpha.$$  \hfill (8.21)

We have used a direct-product approach for generation of the segments. Along each $t$-dimension, the region $[0, 1]$ was divided equally into $2^m$ segments. The segments for the 6-dimension was obtained by the direct-products of the 1-dimensional segments. This procedure resulted in a total of $N_{\text{seg}} = 2^{6m}$ number of 6D segments. The sample mean and variance associated with each segment $\alpha$ is given as,

$$\mu_\alpha = E[f_\alpha] = \frac{1}{N_S^\alpha} \sum_{t \in \Omega_\alpha} f(t),$$  \hfill (8.22)

where $N_S^\alpha$ is the number of sampling points used in the evaluation of the expectation value for segment $\alpha$. The notation $t \in \Omega_\alpha$ implies that points only in the domain $\Omega_\alpha$ should be used for evaluation of the expectation value $E$. Analogous to Equation 8.20, the variance associated with each segment is defined as,

$$\sigma^2_\alpha = V[f_\alpha] = E[f_\alpha^2] - E[f_\alpha]^2.$$  \hfill (8.23)

The estimate of the total expectation value is obtained by the average over all the segments. Mathematically, this can be expressed as,

$$E[f] = \mu = \frac{1}{N_{\text{seg}}} \sum_{\alpha=1}^{N_{\text{seg}}} \mu_\alpha.$$  \hfill (8.24)
In Equation 8.24, partial averages from all the segments contribute equally because all the segments have exactly identical volumes. For cases where segments have different volumes, the above expression should be replaced by a weighted average. To calculate the variance on $\mu$ we will use the relationship that the variance of sum of two random variates are related to each other by their covariance (derived in Equation C.17) as shown below,

$$\forall \left[ \sum_i a_i X_i \right] = \sum_{ij} a_i a_j C[X_i, X_j], \quad (8.25)$$

where covariance $C$ defined as,

$$C[X, Y] = \mathbb{E}[XY] - \mathbb{E}[X] \mathbb{E}[Y]. \quad (8.26)$$

Using the relationship in Equation 8.26,

$$\forall [\mu] = \forall \left[ \frac{1}{N_{\text{seg}}} \sum_{\alpha=1}^{N_{\text{seg}}} \mu_{\alpha} \right] \quad (8.27)$$

$$= \frac{1}{N_{\text{seg}}^2} \sum_{\alpha \beta} C[\mu_{\alpha}, \mu_{\beta}]. \quad (8.28)$$

Because the sampling of any two segments are completely uncorrelated, all the off-diagonal elements of the covariance matrix will be zero,

$$C[\mu_{\alpha}, \mu_{\beta}] = \forall [\mu_{\alpha}] \delta_{\alpha \beta}. \quad (8.29)$$

Using Equation 8.29 and result from Equation C.21,

$$\forall [\mu] = \frac{1}{N_{\text{seg}}^2} \sum_{\alpha} \forall [\mu_{\alpha}]. \quad (8.30)$$

The result from Equation 8.30 implies that the variance of the mean always decreases with increasing number of segments. The variance of the segment mean, $\mu_{\alpha}$, is related to related to sample variance by the following relationship (derived in Equation C.24),[260, 242, 173, 99, 158]

$$\forall [\mu_{\alpha}] = \frac{\forall [f_{\alpha}]}{N_S}. \quad (8.31)$$

This implies,

$$\forall [\mu] = \frac{1}{N_{\text{seg}}^2} \sum_{\alpha} \forall [f_{\alpha}] \frac{1}{N_S}. \quad (8.32)$$
The central idea of stratified sampling is to optimize the distribution of sampling points across all segments to reduce the variance in the mean. To achieve this, a normalized weight factor, \( w_\alpha \), is associated with each segment and is given by,

\[
\sum_{\alpha}^{N_{\text{seg}}} w_\alpha = 1 \quad \text{and} \quad w_\alpha \geq 0.
\] (8.33)

The number of sampling points for each segment is given by a fraction of the total number of sampling points,

\[
N^S_\alpha = w_\alpha N_T.
\] (8.34)

Substituting in Equation 8.32,

\[
\mathbb{V}[\mu] = \frac{1}{N_T^2} \sum_{\alpha}^{N_{\text{seg}}} \frac{1}{w_\alpha} \mathbb{V}[f_\alpha].
\] (8.35)

It can be shown that the optimal distribution of points is achieved by selecting the weights proportional to the standard-deviations of each segment.[260, 242, 173, 99, 158]

\[
\min_w \mathbb{V}[\mu] \rightarrow w^{\text{opt}}_\alpha = \frac{\sqrt{\mathbb{V}[f_\alpha]}}{\sum_{\beta}^{N_{\text{seg}}} \sqrt{\mathbb{V}[f_\beta]}}.
\] (8.36)

The above equation very nicely illustrates the intuitive logic behind stratified sampling that segments with higher variance (or standard deviation) should receive proportionally more sampling points than regions with lower variance. The optimized distribution of weights and inverse dependence on the number of segments are the two main reasons why stratified sampling is an effective technique for variance reduction.

### 8.2.3 Variance reducing using control-variate

Control-variate is another strategy that has been used in past for reducing the variance of Monte Carlo calculations.[260, 242, 173, 99, 158] In this work, we have incorporated control-variate technique in our stratified sampling calculations. In control-variate methods, we start with a function (denoted as \( f_0(t) \)) whose integral is known in advance,

\[
I^0_{pqr_0} = \int_0^1 dt f_0(t).
\] (8.37)

We then add and subtract this quantity from the integral to be evaluated,

\[
I_{pqr} = \int_0^1 dt f(t) + \eta \left[ I^0_{pqr_0} - \int_0^1 dt f_0(t) \right],
\] (8.38)
where \( \eta \) is a yet to be determined scaling parameter. Rearranging we get,

\[
I_{pqrs} = \eta I_{pqrs}^0 + \int_0^1 dt \left[ f(t) - \eta f_0(t) \right].
\]

(8.39)

The optimum value of the scaling parameter \( \eta \) is obtained by minimizing the variance given in Equation 8.35,

\[
\min_{\eta} \mathbb{V}[\mu] \rightarrow \eta_{\text{opt}}.
\]

(8.40)

Because of the above minimization, the variance obtained from control-variate sampling is always lower or equal to the variance obtained without using control-variate,

\[
\left( \mathbb{V}[\mu] \right)_{\eta_{\text{opt}}} \leq \left( \mathbb{V}[\mu] \right)_{\eta=0}.
\]

(8.41)

Conceptually, control-variate method allows us to perform Monte Carlo calculation only on the component of the \( f \) that is different from \( f_0 \). For integration over molecular integrals, one of the simplest control-variate function is the overlap integral,

\[
f_0(1, 2) = [\chi_p(1)\chi_q(1)] [\chi_r(2)\chi_s(2)]
\]

(8.42)

\[
I_{pqrs}^0 = \delta_{ps}\delta_{rs}.
\]

(8.43)

In the case that the underlying AO integrals are available, a better estimate of \( f_0 \) can be constructed. For example, collecting only the diagonal elements of the \( \sum_{\mu\nu\lambda\sigma} \) in Equation 8.1, the control-variate function \( f_0 \) can be defined as,

\[
f_0(1, 2) = \sum_{\mu} C_{\mu p}C_{\mu q}C_{\mu r}C_{\mu s}\phi_{\mu}(1)\phi_{\mu}(1)r_{12}^{-1}\phi_{\mu}(2)\phi_{\mu}(2).
\]

(8.44)

The value of the integral \( I_0 \) is obtained analytically from the underlying AO integrals,

\[
I_{pqrs}^0 = \sum_{\mu} C_{\mu p}C_{\mu q}C_{\mu r}C_{\mu s}[\phi_{\mu}(1)\phi_{\mu}(1)|r_{12}^{-1}|\phi_{\mu}(2)\phi_{\mu}(2)].
\]

(8.45)

We note that unlike \( I_{pqrs} \), evaluation of \( I_{pqrs}^0 \) is linear in terms of number of AO basis function \( N_b \).

### 8.2.4 Composite control-variate stratified sampling

In most applications, matrix elements of a set of molecular orbitals are needed for performing electronic structure calculations. Although in principle the control-variate stratified sampling
method presented above can be applied for evaluation of each matrix element, however, such an approach is computationally inefficient. A more efficient approach is to evaluate the integrals simultaneously for all the matrix elements. We call this approach the composite control-variate stratified sampling (CCSS) and is described as follows.

We start with set of MO indicies for which the integrals are needed to be evaluated,

$$Z = \{(p_1q_1r_1s_1), (p_2q_2r_2s_2), \ldots, \}.$$  

If all the MO integrals are needed, this set will be a set of all symmetry unique indicies. All index combination from $Z$ which are known to be zero because of symmetry arguments are also eliminated from the set. We will use the collective index $K$ to enumerate the individual elements of set $Z$,

$$Z = \{z_K\}.$$  

Because the domain of the integration is identical for all the indicies, all the integrals can be evaluated simultaneously,

$$I_K = \eta^K f_0^K + \int_0^1 dt \left[f^K(t) - \eta^K f_0^K(t)\right].$$  

In terms of segments,

$$I_K = \eta^K f_0^K + \frac{1}{N_{\text{seg}}} \sum_{\alpha} E \left[f^K - \eta^K f_0^K\right].$$  

The expectation value for each segment will be evaluated using $N_{\alpha}^s$ number of sample points whose distribution is defined using the weights obtained in Equation 8.36. However, because each segment is now associated with $N_K$ number of functions, there are $w^K$ weights associated with each segment. In the CCSS method, we renormalize the weights by choosing the maximum weight associated with all the functions for a given segment. Mathematically, this is described by the following equations,

$$x^{\alpha}_{\text{opt}} = \max_K \{w^{\alpha,\text{opt}}_{\alpha,K}\}$$

$$w^{\alpha}_{\text{opt}} = \frac{x^{\alpha}_{\text{opt}}}{\sum_{\beta} x^{\beta}_{\text{opt}}}. $$
8.2.5 Precomputation, run-time computation, and parallelization

In the CCSS method, because the same set of molecular orbitals will be used for calculations of all the integrals in set $Z$, it is computationally efficient to compute them once and use them for all functional evaluations. In a single Monte Carlo step in a given segment, first a random vector $t \in \Omega$ is obtained and all the MOs at $t$ are evaluated and stored in a vector $v$ of size $N_{MO}$. The functions $f^K$ and $f^K_0$ are then built by reading values from vector $v$. These simple steps result in significant savings in computation time because it avoids repeated evaluations of MO values at point $t$ for each function evaluation in set $Z$.

The implementation of the CCSS method requires the determination of two run-time parameters $\eta^K$ and $w^\text{opt}$ defined in Equation 8.40 and Equation 8.50, respectively. Instead of evaluating them for the entire run, these parameters were determined using data from the first 10% of the run and were kept fixed for the remaining 90% of the calculation. As seen from Equation 8.50, the evaluation of the weights for each segment requires information from all the segments. By making these weights constant for the 90% of the run time allows for efficient parallization of the CCSS method by completely decoupling information exchange among the segments. Consequently, this enables Monte Carlo steps for each segment to be performed in parallel. This strategy was found to significantly reduce the computational time of the overall calculation.

8.3 Results

8.3.1 Electron-hole interaction in CdSe quantum dots with dielectric screening

The CCSS method was used for calculating the exciton binding energies in a series of CdSe quantum dots using the electron-hole explicitly-correlated Hartree-Fock (eh-XCHF) method. The eh-XCHF method has been successfully used before [90] for investigation of excitonic interactions in QDs and only a brief summary relevant to the CCSS method is presented here. In the eh-XCHF method, the electronic excitation in the QD is described using the quasiparticle representation. The electron-hole integration is represented using the following effective quasiparticle Hamiltonian,

$$\hat{H}_{\text{eh}} = \sum_{ij} \langle i | -\frac{\hbar^2}{2m_e} \nabla^2 + v_e^\text{ext} | j \rangle e_i^\dagger e_j$$ (8.52)

$$+ \sum_{ij} \langle i | -\frac{\hbar^2}{2m_h} \nabla^2 + v_h^\text{ext} | j \rangle h_i^\dagger h_j$$ (8.53)
where the unprimed and primed indices represent quasielectron and quasihole states, respectively. The attractive electron-hole interaction, \( K^{\text{eh}} \), is the principle component that results in exciton binding and in these calculations, \( K^{\text{eh}} \) was approximated using static dielectric screening developed by Wang and Zunger for CdSe QDs.[341] The electron-hole wave function was represented using the eh-XCHF ansatz which is defined as,

\[
\Psi_{\text{eh-XCHF}} = \hat{G} \Phi^e \Phi^h,
\]

(8.56)

where,

\[
\hat{G} = \sum_{i=1}^{N_e} \sum_{j=1}^{N_h} g(i,j),
\]

(8.57)

and \( g \) is a linear combination of Gaussian-type geminal functions,

\[
g(1,2) = \sum_{k=1}^{N_g} b_k e^{-\gamma \mathbf{r}_{12}^2}.
\]

(8.58)

In the eh-XCHF method the function \( g \) is obtained by the following minimization procedure,

\[
E = \min_g \frac{\langle \Phi^e \Phi^h | \hat{G}^\dagger \hat{H}_{\text{eh}} \hat{G} | \Phi^e \Phi^h \rangle}{\langle \Phi^e \Phi^h | \hat{G}^\dagger \hat{G} | \Phi^e \Phi^h \rangle}.
\]

(8.59)

The exciton binding energy is calculated as the difference between the interaction and non-interacting energies,

\[
E_{\text{EB}} = \langle E_{\text{non-interacting}} \rangle - \langle E_{\text{exciton}} \rangle.
\]

(8.60)

The eh-XCHF formulation requires matrix elements of molecular orbitals involving the Coulomb operator \( r_{12}^{-1} \) and the Gaussian-type geminal function \( g \) and is an ideal candidate to test the CCSS method. In the previous applications of the eh-XCHF method,[90] these integrals were evaluated using analytical geminal integrals. For testing the CCSS implementation, we calculated the exciton binding energies in CdSe clusters and compared with the previously reported[90] exciton binding energies obtained using analytical AO integrals. The results from the CCSS methods are summarized in Figure 8.1. The results show that the exciton binding energies obtained using the CCSS method are in good agreement with the analytical results. We also find that the CCSS are in good agreement with the previously reported exciton binding energies from experimental and theoretical investigations (Figure 8.2).
Figure 8.1: Binding energies in meV of CdSe quantum dots ranging in size from 1 nm to 20 nm in diameter of the XCHF method on the y-axis and this work on the x-axis. The trendline in this graph has a slope of 1.0072.

8.3.2 Excitation energy of CdSe clusters using dynamic screening

The developed CCSS method was applied for the calculation of excitation energy in small CdSe clusters. The electronic excitation was described using electron-hole quasiparticle representation and the electron-electron correlation effect was incorporated using screened electron-hole interaction kernel. In this work, we have used the geminal screened electron-hole interaction kernel which has the following form,

$$K_{eh}(1, 2) = w(1, 2)g(1, 2)(1 - P_{12}),$$

(8.61)

where $w(1, 2)$ is residual electron-electron interaction operator, $g(1, 2)$ is explicitly-correlated Gaussian-type geminal operator, and the $P_{12}$ is the permutation operator (Equation 8.62- Equation 8.63),

$$\sum_{i<j} r_{ij}^{-1} - \sum_i v_{HF}(i) = \sum_{i<j} w(i, j)$$

(8.62)
Table 8.1: Exciton binding energies [meV] for CdSe quantum dots ranging in diameters from 1.24nm to 20nm in size. The standard deviation \( \sigma \) is reported in the last column.

<table>
<thead>
<tr>
<th>CdSe QD Diameter [nm]</th>
<th>CCSS Binding Energy [meV]</th>
<th>( \sigma ) [meV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.24</td>
<td>855</td>
<td>1.24E-03</td>
</tr>
<tr>
<td>1.79</td>
<td>596</td>
<td>2.89E-03</td>
</tr>
<tr>
<td>2.76</td>
<td>388</td>
<td>8.24E-03</td>
</tr>
<tr>
<td>2.98</td>
<td>360</td>
<td>9.66E-03</td>
</tr>
<tr>
<td>3.28</td>
<td>327</td>
<td>1.22E-02</td>
</tr>
<tr>
<td>3.79</td>
<td>284</td>
<td>1.68E-02</td>
</tr>
<tr>
<td>4.80</td>
<td>225</td>
<td>3.19E-02</td>
</tr>
<tr>
<td>6.60</td>
<td>166</td>
<td>7.69E-02</td>
</tr>
<tr>
<td>10.0</td>
<td>110</td>
<td>2.72E-02</td>
</tr>
<tr>
<td>15.0</td>
<td>75.2</td>
<td>1.02E-02</td>
</tr>
<tr>
<td>20.0</td>
<td>57.4</td>
<td>2.64E-02</td>
</tr>
</tbody>
</table>

\[
P_{12}f(1, 2) = f(2, 1). \tag{8.63}
\]

Using diagrammatic perturbation theory, it can be shown that up to first-order in \( g \), the excitation energy is given by the following expression,[11]

\[
\omega = \omega_0 + \langle ia|K_{eh}|ai \rangle, \tag{8.64}
\]

where \( \omega_0 \) is the independent quasiparticle excitation energy and is equal to the energy difference between the quasihole and quasielectron states \( (\omega_0 = \epsilon_a - \epsilon_i) \). The evaluation of the matrix element of \( K_{eh} \) was accomplished using the developed CCSS method. The single-particle states were obtained from Hartree-Fock calculations using LANL2DZ ECP basis. The Gaussian-type geminal function was expanded using three-term expansions and the expansion coefficients are were obtained from literature. The \( b \) and \( \gamma \) used in this work were 0.867863 and 0.010425, respectively, for the binding energy calculation on the Cd\(_{20}\)Se\(_{19}\) quantum dot. Excitation energy in the Cd\(_{20}\)Se\(_{19}\) cluster using the CCSS method was calculated and was found to be \( 3.14 \pm 4 \times 10^{-4} \) eV. This result was found to be in good agreement with the previously published excitation energy of 3.10 eV obtained using pseudopotential+CI calculation. The application of the geminal-screened electron-hole interaction kernel method using analytical geminal AO integrals were computationally prohibitive for this system, however the developed CCSS method allowed us to overcome the computational barrier (948 basis functions) and apply the explicitly-correlated formulation to the calculation of excitation energy for this system.
Figure 8.2: Binding energies in meV of CdSe quantum dots ranging in size from 1 nm to 20 nm in diameter of this work compared with Ellis et al.,[80] Elward et al.,[90] Inamdar et al.,[145] Jasieniak et al.,[151] Muelenberg et al.,[200] and Querner et al.[245] For the CCSS method, red error bars are shown for the exciton binding energy calculations.

8.4 Conclusion

In conclusion, the development and implementation of the CCSS Monte Carlo method was presented. The CCSS method is a numerical integration scheme that uses Monte Carlo approach for calculation of MO integrals. The accuracy of Monte Carlo evaluation of integrals can be systematically improved by reducing the variance of the sample mean. In the CCSS method, we have combined both control-variate and stratified sampling strategies for variance reduction. The main feature of the CCSS method is that it avoids explicit AO-to-MO integral transformation for evaluation of the MO integrals. Consequently, it only requires value of the spatial MO at a given point which is readily obtained from the linear combination of the AOs. The use of stratified sampling in CCSS method is an important feature because the distribution of sampling points for each segment is optimized to minimize the overall variance. Computationally, this results in segments with higher variance are sampled proportionally more than segments with lower variance. Another feature of stratified
sampling is that all instances of the calculated function are used for the estimation of the integral. This should be contrasted with rejection sampling Monte Carlo methods, where not all function evaluations contribute towards the estimation of the integral. This feature of stratified sampling has a direct impact on the efficiency of the overall calculation especially for cases where function evaluation is expensive. In the CCSS method, the variance of the sample mean was further reduced by introducing control-variate in the stratified sampling scheme. The control-variate in this approach plays an identical role as the importance function in Metropolis sampling. In this work, we have derived two different control-variates that are appropriate for MO integrals. The composite aspect of the CCSS method allows for evaluation of multiple MO integrals for the same stratified sampling step. Because the CCSS is a numerical method, it can be readily applied to complex kernels whose analytical integral in AO basis is not known. The developed CCSS method was applied for calculation of electron-hole matrix elements in the electron-hole explicitly correlated Hartree-Fock calculations and in the calculation of geminal-screened electron-hole interaction kernel. These methods were applied for investigation of excitonic properties of quantum dots. In both cases, the CCSS method not only allowed us to avoid the expensive AO-to-MO transformations but also allowed us to avoid calculation of AO integrals with R12 terms.

We believe that the CCSS method will be relevant for large-scale quantum mechanical calculations where AO-to-MO transformation is prohibitively expensive, calculations that are integral-direct where the AO integrals not pre-computed and stored, real-space and grid-based methods, many-body theories that use complex explicitly-correlated 2-electron, 3-electron, and higher n-electron operators for treating electron-electron correlation, and excited state calculations (such as CIS, Tamm-Dancoff, Bethe-Salpeter, GSIK and others) that require a small subset of MO integrals.
Chapter 9

Derivation of time-dependent transition probability for $2e - 2h$ generation from $1e - 1h$ state in the presence of external electromagnetic field

9.1 Introduction

In 1961, Shockley and Queisser found the upper theoretical limit for the efficiency of p-n junction solar energy converters to be about 30%. This is known as the Shockley-Queisser thermodynamic limit. [283] Since then, there have been two main approaches for increasing the efficiency of the solar cell by means of producing multiple photogenerated excitons from a single absorbed photon. The two approaches are multiple exciton generation (MEG) (carrier multiplication (CM)) and singlet fission (SF).

In MEG, the exciton multiplication occurs when the absorbed photon is at least twice the nanocrystal band gap. This has been tested experimentally in semiconductor nanocrystals,[274, 17, 16, 14, 303] quantum dots,[217, 15, 267, 198] quantum wires, and quantum rods.[224, 13] The affect of size, shape, and composition of PbS, PbSe, PbTe nanocrystals has on MEG was studied by Padilha et. al.[225] MEG also has been shown to occur in carbon nanotubes [103] as well as graphene.[197] The generation of multiexcitons has been subject of intense theoretical research.[149] For example, symmetry-adapted configuration interaction method has been used to study the excited states of nanocrystals, such as lead selenide and silicon quantum dots, to determine the energetic threshold of MEG.[148, 3] In addition to energetics requirements, the importance of electron-phonon coupling for multiexciton generation and multiexciton recombination (MER) in semiconductor quantum dots has also been
demonstrated.[142]

The second avenue to generate multiple excitons is singlet fission. In molecular chromophores that have a triplet state energy that is close to 1/2 the energy of the first allowed optical transition (S₁-S₀), exciton multiplication can occur upon photoexcitation to produce two triplet states from the single singlet state.[157, 295] Johnson et. al. showed this using 1,3-Diphenylisobenzofuran as a model chromophore.[156] Thompson et. al. shows the magnetic field dependence of singlet fission in solutions of diphenyl tetracene.[320] Wu et. al. presents that tetracene is the best candidate in silicon solar cells to increase efficiency using SF. They report a quantum efficiency of 127% ± 18%.[348]

In this work, we present a theoretical study of the effect of an external electromagnetic field on the generation of a biexcitonic state from a single excitonic state. The main goal of this work is to present a systematic derivation of the time-dependent transition probability for the (1e−1h) → (2e−2h) process. We consider a general many-electron system in the presence of an external EM field. The system is assumed to be excited at t = 0 and the is propagated in time using field-dependent Hamiltonian. The form of the field-dependent Hamiltonian and the initial conditions are described in section 9.2. The time-propagation of the state vector is performed using time-ordered field-dependent propagator (section 9.3) using time-dependent perturbation theory and the 0th, 1st and 2nd order contributions to the time-dependent transition amplitudes were derived in terms for second-quantized operators (section 9.4). The transition amplitudes were expressed in terms of the time-independent Hugenholtz diagrams[276] (section 9.5) with time-dependent vertex amplitudes. Finally, simplified expressions for calculating time-dependent vertex amplitudes that is amenable to computer implementation were derived (section 9.6). The key results and conclusions from the derivation are summarized in section 9.7.

9.2 System information and definition

We define the reference effective one-particle Hamiltonian as,

\[ h_0 = -\frac{\hbar^2}{2m} \nabla^2 + v_{\text{ext}} + v_{\text{eff}} \]  \hspace{1cm} (9.1)

where \( v_{\text{eff}} \) is the effective one-particle operator and can be approximated using \( v_{\text{HF}}, v_{\text{KS}}, v_{\text{ps}}, \) or \( v_{\text{model}} \). The eigenspectrum of the \( h_0 \) is used for the construction of the creation and annihilation operators

\[ h_0 \chi_p = \epsilon_p \chi_p. \]  \hspace{1cm} (9.2)
The N-electron non-interacting Hamiltonian is defined as,

\[ H_0 = \sum_i \hbar \omega_i. \]  \hspace{1cm} (9.3)

The ground state of \( H_0 \) is defined as the quasiparticle vacuum,

\[ |0\rangle \equiv \Phi_0. \]  \hspace{1cm} (9.4)

The Hamiltonian for the interacting N-electron system is defined as,

\[ H = H_0 + W \]  \hspace{1cm} (9.5)

where \( W \) is the residual electron-electron interaction not included in the one-body operator \( v_{\text{eff}} \)

\[ W = \sum_{i<j} r_{ij}^{-1} - \sum_i v_{\text{eff}}(i). \]  \hspace{1cm} (9.6)

The non-interacting electron-hole wave function is defined using the creation operators for quasi-electrons and quasi-holes

\[ |\Phi_{a_i}\rangle = \{a_i^\dagger \} |0\rangle. \]  \hspace{1cm} (9.7)

The correlated electron-hole wave function is defined using a correlation operator, \( \Omega_n \),

\[ |\Psi\rangle = \Omega_n |\Phi_{a_i}\rangle \]  \hspace{1cm} (9.8)

where \( \Omega_n \) will be defined later.

We are interested in the time-development of the correlated wave function under the influence of an external electromagnetic field. The interaction between the molecule and the EM field is given by the time-dependent interaction operator \( V_F(t) \).[67] The total field dependent Hamiltonian is defined as,

\[ H_F(t) = H_0 + V_F(t). \]  \hspace{1cm} (9.9)

### 9.3 Method for time-propagation

In this work, we will work in the Dirac’s interaction representation. In this representation, the total interaction potential is defined using the following similarity-transformation,

\[ Z^F(t) = e^{iH_0t/\hbar} [V_F(t) + W] e^{-iH_0t/\hbar}. \]  \hspace{1cm} (9.10)
The field-dependent time-development operator, $U_F(t, 0)$, is defined as,

$$U_F(t, 0) = 1 + \sum_{n=1} U_F^{(n)}(t)$$

(9.11)

where $U_F^{(n)}(t)$ is defined as,

$$U_F^{(n)}(t) = C_n \int_0^t dt_1 dt_2 \ldots dt_n \mathcal{T}[Z^F_I(t_1)Z^F_I(t_2) \ldots Z^F_I(t_n)].$$

(9.12)

We assume that the system at $t = 0$ is described by the state vector $\Psi(0) = \Omega_n|\Phi_i^a\rangle$. The time-development of this state vector to time $t$ is given by the following expression,

$$|\Psi_F(t)\rangle = U_F(t, 0)|\Psi(0)\rangle.$$  

(9.13)

The subscript $F$ in the above equation implies that the time-development was performed under the influence of the external field, $V_F$. In this work, we are interested in the 2e-2h generation from 1e-1h excitation.

(Carrier multiplication) $P_{F,X \rightarrow X_2}(t) = |\langle 0|\{k^\dagger j^\dagger bc\}|\Psi_F(t)\rangle|^2.$

(9.14)

For the purpose of this derivation, it is useful to write the transition probability in terms of the transition amplitude $I$ as shown below,

$$P_{F,X \rightarrow X_2}(t_f) = \int_0^{t_f} dt \ [I_F(t)][I_F(t)]^*$$

(9.15)

where,

$$I_F(t) = \langle 0|\{k^\dagger j^\dagger bc\}|\Psi_F(t)\rangle.$$  

(9.16)

In this work, we will use both Wick’s contraction and diagrammatic methods for deriving the expression for the time-dependent transition amplitudes. The first step in this many-step derivation is to write all the relevant quantities as vacuum expectation values. Writing the expression in terms of time-development operator,

$$I_F(t) = \langle 0|\{k^\dagger j^\dagger bc\}U_F(t, 0)\Omega_X\{a^\dagger i\}|0\rangle.$$  

(9.17)

For the $n$th-order term in the time-development operator, we define

$$I_F^{(n)}(t_1, t_2, \ldots, t_n) = \langle 0|\{k^\dagger j^\dagger bc\}\mathcal{T}[Z^F_I(t_1)Z^F_I(t_2) \ldots Z^F_I(t_n)]\Omega_X\{a^\dagger i\}|0\rangle.$$  

(9.18)

Using Wick’s theorem, we conclude the only fully contracted terms will have non-zero contribution to the above expression

$$I_F^{(n)}(t_1, t_2, \ldots, t_n) = \langle 0|\{k^\dagger j^\dagger bc\}\mathcal{T}[Z^F_I(t_1)Z^F_I(t_2) \ldots Z^F_I(t_n)]\Omega_X\{a^\dagger i\}|0\rangle_C.$$  

(9.19)

In this work, we evaluate the above expansion up to second-order using diagrammatic techniques. The explicit expression for $I_F^{(0)}, I_F^{(1)}$ and $I_F^{(2)}$ are presented in Sec. 9.4.1, 9.4.2, and 9.4.3.
9.4 Perturbative treatment of transition amplitudes

9.4.1 0th order contribution

The zeroth order term is field-independent and is given by the expression,

\[ I_F^{(0)} = \langle 0\{k \hat{j}^\dagger bc\} \Omega_X \{a^\dagger i\} |0\rangle_C. \]  

(9.20)

As expected, the above expression is independent of time. The Wick’s contraction required to evaluate this term is denoted by the following expression,

\[ \eta^{(3a)} = \langle 0\{k \hat{j}^\dagger bc\} \Omega_X \{a^\dagger i\} |0\rangle_L. \]  

(9.21)

We note that only connected diagrams contribute to the above expression and this fact is denoted by subscript "L".

9.4.2 1st order contribution

The first-order term is:

\[ I_F^{(1)}(t_1) = \langle 0\{k \hat{j}^\dagger bc\} Z^{(F)}_I(t_1) \Omega_X \{a^\dagger i\} |0\rangle_C. \]  

(9.22)

To evaluate the above expression, we will have to derive the expression of the time-dependent interaction potential, \( Z^{(F)}_I(t_1) \), which is defined as,

\[ Z^{(F)}_I(t) = e^{+iH_0 t/\hbar} [V^{(F)}_F(t) + W] e^{-iH_0 t/\hbar}. \]  

(9.23)

In this derivation, we will split the above expression into 1-body and 2-body terms,

\[ V^{(F)}_I(t) = e^{+iH_0 t/\hbar} V^{(F)}_F(t) e^{-iH_0 t/\hbar} \]  

(9.24)

\[ W^{(F)}_I(t) = e^{+iH_0 t/\hbar} W e^{-iH_0 t/\hbar}. \]  

(9.25)

The 1-body and 2-body time-dependent operators are represented using time-dependent amplitudes,

\[ V^{(F)}_F(t) = \sum_{pq} A_{pq}(t) p^\dagger q \]  

(9.26)

\[ = \sum_{pq} A_{pq}(t) \{p^\dagger q\} + \langle 0|V^{(F)}_F(t)|0 \rangle \]  

(9.27)

\[ = \sum_{pq} A_{pq}(t) \{p^\dagger q\} + \langle 0|V_F(t)|0 \rangle. \]  

(9.28)
Similarly the 2-body term is given as,

$$ W^F_I(t) = \frac{1}{2} \sum_{pqrs} B_{pqrs}(t) p^\dagger q^\dagger sr $$

(9.29)

$$ = \frac{1}{2} \sum_{pqrs} B_{pqrs}(t) \{ p^\dagger q^\dagger sr \} + \sum_{pq} C_{pq}(t) \{ p^\dagger q \} + \langle 0 \vert W^F_I(t) \vert 0 \rangle $$

(9.30)

where,

$$ C_{pq}(t) = \sum_i N \sum_i B_{p+i q}(t) - B_{p+i q}(t). $$

(9.31)

Adding the terms and rewriting them in terms of normal-ordered 2-body, 1-body, and vacuum expectation value terms we get,

$$ Z^F_I(t) = \frac{1}{2} \sum_{pqrs} B_{pqrs}(t) \{ p^\dagger q^\dagger sr \} + \sum_{pq} D_{pq}(t) \{ p^\dagger q \} + \langle 0 \vert Z^F_I(t) \vert 0 \rangle. $$

(9.32)

where,

$$ D(t) = A(t) + C(t) $$

(9.33)

$$ Z^F_I(t) = Z_0(t) + Z_D(t) + Z_B(t). $$

(9.34)

The 1st order probability for generation of 2e-2h from 1e-1h is given by the following expression,

$$ I^{(1)}_F(t) = \langle 0 \vert \{ j^\dagger bc \} [ Z_0 + Z_D + Z_B ] \Omega_X \{ a^\dagger i \} \vert 0 \rangle_C. $$

(9.35)

Summing over

$$ I^{(1)}_F(t) = Z_0(t) I^{(0)} + \sum_{pq} D_{pq}(t) \eta^{(4a)}_{pq} + \sum_{pqrs} B_{pqrs}(t) \eta^{(4b)}_{pqrs} $$

(9.36)

where,

$$ \eta^{(4a)}_{pq} = \langle 0 \vert \{ j^\dagger bc \} \{ p^\dagger q \} \Omega_X \{ a^\dagger i \} \vert 0 \rangle_C $$

(9.37)

$$ \eta^{(4b)}_{pqrs} = \langle 0 \vert \{ j^\dagger bc \} \{ p^\dagger q^\dagger sr \} \Omega_X \{ a^\dagger i \} \vert 0 \rangle_C. $$

(9.38)
9.4.3 2nd order contribution

The second-order term for \((t_1 > t_2)\) is:

\[
I_F^{(2)}(t) = \langle 0 | \{k_j^1 bc \} Z_F^F(t_1) Z_F^F(t_2) \Omega_X \{ a^\dagger i \} | 0 \rangle_C. \tag{9.39}
\]

Substituting,

\[
Z_F^F(t_1) Z_F^F(t_2) = [Z_0(t_1) + Z_D(t_1) + Z_B(t_1)][Z_0(t_2) + Z_D(t_2) + Z_B(t_2)]
\tag{9.40}
\]

Adding and subtracting \(Z_0(t_1)Z_0(t_2)\) in the following expression,

\[
[Z_D(t_1) + Z_B(t_1)] Z_0(t_2) = [Z_0(t_1) + Z_D(t_1) + Z_B(t_1)] Z_0(t_2) - Z_0(t_1)Z_0(t_2). \tag{9.43}
\]

Therefore,

\[
Z_F^F(t_1) Z_F^F(t_2) = Z_0(t_1)[Z_0(t_2) + Z_D(t_2) + Z_B(t_2)]
+ [Z_0(t_1) + Z_D(t_1) + Z_B(t_1)] Z_0(t_2)
+ [Z_D(t_1)Z_D(t_2)] + [Z_B(t_1)Z_B(t_2)]
+ [Z_D(t_1)Z_B(t_2)] + [Z_B(t_1)Z_D(t_2)], \tag{9.44}
\]

We define time-reversed anti-commutation as,

\[
[A(t_1), B(t_2)]_+ = A(t_1)B(t_2) + B(t_1)A(t_2). \tag{9.45}
\]

Using the above equation, the expression for \(I_F^{(2)}(t)\) is given as,

\[
I_F^{(2)}(t_1,t_2) = Z_0(t_1)I_F^{(1)}(t_2) + I_F^{(1)}(t_1)Z_0(t_2) - Z_0(t_1)Z_0(t_2)I^{(0)}
+ \langle 0 | \{k_j^1 bc \} [Z_D(t_1), Z_B(t_2)] \Omega_X \{ a^\dagger i \} | 0 \rangle
+ \langle 0 | \{k_j^1 bc \} [Z_D(t_1)Z_D(t_2)] \Omega_X \{ a^\dagger i \} | 0 \rangle
+ \langle 0 | \{k_j^1 bc \} [Z_B(t_1)Z_B(t_2)] \Omega_X \{ a^\dagger i \} | 0 \rangle. \tag{9.46}
\]
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The evaluation of the terms in Eq. 9.46 are given by,

\[ \langle 0 \{| k^\dagger b \rangle [Z_D(t_1)Z_D(t_2)]\Omega_X \{ a^\dagger i \}|0 \rangle = \sum_{pq} \sum_{rs} D_{pq}(t_1)D_{rs}(t_2)\eta^{(5a)}_{pqrs} \] (9.47)

\[ \langle 0 \{| k^\dagger b \rangle [Z_D(t_1), Z_B(t_2)]_+ \Omega_X \{ a^\dagger i \}|0 \rangle = \sum_{pqrs} G_{pqrsxy}(t_1, t_2)\eta^{(5b)}_{pqrsxy} \] (9.48)

\[ \langle 0 \{| k^\dagger b \rangle [Z_B(t_1)Z_B(t_2)]\Omega_X \{ a^\dagger i \}|0 \rangle = \sum_{pqrs} \sum_{tuvw} B_{pqrs}(t_1)B_{tuvw}(t_2)\eta^{(5c)}_{pqrsstuw} \] (9.49)

where the time-independent components are given as,

\[ \eta^{(5a)}_{pqrs} = \langle 0 \{| k^\dagger b \rangle \{ p^\dagger q \} \{ r^\dagger s \})\Omega_X \{ a^\dagger i \}|0 \rangle_C \] (9.50)

\[ \eta^{(5b)}_{pqrsxy} = \langle 0 \{| k^\dagger b \rangle \{ p^\dagger q^\dagger sr \} \{ x^\dagger y \})\Omega_X \{ a^\dagger i \}|0 \rangle_C \] (9.51)

\[ \eta^{(5c)}_{pqrsstuw} = \langle 0 \{| k^\dagger b \rangle \{ p^\dagger q^\dagger sr \} \{ t^\dagger u^\dagger vw \})\Omega_X \{ a^\dagger i \}|0 \rangle_C \] (9.52)

and

\[ G_{pqrsxy}(t_1, t_2) = B_{pqrs}(t_1)D_{xy}(t_2) + D_{xy}(t_1)B_{pqrs}(t_2). \] (9.53)

\[ I_F^{(2)}(t_1t_2) = Z_0(t_1)I_F^{(1)}(t_2) + I_F^{(1)}(t_1)Z_0(t_2) - Z_0(t_1)Z_0(t_2)I_F^{(0)} \]
\[ + \sum_{pqrs} D_{pq}(t_1)D_{rs}(t_2)\eta^{(5a)}_{pqrs} \]
\[ + \sum_{pqrsxy} G_{pqrsxy}(t_1, t_2)\eta^{(5b)}_{pqrsxy} \]
\[ + \sum_{pqrsstuw} B_{pqrs}(t_1)B_{tuvw}(t_2)\eta^{(5c)}_{pqrsstuw}. \] (9.54)

### 9.5 Diagrammatic evaluation of Wick’s contraction

In this section, we derive the expressions for the \( \eta \) terms that are needed to evaluate the expression. The 3-vertex terms \( \eta^{(3a)} \) are given by the set of diagrams presented in Figure 9.1. We note that only linked-diagrams have non-zero contribution to \( \eta^{(3a)} \). The expression for \( \eta^{(4)} \) can be expressed as a sum of both linked and unlinked diagrams. However, it can be shown that all unlinked diagrams have zero contribution. Analysis of the unlinked diagrams reveal that the unlinked diagrams contain the following expressions,

\[ \langle 0 \{| k^\dagger j^\dagger bc \} \{ a^\dagger i \}|0 \rangle \langle 0 |Z_DB\Omega|0 \rangle = 0. \] (9.55)
Figure 9.1: 3-vertex diagrams.

Figure 9.2: Part A: 4-vertex diagrams.
Figure 9.3: Part B: 4-vertex diagrams.
The set of linked diagrams for $\eta^{(4a)}$ and $\eta^{(4b)}$ are presented in Fig. 9.2 and Fig. 9.3.

The evaluation of the $\eta^{(5)}$ expressions require both linked and unlinked diagrams. In many cases, the unlinked 5-vertex diagrams can be expressed in terms of the 3-vertex and 4-vertex diagrams derived earlier. In case of $\eta^{(5a)}$, this diagrammatic factorization is expressed as,

$$\eta^{(5a)}_{pqrs} = \eta^{(2a)}_{pqrs} \eta^{(3a)} + \eta^{(5aL)}_{pqrs}$$  \hspace{1cm} (9.56)

where $\eta^{(2a)}$ is the vacuum bubble

$$\eta^{(2a)}_{pqrs} = \langle 0|\{p^\dagger q\}\{r^\dagger s\}|0 \rangle$$  \hspace{1cm} (9.57)

and $\eta^{(5aL)}_{pqrs}$ are set of all linked diagrams and the superscript $L$ is used to represent it. Using Wick’s theorem,

$$\{p^\dagger q\}\{r^\dagger s\} = \{p^\dagger qr^\dagger s\} + \delta_{qr}\{p^\dagger s\} - \delta_{ps}\{r^\dagger q\} + \delta_{ps}\delta_{qr}.$$  \hspace{1cm} (9.58)

Therefore,

$$\eta^{(5aL)}_{pqrs} = \eta^{(4b)}_{pqrs} + \delta_{qr}\eta^{(4a)}_{ps} - \delta_{ps}\eta^{(4a)}_{rq} + \delta_{ps}\delta_{qr}\eta^{(3a)}.$$  \hspace{1cm} (9.59)

Similarly, the diagrams associated with $\eta^{(5b)}$ can be factored as,

$$\eta^{(5b)}_{pqrs} = \eta^{(1a)}_{xyz} \eta^{(4b)}_{pqrs} + \eta^{(1b)}_{xyz} \eta^{(4a)}_{pqrs} + \eta^{(1a)}_{xyz} \eta^{(1b)}_{pqrs} \eta^{(3a)} + \eta^{(5bL)}_{pqrs}$$  \hspace{1cm} (9.60)

$$\eta^{(5c)}_{pqrstuvw} = \eta^{(1b)}_{tuvw} \eta^{(4b)}_{pqrs} + \eta^{(1b)}_{tuvw} \eta^{(4a)}_{pqrs} + \eta^{(1b)}_{tuvw} \eta^{(1b)}_{pqrs} \eta^{(3a)} + \eta^{(5cL)}_{pqrstuvw}$$  \hspace{1cm} (9.61)

where,

$$\eta^{(1a)}_{pq} = \langle 0|\{p^\dagger q\}|0 \rangle$$  \hspace{1cm} (9.62)

$$\eta^{(1a)}_{pqrs} = \langle 0|\{p^\dagger qr^\dagger s\}|0 \rangle.$$  \hspace{1cm} (9.63)

In this work, we introduce a renormalization scheme where all linked 5-vertex diagrams are represented as 1-loop and 2-loop renormalized 3-vertex and 4-vertex diagrams. Using this approach, diagrams associated with $\eta^{(5aL)}_{pqrs}$ and $\eta^{(5bL)}_{pqrs}$ are presented in Fig. 9.4 and Fig. 9.5, respectively.

### 9.6 Evaluation of time-dependent vertex amplitudes

#### 9.6.1 Evaluation of time-dependent amplitudes associated with bare 1-body vertex

In this section, we will evaluate the expression of the time-dependent amplitude $A_{pq}(t)$ associated with the bare 1-body vertex. The equation that defines this amplitude is given
Figure 9.4: 1-loop renormalized 4-vertex diagrams.
Figure 9.5: 2-loop renormalized 4-vertex diagrams.
by the following equation,

\[ e^{iH_0 t/\hbar} V_F(t) e^{-iH_0 t/\hbar} = \sum_{pq} A_{pq}(t) p_q^\dagger q. \]  

(9.64)

We will start by writing the second-quantized (SQ) representation of the \( V_F(t) \) operator

\[ V_F(t) = \sum_{pq} v_{pq}^F(t) p_q^\dagger q. \]  

(9.65)

Since \( v_{pq}^F(t) \) is just a number, we are interested in evaluating the SQ operator

\[ e^{iH_0 t/\hbar} p_q^\dagger q e^{-iH_0 t/\hbar}. \]  

(9.66)

The time-dependent creation and annihilation operators are defined as,

\[ p_q^\dagger(t) = e^{iH_0 t/\hbar} p_q^\dagger e^{-iH_0 t/\hbar} \]  

(9.67)

\[ q(t) = e^{iH_0 t/\hbar} q e^{-iH_0 t/\hbar}. \]  

(9.68)

Using BCH expansion,

\[ q(t) = q + \frac{it}{\hbar} [q, H_0] + \frac{1}{2!} \left( \frac{it}{\hbar} \right)^2 [ [q, H_0], H_0 ] + \ldots \]  

(9.69)

Using the results from Eq. (D.15), derived in Appendix D.1,

\[ [p, q^\dagger r] = \delta_{pq} r. \]  

(9.70)

Therefore,

\[ [q, H_0] = \sum_{p_1 q_1} h_{p_1 q_1} [q, p_1^\dagger, q_1] \]  

(9.71)

\[ = \sum_{p_1 q_1} h_{p_1 q_1} \delta_{p_1 q_1} q_1 \]  

(9.72)

\[ = \sum_{q_1} h_{q q_1} q_1. \]  

(9.73)

Hence, we have the general result,

\[ [q, H_0] = \sum_{q_1} h_{q q_1} q_1. \]  

(9.74)

Similarly,

\[ [[q, H_0], H_0] = \sum_{q_1} h_{q q_1} [q_1, H_0] \]  

(9.75)
\[
\sum_{q_{1},q_{2}} h_{qq_{1}} h_{q_{1}q_{2}} = \left[ h h \right]_{qq_{2}} = \left[ h^{2} \right]_{qq_{2}}
\]

(9.76)

We note that the above expression can be written in terms of the matrix product

\[
\sum_{q_{1}} h_{qq_{1}} h_{q_{1}q_{2}} = \left[ h h \right]_{qq_{2}} = \left[ h^{2} \right]_{qq_{2}}
\]

(9.77)

Therefore, for m-terms expansion,

\[
[[q, H_{0}], \ldots, m\text{-terms}, H_{0}] = \sum_{q_{1},q_{2},\ldots,q_{m}} h_{qq_{1}} h_{q_{1}q_{2}} h_{q_{2}q_{3}} \ldots h_{q_{m-1}q_{m}} q_{m} = \sum_{q_{m}} \left[ h^{m} \right]_{qq_{2}} q_{m}.
\]

(9.78)

Since \( q_{m} \) is just a summation index, we can rewrite the expression as,

\[
[[q, H_{0}], \ldots, m\text{-terms}, H_{0}] = \sum_{q_{1}} \left[ h^{m} \right]_{qq_{1}} q_{1}.
\]

(9.80)

Substituting the above expression in the BCH expansion,

\[
q(t) = q + \frac{it}{\hbar} \sum_{q_{1}} h_{qq_{1}} q_{1} + \frac{1}{2!} \left( \frac{it}{\hbar} \right)^{2} \sum_{q_{1}} \left[ h^{2} \right]_{qq_{1}} q_{1} + \frac{1}{k!} \left( \frac{it}{\hbar} \right)^{k} \sum_{q_{1}} \left[ h^{k} \right]_{qq_{1}} q_{1} \ldots
\]

(9.81)

Combining all the h-terms

\[
q(t) = q + \sum_{q_{1}} \left[ \delta_{qq_{1}} + \frac{it}{\hbar} h_{qq_{1}} q_{1} + \frac{1}{2!} \left( \frac{it}{\hbar} \right)^{2} \left[ h^{2} \right]_{qq_{1}} q_{1} + \frac{1}{k!} \left( \frac{it}{\hbar} \right)^{k} \left[ h^{k} \right]_{qq_{1}} q_{1} \ldots \right] q_{1}.
\]

(9.82)

Expressing the first term \( q \) in terms of \( q_{1} \) using Kronecker delta,

\[
q = \sum_{q_{1}} \delta_{qq_{1}} q_{1}
\]

(9.83)

we get,

\[
q(t) = \sum_{q_{1}} \left[ \delta_{qq_{1}} + \frac{it}{\hbar} h_{qq_{1}} q_{1} + \frac{1}{2!} \left( \frac{it}{\hbar} \right)^{2} \left[ h^{2} \right]_{qq_{1}} q_{1} + \frac{1}{k!} \left( \frac{it}{\hbar} \right)^{k} \left[ h^{k} \right]_{qq_{1}} q_{1} \ldots \right] q_{1}.
\]

(9.84)

We recognize that the \( \delta \) in the above expression is the element of the identity matrix \( I \).

\[
q(t) = \sum_{q_{1}} \left[ I_{qq_{1}} + \frac{it}{\hbar} h_{qq_{1}} q_{1} + \frac{1}{2!} \left( \frac{it}{\hbar} \right)^{2} \left[ h^{2} \right]_{qq_{1}} q_{1} + \frac{1}{k!} \left( \frac{it}{\hbar} \right)^{k} \left[ h^{k} \right]_{qq_{1}} q_{1} \ldots \right] q_{1}.
\]

(9.85)

We define matrix \( \tilde{h}(t) \) as,

\[
\tilde{h}_{A}(t) = \frac{it}{\hbar} h.
\]

(9.86)
The subscript $A$ is to remind us that it is an anti-hermitian matrix

$$\tilde{h}_A(t) = -\tilde{h}_A(t).$$  \hfill (9.87)

Using the above definition, the sum in the square brackets can be written in terms of matrix exponentiation,

$$\sum_{k=0}^{\infty} \frac{1}{k!} \tilde{h}_A^k(t) = e^{\tilde{h}_A(t)}$$  \hfill (9.88)

where,

$$\tilde{h}_A^0 = I$$  \hfill (9.89)

and $I$ is identity matrix (and not scalar 1). Therefore, the time-development of $q$ is given by,

$$q(t) = \sum_{q_1} [e^{\tilde{h}_A(t)}]_{qq_1} q_1.$$  \hfill (9.90)

Similarly, the time-development of $p^\dagger$ is given by,

$$p^\dagger(t) = \sum_{p_1} [e^{-\tilde{h}_A(t)}]_{pp_1} p_1^\dagger.$$  \hfill (9.91)

Therefore,

$$e^{+iH_0 t/\hbar} V_F(t) e^{-iH_0 t/\hbar} = \sum_{pq} v_{pq}^F(t) p^\dagger(t) q(t)$$

$$= \sum_{pq} v_{pq}^F(t) [e^{-\tilde{h}_A(t)}]_{pq_1} [e^{\tilde{h}_A(t)}]_{qq_1} p_1^\dagger q_1.$$  \hfill (9.92)

Using

$$[e^{-\tilde{h}_A(t)}]^\dagger = e^{+\tilde{h}_A(t)}$$  \hfill (9.93)

$$e^{+iH_0 t/\hbar} V_F(t) e^{-iH_0 t/\hbar} = \sum_{pq} v_{pq}^F(t) [e^{+\tilde{h}_A(t)}]_{pq_1} [e^{-\tilde{h}_A(t)}]_{qp_1} p_1^\dagger q_1.$$  \hfill (9.94)

which is equal to,

$$e^{+iH_0 t/\hbar} V_F(t) e^{-iH_0 t/\hbar} = \sum_{p_1} [e^{+\tilde{h}_A(t)}]_{p_1q_1} [e^{-\tilde{h}_A(t)}]_{qq_1} p_1^\dagger q_1.$$  \hfill (9.95)

Comparing to Eq. 9.64, we get the expression for the $A$ amplitudes

$$A(t) = e^{+(it/\hbar)} v_F(t) e^{-(it/\hbar)}.$$  \hfill (9.96)
9.6.2 Evaluation of time-dependent amplitudes associated with bare 2-body vertex

In this section, we will evaluate the expression of the time-dependent amplitude $B_{pq}(t)$ associated with the bare 2-body vertex. The equation that defines this amplitude is given by the following equation,

$$e^{+iH_0 t/\hbar}W e^{-iH_0 t/\hbar} = \sum_{pqrs} B_{pqrs}(t)p^\dagger q^\dagger sr$$

(9.98)

where the 2-body operator is defined as,

$$W = \sum_{pqrs} W_{pqrs} p^\dagger q^\dagger sr.$$  

(9.99)

Using the insertion of identity method used in the previous section, we express the above equation in terms of time-dependent SQ operators

$$e^{+iH_0 t/\hbar}W e^{-iH_0 t/\hbar} = \sum_{pqrs} W_{pqrs} p^\dagger(t) q^\dagger(t) s(t) r(t).$$  

(9.100)

Substituting the previously derived expression for time-dependent SQ

$$p^\dagger(t) = \sum_{p_1} [e^{-i(t/\hbar)\hbar}]_{p_1 p} p^\dagger_1 = \sum_{p_1} [e^{+i(t/\hbar)\hbar}]_{p_1 p} p^\dagger_1$$

(9.101)

$$s(t) = \sum_{s_1} [e^{+i(t/\hbar)\hbar}]_{s s_1} s_1 = \sum_{s_1} [e^{-i(t/\hbar)\hbar}]_{s_1 s} s_1$$

(9.102)

we get,

$$e^{+iH_0 t/\hbar}W e^{-iH_0 t/\hbar} = \sum_{pqrs} W_{pqrs} p^\dagger(t) q^\dagger(t) s(t) r(t)$$

(9.103)

$$= \sum_{p_1 q_1 r_1 s_1 p q r s} [e^{+i(t/\hbar)\hbar}]_{p_1 p} [e^{+i(t/\hbar)\hbar}]_{q_1 q}$$

(9.104)

$$\times W_{pqrs} [e^{-(i(t/\hbar)\hbar})]_{r_1 r} [e^{-(i(t/\hbar)\hbar})]_{s_1 s}$$

$$\times p^\dagger_1 q^\dagger_1 s_1 r_1.$$  

The above relationship implies the following expression for the $B$,

$$B_{p_1 q_1 r_1 s_1} = \sum_{p q r s} [e^{+i(t/\hbar)\hbar}]_{p_1 p} [e^{+i(t/\hbar)\hbar}]_{q_1 q} W_{pqrs} [e^{-(i(t/\hbar)\hbar})]_{r_1 r} [e^{-(i(t/\hbar)\hbar})]_{s_1 s}.$$  

(9.105)
9.7 Results and conclusion

The main result from this work is the explicit expressions for the time-dependent transition amplitudes for generation of 2e-2h pair from 1e-1h pair for excited states propagating in time under the influence of external electromagnetic field. Up to second-order the time-dependent transition amplitude is given by the following expression,

\[ I_F(t_f) = I_F^{(0)}(t_f) + \int_0^{t_f} dt_1 I_F^{(1)}(t_1) + \int_0^{t_f} dt_1 \int_0^{t_1} dt_2 I_F^{(2)}(t_1, t_2). \]  

(9.106)

Because of the complexity of the equation, a brute-force approach for the calculation of this expression is computationally prohibitive. In this work, we showed that the expressions for \( I_F^{(n)} \) can be separated into a time-dependent component and time-independent components. We have derived the expression for the time-dependent components and we show that these quantities can be expressed in terms standard matrix-matrix tensor-tensor contraction terms. The extraction of the time-independent components from the time-propagation equation presents a significant computational advantage because the time-independent component can be evaluated at the start of the calculation and can be reused during the course of the time-dependent calculation. This strategy dramatically reduces the computational complexity of for performing such calculations. We have also presented the explicit results from the calculation of the time-dependent quantities (denoted by \( \eta \)) in terms of the diagrammatic representation.

One of the key results from this work is the general treatment of electron correlation in the derived result. The inclusion of electron-electron correlation for the excited state is done by the operator \( \Omega \) in Eq. 9.8. In the derivation presented here, we have not imposed any specific form for the electron-correlation operator. As a consequence, the set of diagrams presented in Fig. 9.2 and 9.3, is the complete set of diagrams associated any form of \( \Omega \). If \( \Omega \) is chosen to be an N-body operator like the full-CI or coupled-cluster wave functions, all the diagrams presented in Fig. 9.4 and 9.5 will contribute to the transition amplitudes. However, if \( \Omega \) is chosen to be a 2-body operator only a subset of those diagrams will contribute.

The complexity and computational cost of the evaluation of the diagrams increase with increasing number of vertices. Out of the 3-vertex, 4-vertex, and 5-vertex diagrams, the 5-vertex diagrams are most expensive to calculate. In this derivation, we have shown that a subset of the 5-vertex diagrams can be factored into pre-existing 3- and 4-vertex diagrams. We also present a renormalization scheme for the 5-vertex diagrams by expressing them as 1-loop and 2-loop contracted effective 4-vertex diagrams. The renormalization method and the factorization of diagrams utilizes reusability of pre-computed results and contributes in reducing the overall cost of the calculations. We envision that the developed method can be
used for the investigation of time-dependent carrier multiplicity in both semiconductor and organic photoactive systems.
Chapter 10

Conclusions and future work

In this work, 5 methods were presented. In chapter 5, the projected congruent transformed Hamiltonian (PCTH) method was presented with partial infinite order diagrammatic summation (PIOS). In this work we project the CTH onto a finite basis and then we identify a subset of diagrams that we can sum to infinite order. Proof-of-concept calculations are performed on 10-electron systems. In chapter 6, the geminal screening method is presented in which we use the geminal operator to project out noncontributing terms in the configuration interaction expansion without performing a diagonalization step. We use the two-body geminal operator for \textit{a priori} identification of terms in the CI energy expression that are negligible by using diagrammatic factorization approach. Test calculations are performed on a series of 10-electron systems. In chapter 7, we present the geminal-screened electron-hole interaction kernel (GSIK) approach for the determination of excitation energies and exciton binding energies in \( \text{H}_2\text{O}, \text{Cd}_6\text{Se}_6 \), and \( \text{Cd}_{20}\text{Se}_{19} \). In this approach we write the expression for the electron-hole interaction kernel using only linked diagrams and without using unoccupied states. From this derivation we can conclude and confirm that we cannot have electron-hole interaction without electron correlation. In chapter 8, the composite control-variate stratified sampling (CCSS) method is presented. In this method stratified sampling Monte Carlo is used to evaluate MO integrals without explicit AO-to-MO integral transformation which always proves to be a bottleneck to performing calculations on large systems. Exciton binding energies are calculated on CdSe clusters ranging in size between 1 nm to 20 nm. And finally in chapter 9 exciton dynamics are studied by deriving the expressions using diagrammatic notation for the transition probabilities for the generation of 2e-2h from 1e-1h in an external electromagnetic field. In this work, we show that the time-dependent transition amplitude can be separated into time-dependent and time-independent components. The time-independent components can be calculated at the start of the calculation and reused during the course of the time-dependent calculation.
Diagrammatic notation is a widespread tool that is used in the work presented here. It is extremely useful for derivations as well as for interpretation of essential physics in the methods presented. Second quantization is presented in chapter 3 which is essential to understanding diagrammatic notation which is presented in chapter 4. Chapter 2 provides some background information for quantum mechanics.

The future direction of these projects is to use the GSIK method combined with the CCSS method which is the main workhorse for the computation of molecular integrals for big systems such as CdSe, PbSe, and Ag clusters. GSIK will allow us to add correlation to the MO integrals so we can calculate properties such as binding energies on system sizes that have not been done yet. We combine these two methods with CUDA which is a parallel computing platform. We also continue to study the diagrams in the GSIK method and extract out more essential physics to find more diagrams that contribute more the electron-hole interaction kernel.

We are also interested in the continued analysis of the diagrams presented in this work. For the PCTH-PIOS project, we are interested in the summation of more diagrams up to infinite order. Previously, we could only sum the two-body diagrams to infinite order, however, with the CCSS engine, we will now be able to include higher order diagrams such as the 3- and 4-body diagrams in the summation to infinite order. Also, we are working on a theory which will be able to solve the whole CTH expression with an explicitly correlated density matrix (XCDM) ansatz. The CCSS technology will allow us to solve the integrals associated with this theory. The CCSS method provides us with a lot of interesting applications moving forward with its ability to solve large integrals.
Appendix A

GSIK algebraic derivation

In this appendix, we present the derivation of the electron-hole interaction kernel using algebraic representation.

A.0.1 Evaluation of $\langle 0|WG_0|0 \rangle_{\text{FC}}$

To start, we write $WG_0$ (Equation 7.44) in second-quantized representation,

$$WG_0 = \sum_{p_1q_1p_2q_2} \langle p_1p_2|\kappa_2^0|q_1q_2 \rangle p_1^\dagger p_2^\dagger q_2q_1$$

(A.1)

$$+ \sum_{p_1q_1p_2q_2p_3q_3} \langle p_1p_2p_3|\kappa_3^0|q_1q_2q_3 \rangle p_1^\dagger p_2^\dagger p_3^\dagger q_3q_2q_1$$

$$+ \sum_{p_1q_1p_2q_2p_3q_3p_4q_4} \langle p_1p_2p_3p_4|\kappa_4^0|q_1q_2q_3q_4 \rangle p_1^\dagger p_2^\dagger p_3^\dagger p_4^\dagger q_4q_3q_2q_1,$$

Using Equation 7.33 and Equation A.1,

$$\langle 0|WG_0|0 \rangle_{\text{FC}} = \frac{1}{2!} \sum_{p_1q_1p_2q_2} \langle p_1p_2|\kappa_2^0|q_1q_2 \rangle \langle 0|p_1^\dagger p_2^\dagger q_2q_1|0 \rangle_{\text{FC}}$$

(A.2)

$$+ \frac{1}{3!} \sum_{p_1q_1p_2q_2p_3q_3} \langle p_1p_2p_3|\kappa_3^0|q_1q_2q_3 \rangle \langle 0|p_1^\dagger p_2^\dagger p_3^\dagger q_3q_2q_1|0 \rangle_{\text{FC}}$$

$$+ \frac{1}{4!} \sum_{p_1q_1p_2q_2p_3q_3p_4q_4} \langle p_1p_2p_3p_4|\kappa_4^0|q_1q_2q_3q_4 \rangle \langle 0|p_1^\dagger p_2^\dagger p_3^\dagger p_4^\dagger q_4q_3q_2q_1|0 \rangle_{\text{FC}},$$

where the subscript “FC” implies that only fully-contracted terms are evaluated. Inspection of the expressions show that the only non-zero terms in the above expressions must involve only occupied state indices. Including all possible non-zero contractions gives us the following expression,

$$\langle 0|WG_0|0 \rangle_{\text{FC}} =$$

(A.3)
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\[
\frac{1}{2!} \sum_{i_1i_2} \langle i_1i_2|\kappa_2^0|i_1i_2\rangle_A + \frac{1}{3!} \sum_{i_1i_2i_3} \langle i_1i_2i_3|\kappa_3^0|i_1i_2i_3\rangle_A + \frac{1}{4!} \sum_{i_1i_2i_3i_4} \langle i_1i_2i_3i_4|\kappa_4^0|i_1i_2i_3i_4\rangle_A, \tag{A.4}
\]

where subscript “A” in \(\langle \ldots \rangle_A\) implies anti-symmetrized matrix element. Comparing to diagrammatic representation, the above expression corresponds to the following closed-loop diagrams,

\[
\langle 0|WG_0|0\rangle_{FC} = D_1 + D_2 + D_3. \tag{A.5}
\]

### A.0.2 Evaluation of \(\langle 0|\{i^\dagger a\}WG_X\{a^\dagger i\}|0\rangle_{FC}\)

\(WG_X\) (Equation 7.35) in second-quantized representation is written as,

\[
WG_X = \frac{1}{2!} \sum_{p_1q_1p_2q_2} \langle p_1p_2|\kappa_2^X|q_1q_2\rangle p_1^\dagger p_2^\dagger q_2 q_1 \tag{A.6}
\]

\[
+ \frac{1}{3!} \sum_{p_1q_1p_2q_2p_3q_3} \langle p_1p_2p_3|\kappa_3^X|q_1q_2q_3\rangle p_1^\dagger p_2^\dagger p_3^\dagger q_3 q_2 q_1
\]

\[
+ \frac{1}{4!} \sum_{p_1q_1p_2q_2p_3q_3q_4} \langle p_1p_2p_3p_4|\kappa_4^X|q_1q_2q_3q_4\rangle p_1^\dagger p_2^\dagger p_3^\dagger p_4^\dagger q_4 q_3 q_2 q_1.
\]

Using Equation 7.33 and Equation A.6 we get the following expression,

\[
\langle 0|\{i^\dagger a\}WG_X\{a^\dagger i\}|0\rangle_{FC} = \tag{A.7}
\]

\[
\sum_{p_1q_1p_2q_2} \langle p_1p_2|\kappa_2^X|q_1q_2\rangle \langle 0|\{i^\dagger a\}p_1^\dagger p_2^\dagger q_2 q_1 \{a^\dagger i\}|0\rangle_{FC} \tag{A.8}
\]

\[
+ \sum_{p_1q_1p_2q_2p_3q_3} \langle p_1p_2p_3|\kappa_3^X|q_1q_2q_3\rangle \langle 0|\{i^\dagger a\}p_1^\dagger p_2^\dagger p_3^\dagger q_3 q_2 q_1 \{a^\dagger i\}|0\rangle_{FC}
\]

\[
+ \sum_{p_1q_1p_2q_2p_3q_3q_4} \langle p_1p_2p_3p_4|\kappa_4^X|q_1q_2q_3q_4\rangle \langle 0|\{i^\dagger a\}p_1^\dagger p_2^\dagger p_3^\dagger p_4^\dagger q_4 q_3 q_2 q_1 \{a^\dagger i\}|0\rangle_{FC}.
\]

To analyze the various resulting contracted terms, we introduce the following shorthand notation,

\[
A = \{i^\dagger a\} \tag{A.9}
\]

\[
B = (p_1^\dagger p_2^\dagger \ldots) \tag{A.10}
\]

\[
C = (\ldots q_2 q_1) \tag{A.11}
\]

\[
D = \{a^\dagger i\}. \tag{A.12}
\]

Using the above notation, the operator strings can be compactly expressed as,

\[
\langle 0|\{i^\dagger a\}p_1^\dagger p_2^\dagger q_2 q_1 \{a^\dagger i\}|0\rangle_{FC} = \langle 0|AB_2C_2D|0\rangle_{FC} \tag{A.13}
\]
\(|\{i^\dagger a\}p_1^\dagger p_2^\dagger p_3^\dagger q_3 q_2 q_1\{a^\dagger i\}|0\rangle_{\text{FC}} = \langle 0|AB_3 C_3 D|0\rangle_{\text{FC}} \quad (A.14)
\langle 0\{i^\dagger a\}p_1^\dagger p_2^\dagger p_3^\dagger p_4^\dagger q_4 q_3 q_2 q_1\{a^\dagger i\}|0\rangle_{\text{FC}} = \langle 0|AB_4 C_4 D|0\rangle_{\text{FC}}. \quad (A.15)

We note that in all cases, the set of fully contracted terms can be factored in the following two non-overlapping subsets,

\(ABCD = ABCD + ABCD. \quad (A.16)\)

The first term in (A.16) represent pair-wise contraction of only the excitation operators \(A\) and \(D\) where as the second term represent terms that involve all the operators. Substituting in earlier expression, we get,

\(\langle 0|ABCD|0\rangle_{\text{FC}} = \langle 0|AB_2 C_2 D + AB_3 C_3 D + AB_4 C_4 D|0\rangle_{\text{FC}} + \langle 0|AB_2 C_2 D + AB_3 C_3 D + AB_4 C_4 D|0\rangle_{\text{FC}}. \quad (A.17)\)

The above expression can be simplified by noting that the contraction involving the excitation operators contributes ”1” to the total expression,

\(AD = \delta_{ii}\delta_{aa} = 1. \quad (A.18)\)

The remaining contractions, link all the four different types of operators, and are collectively referred to as the linked-terms. This implies the following simplification,

\(\langle 0|ABCD|0\rangle_{\text{FC}} = \langle 0|BC|0\rangle_{\text{FC}} + \langle 0|ABCD|0\rangle_{\text{L}}. \quad (A.19)\)

where subscript “L” implies only linked fully-contracted terms. Because, \(\langle 0|BC|0\rangle_{\text{FC}}\) does not contain any terms from excitation operators, it is similar to the expression of \(\langle 0|WG|0\rangle\) derived earlier. Consequently, we can write the expression for \(\langle 0\{i^\dagger a\}WG_n\{a^\dagger i\}|0\rangle_{\text{FC}}\) as,

\(\langle 0\{i^\dagger a\}WG_n\{a^\dagger i\}|0\rangle_{\text{FC}} = \langle 0|WG_n|0\rangle_{\text{FC}} + \langle 0|\{i^\dagger a\}WG_n\{a^\dagger i\}|0\rangle_{\text{L}}. \quad (A.20)\)

Comparing to the diagrammatic representation, the fully-contracted terms can be compactly represented as,

\(\langle 0\{i^\dagger a\}WG_n\{a^\dagger i\}|0\rangle_{\text{FC}} = D_4 + \cdots + D_{18}. \quad (A.21)\)
Appendix B

$b$ and $\gamma$ values for the GSIK method

The $b$ and $\gamma$ values used in this work are presented in Table B.1.

Table B.1: The $b$ and $\gamma$ values (in atomic units) used in GSIK method. The form of the correlation operator used in this work is of similar form to the ground state correlation operator presented in earlier work.[12]

<table>
<thead>
<tr>
<th>System</th>
<th>$b$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{O}$</td>
<td>0.186766</td>
<td>0.557658</td>
</tr>
<tr>
<td>Cd$_6$Se$_6$</td>
<td>0.128975</td>
<td>0.052184</td>
</tr>
<tr>
<td>Cd$<em>{20}$Se$</em>{19}$</td>
<td>0.867863</td>
<td>0.010425</td>
</tr>
</tbody>
</table>
Appendix C

Expectation value and variance

We define a set of values $X$, 

$$X = \{x_1, x_2, \ldots, x_N\}. \quad (C.1)$$

The expectation value on set $X$ is defined by the following operation,

$$E[X] = \frac{1}{N} \sum_{i} x_i. \quad (C.2)$$

We also define the following common notations,

$$aX \equiv \{ax_1, ax_2, \ldots, ax_N\} \quad (C.3)$$
$$X + Y \equiv \{x_1 + y_1, x_2 + y_2, \ldots, x_N + y_N\} \quad (C.4)$$
$$XY \equiv \{x_1y_1, x_2y_2, \ldots, x_Ny_N\}. \quad (C.5)$$

Using this we can now write the following properties of $E$,

$$E[aX] = aE[X] \quad (C.6)$$
$$E[X + Y] = E[X] + E[Y]. \quad (C.7)$$

These two properties can be combined into a single relationship,

$$E[\sum_{\alpha} a_{\alpha}X_{\alpha}] = \sum_{\alpha} a_{\alpha}E[X_{\alpha}]. \quad (C.8)$$

The variance is defined as,

$$\mathbb{V}[X] = E[X^2] - E[X]^2. \quad (C.9)$$

Analogously, the covariance is defined as,

$$C[X, Y] = E[XY] - E[X]E[Y]. \quad (C.10)$$
The variance has the following scaling property,

\[ \mathbb{V}[aX] = a^2\mathbb{V}[X]. \]  

(C.11)

**Proof.**

\[ \mathbb{V}[aX] = \mathbb{E}[a^2X^2] - \mathbb{E}[aX]^2 \]  

(C.12)

\[ = a^2\mathbb{E}[X^2] - a^2\mathbb{E}[X]^2 \]  

(C.13)

\[ = a^2 (\mathbb{E}[X^2] - \mathbb{E}[X]^2) \]  

(C.14)

\[ = a^2\mathbb{V}[X] \]  

(C.15)

\[ \square \]

The variance of sum of distributions is given by the following equation,

\[ \mathbb{V}\left[ \sum_{\alpha} a_{\alpha}X_{\alpha} \right] = \sum_{\alpha\beta} a_{\alpha}a_{\beta}\mathbb{C}[X_{\alpha}, X_{\beta}]. \]  

(C.16)

**Proof.**

\[ \mathbb{V}\left[ \sum_{\alpha} a_{\alpha}X_{\alpha} \right] = \mathbb{E}\left[ \sum_{\alpha\beta} a_{\alpha}a_{\beta}X_{\alpha}X_{\beta} \right] - \mathbb{E}\left[ \sum_{\alpha} a_{\alpha}X_{\alpha} \right]^2 \]  

(C.17)

\[ = \sum_{\alpha\beta} a_{\alpha}a_{\beta}\mathbb{E}[X_{\alpha}X_{\beta}] - \sum_{\alpha\beta} a_{\alpha}a_{\beta}\mathbb{E}[X_{\alpha}]\mathbb{E}[X_{\beta}] \]  

(C.18)

\[ = \sum_{\alpha\beta} a_{\alpha}a_{\beta}\mathbb{C}[X_{\alpha}, X_{\beta}] \]  

(C.19)

\[ \square \]

In case \( X_{\alpha} \) and \( X_{\beta} \) are uncorrelated then the covariance is zero,

\[ \mathbb{C}[X_{\alpha}, X_{\beta}] = 0 \quad (\text{for} \quad \alpha \neq \beta). \]  

(C.20)

The above expression reduces to,

\[ \mathbb{V}\left[ \sum_{\alpha} a_{\alpha}X_{\alpha} \right] = \sum_{\alpha} a_{\alpha}^2\mathbb{V}[X_{\alpha}] \quad (\text{for uncorrelated} \, X_{\alpha}). \]  

(C.21)

The relationship between the variance in the sample mean and the variance of the underlying distribution can be obtained as follows,

\[ \mathbb{V}[\mu] = \mathbb{V}\left[ \frac{1}{N} \sum_{i} X_i \right] \]  

(C.22)
Because all the samples are uncorrelated,

\[ \nabla[\mu] = \frac{1}{N^2} \sum_{i=1}^{N} \nabla[X_i] \]  \hspace{1cm} (C.23)

Since \( X_i \) is drawn for the same distributions, all instances of \( X_i \) have identical variance,

\[ \nabla[\mu] = \frac{1}{N^2} (N \nabla[X]) \]  \hspace{1cm} (C.24)
\[ = \frac{\nabla[X]}{N} \]  \hspace{1cm} (C.25)
Appendix D

Commutator identities

D.1 Commutator identities

The commutator and anticommutator is defined as,

\[ [A, B] = AB - BA \quad (D.1) \]
\[ [A, B]_+ = AB + BA. \quad (D.2) \]

Note that,

\[ [B, A] = -[A, B] \quad (D.3) \]
\[ [B, A]_+ = [A, B]_+. \quad (D.4) \]

The fermionic second-quantized operators satisfy the following anticommutation relationships,

\[ [p^\dagger, q^\dagger]_+ = 0 \quad (D.5) \]
\[ [p, q]_+ = 0 \quad (D.6) \]
\[ [p^\dagger, q]_+ = \delta_{pq}. \quad (D.7) \]

This is a well-known identity commutator identity

\[ [A, B_1 B_2] = B_1[A, B_2] + [A, B_1]B_2 \quad (D.8) \]
\[ [A_1 A_2, B] = A_1[A_2, B] + [A_1, B]A_2. \quad (D.9) \]

The corresponding anticommutator identity is,

\[ [A, B_1 B_2]_+ = [A, B_1]B_2 + B_1[A, B_2]_+ \quad (D.10) \]
\[ = [A, B_1]_+B_2 - B_1[A, B_2]. \quad (D.11) \]
The commutator can be written in terms of the anticommutator as well,

\[ [A, B_1 B_2] = [A, B_1]_+ B_2 - B_1 [A, B_2]_+. \]  \hfill (D.12)

These relationship can be extended to a series of operators

\[ [A, B_1 \ldots B_N] = \sum_{k=1}^{N} B_1 \ldots B_{k-1} [A, B_k] B_{k+1} \ldots B_N \]  \hfill (D.13)

\[ [A, B_1 \ldots B_N]_+ = \sum_{k=1}^{N} (-1)^{k-1} B_1 \ldots B_{k-1} [A, B_k]_+ B_{k+1} \ldots B_N. \]  \hfill (D.14)

The commutation of a single SQ operator with 1-body operator generates a single SQ operator,

\[ [p^\dagger, q^\dagger r] = -\delta_{qr} q^\dagger \]  \hfill (D.15)

\[ [p, q^\dagger r] = \delta_{pq} r. \]  \hfill (D.16)

The commutator with two one-body operators generate a sum of two one-body operators,

\[ [p^\dagger q, r^\dagger s] = \delta_{qr} p^\dagger s - \delta_{ps} r^\dagger q. \]  \hfill (D.17)

The commutator of a one and two-body operator generates a sum of two-body operators

\[ [p^\dagger q, r^\dagger s m^\dagger n] = \delta_{qr} p^\dagger s m^\dagger n - \delta_{ps} r^\dagger q m^\dagger n + \delta_{qm} r^\dagger s p^\dagger n - \delta_{pn} r^\dagger s m^\dagger q. \]  \hfill (D.18)

The general expression for the above results can be summarized as follows. The commutator of two 1-body operators is another 1-body operator,

\[ \lambda_{pq\ldots p_2 q_2} p^\dagger q = \lambda \]  \hfill (D.19)

\[ \lambda = \delta_{q_1 p_2} \delta_{p_1 q_1} - \delta_{p_1 q_2} \delta_{pp_2} \delta_{qq_1}. \]  \hfill (D.20)
Appendix E

Commutation with 1-body operator

E.1 Commutation with 1-body operator

\[ A = \sum_{p_1q_1} A_{p_1q_1} p_1^\dagger q_1 \]  \hspace{1cm} (E.1)

\[ B = \sum_{p_2q_2} B_{p_2q_2} p_2^\dagger q_2 \]  \hspace{1cm} (E.2)

\[ [A, B] = \left[ \sum_{p_1q_1} A_{p_1q_1} p_1^\dagger q_1, B \right] \]  \hspace{1cm} (E.3)

\[ = \sum_{p_1q_1} A_{p_1q_1} [p_1^\dagger q_1, B] \]  \hspace{1cm} (E.4)

\[ = \sum_{p_1q_1p_2q_2} A_{p_1q_1} B_{p_2q_2} [p_1^\dagger q_1, p_2^\dagger q_2] \]  \hspace{1cm} (E.5)

Using

\[ [p_1^\dagger q_1, p_2^\dagger q_2] = \delta_{q_1p_2} p_1^\dagger q_2 - \delta_{p_1q_2} p_2^\dagger q_1 \]  \hspace{1cm} (E.6)

We get,

\[ [A, B] = \sum_{p_1q_1p_2q_2} A_{p_1q_1} B_{p_2q_2} [p_1^\dagger q_1, p_2^\dagger q_2] \]  \hspace{1cm} (E.7)

\[ = \sum_{p_1q_1p_2q_2} A_{p_1q_1} B_{p_2q_2} (\delta_{q_1p_2} p_1^\dagger q_2 - \delta_{p_1q_2} p_2^\dagger q_1) \]  \hspace{1cm} (E.8)

\[ = \sum_{p_1q_1p_2q_2} A_{p_1q_1} B_{p_2q_2} \delta_{q_1p_2} p_1^\dagger q_2 - \sum_{p_1q_1p_2q_2} A_{p_1q_1} B_{p_2q_2} \delta_{p_1q_2} p_2^\dagger q_1 \]  \hspace{1cm} (E.9)

\[ = \sum_{p_1q_2} A_{p_1} B_{q_2} p_1^\dagger q_2 - \sum_{q_1p_2} A_{q_1} B_{p_2} p_1^\dagger q_1 \]  \hspace{1cm} (E.10)
Using

\[ \sum_t A_{pt} B_{tq_2} = [AB]_{p_1q_2} \]  
(E.11)
\[ \sum_t B_{pt} A_{tq_1} = [BA]_{p_2q_1} \]  
(E.12)

We get,

\[ [A, B] = \sum_{p_1q_2} [AB]_{p_1q_2} p_1^\dagger q_2 - \sum_{q_1p_2t} [BA]_{p_2q_1} p_2^\dagger q_1 \]  
(E.13)

Using general indices, we can write the above expression as,

\[ [A, B] = \sum_{pq} C_{pq} p^\dagger q \]  
(E.14)
\[ C = [A, B]. \]  
(E.15)

Therefore, formally we can write that commutator of two 1-body operators is another 1-body operator,

\[ [\hat{A}, \hat{B}] = \hat{C}. \]  
(E.16)
Appendix F

PSTricks: How to guide for application to many-body diagrams in quantum chemistry

F.1 Why PSTricks?

In our work, we have found that diagrammatic techniques are essential to our work in both the derivation of theory as well as understanding the theory and underlying physics. Therefore, we had come to the point in which we were in great need of a software package in which we can make clean good-looking diagrams for our personal use and in addition to for our publications. In 4 out of 5 of my papers, diagrams were heavily used in the theoretical development. We have chosen to use PSTricks to write all of the diagrams in our work because we find that PSTricks makes the best and cleanest-looking diagrams. We have tried many different software packages, but PSTricks provides all the functionality we need to design our diagrams while producing the visually best diagrams. What sealed the deal for PSTricks for us is that Bartlett referenced using PSTricks in his book Many-Body Methods in Chemistry and Physics.[277] In this Appendix, we will cover the main aspects of PSTricks which relate to writing many-body diagrams. In section F.2 we will cover six graphical objects of PSTricks needed to write these diagrams, and in section F.3 we will cover how to set up a PSTricks file and then how to compile the file.

F.2 Graphical objects

The six graphical objects we will need in PSTricks is the line (Figure F.1), the circle (Figure F.2), the ellipse (Figure F.3), the bezier (Figure F.4), dots (Figure F.5), and labels (Figure F.6). The following images presented here are slides from a presentation I gave to
This command draws a line through the list of coordinates.

\psline[parameters]{arrows}(x_0,y_0)(x_1,y_1)\ldots(x_n,y_n)

- linewidth=2pt
- linestyle=style (solid)
- ArrowInside=->
- ArrowInside=<-
- ArrowInsidePos=0.5
- arrowsize=2pt

- -> This places an arrow at the end of the line.
- < This places a backwards arrow at the end of the line.
- (Typically I use the ArrowInside parameter.)

This is the list of coordinates that the line is drawn through. (Typically I only use 2 coordinates.)

Figure F.1: PSTricks graphical object description for a line.

the Chakraborty Group on April 9th, 2018. These slides explain the pertinent information from the PSTricks manual that you will need to make the above listed graphical objects. It is also important to note that all of the functionality that PSTricks is capable of is not written on the following images, only the information that I found sufficient and necessary to make many-body diagrams.

The bezier, presented in Figure F.4, is perhaps the most complicated object of the six I am mentioning in that it is a curve with four control points. The first and the last points in the structure are the beginning and ending points of the line and the middle two points pull the curve toward themselves. The bezier curve may be the most complicated object, however, it is probably the most important object when making diagrams, and thus I have highlighted the title in yellow. Often we will need to make diagrams with lines coming from below and above. The bezier curve has the most flexibility to represent these lines because the bezier curve, (unlike the other objects such as the line, ellipse, and circle), allows for the curve to approach the vertex more from the top or the bottom. Objects such as the ellipse or circle make nice curves, but lack the ability to really be clear that they are approaching from the top or the bottom. The bezier CAN also make nice curves, however more diligence is required to fix the control points to make the perfect arc that is visually pleasing.
Arcs, circles and ellipses

\pscircle*[parameters](x_0,y_0){radius}

This draws a circle whose center is at \((x_0,y_0)\) and that has radius \(radius\).

- \textbf{linewidth=2pt}
- \textbf{linestyle=style (solid)}

\psellipse[parameters](x_0,y_0)[x_1,y_1]

This is the center coordinate of the ellipse

- \(x_1\) is the horizontal radii
- \(y_1\) is the vertical radii

\pswedge[parameters](x_0,y_0){x_1,y_1}

This fills in the shape

\qdisk(x,y){radius}

For example:

\psarc(x_{0},y_{0}){x_{1},y_{1}}{angleA}{angleB}

This draws an arc from \((x_{0},y_{0})\) to \((x_{1},y_{1})\) that extends counterclockwise from \(angleA\) to \(angleB\) in degrees.

\psset{linecolor=gray}

You must include either the \texttt{arrows} argument or the \texttt{arrowstyle} arguments. For example:

\pswedge[linecolor=gray,linewidth=2pt,fillstyle=solid](x_{0},y_{0}){x_{1},y_{1}}{d\}{2}{0}{70}

This draws a wedge whose center is at \((x_{0},y_{0})\), that has radius \(d\), going counter clockwise, for a circle of radius \(radius\), and that extends counterclockwise from \(angle1\) to \(angle2\), that has radius \(radius\), and centered at \((x_{0},y_{0})\), \(x_{1}\) and \(y_{1}\) are the horizontal and vertical radii, respectively.

Figure F.2: PSTricks graphical object description for a circle.

Figure F.3: PSTricks graphical object description for an ellipse.
Beziers

\texttt{\textbackslash psbezier[parameters]\{arrows\}(x_0,y_0)(x_1,y_1)(x_2,y_2)(x_3,y_3)}

- \texttt{linewidth=2pt}
- \texttt{ArrowsInside=->}
- \texttt{ArrowsInside=<-}
- \texttt{ArrowsInsidePos=0.5}
- \texttt{Arrowsize=2pt}
- \texttt{Arrows} This places an arrow at the end of the line.
- \texttt{<-} This places a backwards arrow at the end of the line.
- \texttt{(Typically I use the Arrowinside parameter.)}
- \texttt{(x_0,y_0)} is the start of the curve
- \texttt{(x_1,y_1)} and \texttt{(x_2,y_2)} coordinates pull the curve towards themselves
- \texttt{(x_3,y_3)} is the end of the curve.

Figure F.4: PSTricks graphical object description for a bezier.

Dots

\texttt{\textbackslash psdot[parameters]\{x_1,y_1\}}

- \texttt{dotstyle=style}
- \texttt{dotsize=dim}
  - default: 2pt or 2
- \texttt{dim} This is the coordinate in which the dot is placed.

Figure F.5: PSTricks graphical object description for dots.
F.3 File setup and how to compile

In this section I explain what the PSTricks file contains in Figure F.7, Figure F.8, Figure F.9, and Figure F.10.

In Figure F.11 I show how to compile the PSTricks file.
File setup

\documentclass{article}
\usepackage{pstricks}
\usepackage{pst-all}
\usepackage{pstricks-add}
\usepackage{amsmath}
\thispagestyle{empty}
\begin{document}
\psset{arrowscale=2}
\psset{dotscale=2}
\begin{pspicture}(8,10)
...
\end{pspicture}
\end{document}

Use the PSTricks graphics objects we showed to make your diagrams!

---

File setup - Packages

\documentclass{article}
\usepackage{pstricks}
\usepackage{pst-all}
\usepackage{pstricks-add}
\usepackage{amsmath}
\thispagestyle{empty}
\begin{document}
\psset{arrowscale=2}
\psset{dotscale=2}
\begin{pspicture}(8,10)
...
\end{pspicture}
\end{document}

- Pstricks: allows you to use the pstricks commands and graphics objects we discussed.
- pst-all and pstricks-add: I use these packages to compile the pstricks picture which we will talk about in a few slides.
- amsmath: latex package for mathematical formulas. Mainly used for the labels of the diagrams.

Use the PSTricks graphics objects we showed to make your diagrams!

---

Figure F.7: The setup of a PStricks file.

Figure F.8: The setup of a PStricks file and explanation of the packages needed.
File setup \texttt{-\psset}

\begin{verbatim}
\documentclass{article}
\usepackage[pstricks]
\usepackage{pst-all}
\usepackage[pstricks-add]
\usepackage{amsmath}
\thispagestyle{empty}
\begin{document}
\psset{arrowscale=2}
\psset{dotscale=2}
\begin{pspicture}(8,10)
\end{pspicture}
\end{document}
\end{verbatim}

- You can use \texttt{\psset} to specify parameters that you would like to set for the entire \texttt{pspicture}.
- \texttt{dotscale} default is 2.

Use the PSTricks graphics objects we showed to make your diagrams!

Figure F.9: The setup of a PSTricks file and explanation of the \texttt{psset} command.

File setup \texttt{-\pspicture}

\begin{verbatim}
\documentclass{article}
\usepackage[pstricks]
\usepackage{pst-all}
\usepackage[pstricks-add]
\usepackage{amsmath}
\thispagestyle{empty}
\begin{document}
\psset{arrowscale=2}
\psset{dotscale=2}
\begin{pspicture}(8,10)
\end{pspicture}
\end{document}
\end{verbatim}

- PSTricks commands are usually placed in the \texttt{pspicture} environment.
- The first argument in the parenthesis specifies the coordinates of the upper-right corner of the picture. The bottom left corner is at \texttt{(0,0)}.

Use the PSTricks graphics objects we showed to make your diagrams!

Figure F.10: The setup of a PSTricks file and explanation of the \texttt{pspicture} environment.
How to compile

1. latex file.tex
2. dvips -Ppdf -G0 file.dvi
3. ps2pdf file.ps
4. open file.pdf

These are the 4 steps to compile file.tex

You cannot use pdflatex to compile.

You must first make a dvi file then use dvips to make a ps file.

Finally we can convert to ps file to a pdf thanks to ps2pdf.

Live demonstration

Now I will show a live example.

Figure F.11: How to compile a PSTricks file.
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