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Abstract

Energy harvesting is considered as a prominent solution to supply the energy demand for low-power consuming devices and sensor nodes. This approach relinquishes the requirements of wired connections and regular battery replacements. This thesis analyzes the performance of energy harvesting communication networks under various operation protocols and multiple access schemes. Furthermore, since the radio frequency signal has energy, in addition to conveying information, it is also possible to power energy harvesting component while establishing data connectivity with information-decoding component. This leads to the concept of simultaneous wireless information and power transfer. The central goal of this thesis is to conduct a performance analysis in terms of throughput and energy efficiency, and determine optimal resource allocation strategies for wireless information and power transfer.

In the first part of the thesis, simultaneous transfer of information and power through wireless links to energy harvesting and information decoding components is studied considering finite alphabet inputs. The concept of non-uniform probability distribution is introduced for an arbitrary input, and mathematical formulations that relate probability distribution to the required harvested energy level are provided. In addition, impact of statistical quality of service (QoS) constraints on the overall performance is studied, and power control algorithms are provided.

Next, power allocation strategies that maximize the system energy efficiency subject to peak power constraints are determined for fading multiple access channels. The impact of channel characteristics, circuit power consumption and peak power level on the node selection, i.e., activation of user equipments, and the corresponding optimal transmit power level are addressed. Initially, wireless information transfer only is considered and subsequently wireless power transfer is taken into account. Assuming energy harvesting components, two scenarios are addressed based on the receiver architecture, i.e, having separated antenna or
common antenna for the information decoding and energy harvesting components. In both cases, optimal SWIPT power control policies are identified, and impact of the required harvested energy is analyzed.

The second line of research in this thesis focuses on wireless-powered communication devices that operate based on harvest-then-transmit protocol. Optimal time allocation for the downlink and uplink operation interval are identified formulating throughput maximization and energy-efficiency maximization problems. In addition, the performance gain among various types of downlink-uplink operation protocols is analyzed taking into account statistical QoS constraints.

Furthermore, the performance analysis of energy harvesting user equipments is extended to full-duplex wireless information and power transfer as well as cellular networks. In full-duplex operation, optimal power control policies are identified, and the significance of introducing non-zero mean component on the information-bearing signal is analyzed. Meanwhile, SINR coverage probabilities, average throughput and energy efficiency are explicitly characterized for wireless-powered cellular networks, and the impact of downlink SWIPT and uplink mmWave schemes are addressed.

In the final part of the thesis, energy efficiency is considered as the performance metric, and time allocation strategies that maximize energy efficiency for wireless powered communication networks with non-orthogonal multiple access scheme are determined. Low complex algorithms are proposed based on Dinkelbach’s method. In addition, the impact of statistical QoS constraints imposed as limitations on the buffer violation probabilities is addressed.
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Chapter 1

Introduction

1.1 Wireless Information and Power Transfer

With billions of low-power consuming devices, such as wireless sensors, connected to the internet within the frame work of Internet-of-Things (IoT), there is significant growth in the energy demand as well as data traffic. Hence, much attention has been given to effective utilization of available energy resources in the network while accomplishing reliable information exchange between the transmitter and receiver with certain quality of service guarantees. Inspiring scientific ideas have been providing promising solutions and approaches to the problem of ever increasing demand for scarce resources such as energy and bandwidth. These solutions help to reduce operating costs and the impact on the environment. In recent years, harvesting energy from the information-bearing signal has been proposed as one viable strategy. Theoretically, in wireless power transfer, energy can be harvested from either ambient radio-frequency (RF) electromagnetic signals or dedicated energy beamforming sources. Energy harvesting from RF signal is considered as a promising solution to power up low-power consuming devices such as sensors implanted in the human body to monitor certain activities [1]-[4], or those placed inside a physical structure, e.g. bridges [5], to continuously measure control parameters.
Advances in the technology lead to smaller devices with much better computational and communication capabilities. In such scenarios, using wired connection to supply energy from an external source may be infeasible if the number of devices is large as in sensor networks, or using built-in batteries could be challenging as these have limited-life span and replacing them becomes a rather difficult and very tedious procedure. This promotes energy harvesting before establishing data communication, and in the literature, the phenomenon is known as harvest-then-transmit protocol. It is mainly applicable to wireless-powered communication networks (WPCN) consisting of multiple nodes or remote user equipments (UEs) that harvest energy from abundant RF signals present in the surrounding environment or sent from dedicated wireless power sources. The latter method guarantees reliability of power supply, and it can be more efficient via energy-beamforming. Furthermore, the number of antennas as well as the spatial arrangement of wireless power source and information receiver can have an effect on the operation protocol, i.e., half-duplex mode or full-duplex mode, for wireless information and power transfer in WPCN. In half-duplex mode, uplink information transfer and downlink energy harvesting operations occur over non-overlapping time intervals, whereas in the full-duplex mode these operation can be carried out concurrently.

As mentioned above, energy harvesting enables the transfer of power to a wireless-powered device through a wireless link. On the other hand, conveying information on the signal that targets energizing the receiving end leads to simultaneous wireless information and power transfer (SWIPT). This enables the joint transfer of data as well as power to a destination where information-decoding (ID) component and energy-harvesting (EH) components are equipped with common or separated antenna architecture. In the first case, both ID and EH components employ a common antenna to collect the transmitted signals, whereas in the second case, both components have independent antenna architecture and hence EH component harvest energy opportunistically from the transmitted signal intended to the ID component. In the literature, there has been significant interest in exploring the feasibility, efficiency, and implementation of SWIPT strategies (see e.g., [6]−[10]).
1.2 Literature Overview

1.2.1 Power Allocation Strategies for Simultaneous Wireless Information and Power Transfer

Optimal resource allocation policies designed to benefit information transfer or to utilize available energy resources efficiently do not guarantee the same performance when energy transfer is incorporated along with the information-bearing signal. In principle, SWIPT requires modeling components and allocating resources at the transmitting and receiving ends taking into account of the additional constraint in SWIPT, i.e., harvested energy constraint. The authors in [11] designed a receiver architecture that employs SWIPT, but due to practical hardware limitations for co-located ID and EH components with common antenna setup, power splitting scheme was proposed to share the received signal power between these components proportionally and perform information decoding and energy harvesting tasks, concurrently [12]. Meanwhile, reconfigurable dual-antenna model was proposed in [13] to support uplink wireless information transfer (WIT) and downlink SWIPT at the user end operating in a broadband system. Related works are presented in references [14], and [15] considering multiple antennas at the transmitting and receiving ends. Furthermore, distributed antenna systems for SWIPT were introduced in [16], and power management strategy that maximizes information transfer was determined in the presence of stochastically distributed energy receivers while satisfying energy constraint. The authors in [17] considered a wireless network with nodes that can decode information and harvest energy simultaneously by applying the power splitting scheme. A similar setup but with multiple sources communicating with the destination through an energy-harvesting relay node is addressed in [18] and [19]. In these studies, the relay operates in half duplex mode in which it applies power splitting to the received signal during the first phase, and then forwards the decoded information to the destination in the second phase. Meanwhile, the authors in [20] considered sub-carrier partitioning for ID and EH components based on orthogonal
frequency division multiplexing (OFDM) instead of applying the power-splitting scheme. There are also several studies on the application of SWIPT in point-to-point communication systems and also in multiple-user model \[12-21\]. In addition, interesting observations can be found in various regards such as in cognitive-radio networks (CRN) and cooperative relay networks (see e.g., \[22-26\]).

In the above mentioned and related studies in the literature, optimization strategies and rate-energy tradeoffs are identified for time-switching and power-splitting schemes considering ideal Gaussian-distributed input signals. However, practical signals are generally selected from finite constellations, and hence it is appealing to study the performance of SWIPT with finite-alphabet input signals. Furthermore, it is important to study mutual information expression for SWIPT, and explore the significance of non-uniform input distributions to improve the rate-energy tradeoff characteristics.

On the other hand, in addition to having finite alphabet inputs, various nodes in wireless communication networks experience different channel characteristics due to path loss and small-scale multi-path fading. Hence, different nodes do not necessarily utilize available resources, e.g. operating intervals and transmit power, in the same way, and in such cases, allocating the resources optimally with the goal of maximizing the network throughput is an important and critical issue. More specifically, for delay-sensitive UEs, statistical queuing (or equivalently quality of service (QoS)) constraints such as limitations on buffer violation probabilities have significant impact on the throughput that is supported by each user, and this throughput is quantified by effective capacity (see e.g. \[27-33\] for comprehensive overview). Initially, the authors in \[27\] analyzed effective bandwidths of the time-varying departure processes. In \[28\], the maximum constant arrival rate that can be supported by a given service process under QoS constraints was investigated, whereas in \[29\], optimal power control policies that maximize the effective capacity were derived. Meanwhile, analysis of effective capacity for dual-hop network was conducted in \[30\]. More recently, the authors in \[31\] provided detailed characterizations of the statistical QoS-based throughput
and energy efficiency for various source models. Additional studies are conducted in [32] and [33] considering multiple-access fading channels and energy efficiency, respectively. These works provided interesting observations and insightful results focusing on the number of bits successfully transmitted over the wireless link. However, further investigation becomes necessary to comply with the design goals of future advanced green communication networks in which energy transfer along with information-bearing signals has gained more attention as a promising solution for low-power consuming devices.

1.2.2 Energy Efficiency in Fading Multiple Access Channels

In wireless networks, multiple access is a transmission scenario in which multiple nodes or user equipments (UE) transfer information uplink to an access point. There are various types of multiple access schemes including, e.g., time-division multiple access (TDMA), frequency-division multiple access (FDMA), and code-division multiple access (CDMA). In wireless channels, mobile UEs experience multipath fading and operate under different resource constraints, and hence in the above mentioned multiple access schemes, determining optimal resource allocation policies that maximize the system performance is required. With this motivation, fading multiple access channels have been extensively studied, generally considering throughput as the performance metric, and numerous publications in the literature provide concrete theoretical framework (see e.g., [33] − [39]).

Generally, throughput maximization in multiple access channels (MACs) encourages UEs to utilize their resources fully, i.e., transmit at the peak power level. However, due to increasing energy consumption and cost in communication systems, efficient utilization of available energy resources to transfer each bit of information is an important and a compelling performance indicator [34]. In particular, in energy-constrained wireless networks, energy-efficient operation leads to longer battery life and recharging cycle. In addition, this further enables the activation of more service nodes or UEs, and reduces the indirect impact on the environment due to carbon emission and related issues when considered at large. Despite these
motivating facts, as noted in [35], there were only limited works on the energy efficiency (EE) of MACs with respect to various multiple access methods, and in this work, the authors compared the impact of TDMA and spatial-division multiple access (SDMA) schemes on circuit power consumption and energy efficiency as well. They proposed energy aware algorithms that select either of these schemes to allocate time slots to multiple users on each sub-band. The tradeoff between EE and spectral efficiency (SE) for Gaussian MAC was investigated in [36] without circuit power consumption. Meanwhile, circuit power consumption was considered in [37], and the impact of transmission bandwidth and throughput were taken into account to model total circuit power consumption. In principle, EE and SE are conflicting performance metrics, i.e., one benefits at the cost of the other. Like spectral efficiency, quality-of-service (QoS) constraints also have significant impact on the EE of MAC as discussed in [38] in which the authors formulated energy minimization problem that determines optimal departure curves for each user given their arrivals characteristics. Related work was presented in [39] considering packet dropping as a QoS parameter.

All these studies provide interesting observations and new insights. However, only limited attention has been given to energy-efficient resource allocation in multi-user scenarios in which UEs communicate with a receiver through a MAC. However, this issue has gained more importance in the design of next-generation 5G wireless networks where energy efficient uplink/downlink operation (especially in small cells) is one of the primary goals [40] [41].

On the other hand, based on the fact that information-bearing signal also conveys energy, the feasibility and implementation of SWIPT have been intensively studied considering network throughput as a performance metric. However, energy-efficient resource allocation is another performance metric as noted earlier, and several recent studies have addressed this key parameter in the presence of wireless power and information transfer. The authors in [42] studied energy efficiency (EE) of multiple users that operate employing OFDMA under the assumption that each user has co-located ID and EH circuitries. In this work, harvested energy from a dedicated information-bearing signal and other nearby unknown interference
Figure 1.1: 5G wireless networks

was deducted from the consumption when evaluating the total number of bits successfully transferred per net consumed energy. A related work with similar EE definition was presented in reference [43] considering multiple-input single-output (MISO) models. Meanwhile, the conventional EE definition, i.e., achievable data rate per total consumed energy, was applied in [44] while studying energy-efficient OFDMA systems with non-overlapping uplink and downlink operation intervals. Unlike these approaches, the potential capacity produced by the transferred energy was added to the system capacity in reference [45] assuming that the harvested energy primarily contributes to future information transfer. In all these definitions, EE metrics measure successfully transferred bits of information per consumed energy. On the other hand, the authors in [46] introduced a new approach to evaluate the EE of SWIPT systems. They considered the EE of information transfer and EE of energy transfer separately, where the latter is defined as the amount of energy transferred per total consumption. As can be noted from these studies, incorporating SWIPT in wireless networks has direct impact on energy-efficient power control policies, but, as to the best of our knowledge, this has not been sufficiently addressed in MAC so far.
1.2.3 Throughput- and Energy-Efficient Transmission Strategies for Wireless Powered Communication Networks

As noted earlier, energy harvesting is a promising solution to the future energy-efficient WPCNs. It enables one to remotely energize low-power consuming devices that might not have an embedded power source or may be equipped with limited-size rechargeable batteries. In either case, wireless power transfer guarantees continuous power supply, and avoids disruption due to the need of battery replacement or recharging [47]. In fact, this newly emerging technique can be applied to a wide range of applications, but it has a direct impact on optimal resource allocation strategies among the network nodes, and the design of UEs [48]. Hence, the feasibility and implementation of WPCN have been intensively studied in recent years. (see e.g., [49] - [55]). The authors in [49] proposed harvest-then-transmit protocol in which an access point (AP) broadcasts wireless power to users that later transfer information to the AP through uplink channels. In this work, the downlink energy harvesting and uplink data transfer operations were assumed to take place over non-overlapping time intervals. In addition, each user transmitted an information-bearing signal based on TDMA scheme. The authors illustrated that sum-rate capacity maximization benefited nearby users, i.e., optimal solution encouraged to allocate more time for these users. A similar protocol was applied in [50] to operate remote devices considering a three-node system that consists of a single user with spatially separated wireless power source and information receiver. In this paper, average symbol error rate was introduced as a constraint while formulating an optimization problem to determine optimal time allocation strategy that maximize throughput. Related works were presented in [51] and [52] focusing on large-scale wireless-powered communication networks, and considering multiple antennas at the power station, respectively. A point-to-point WPCN with multiple antennas at the hybrid AP was presented in [53] taking into account delay-limited and delay-tolerant scenarios. In this work, energy beamforming was carried out using maximum ratio transmission. Meanwhile, multiple-user models having multiple antennas at the energy broadcasting and information decoding base
station (BS) were presented in [54] and [55] with the above-mentioned protocol.

In these references, downlink energy broadcast and uplink information transfer operations are carried out in half-duplex operation mode, i.e., over orthogonal time intervals. In fact, deploying multiple antennas at the AP/BS provides the opportunity to carry out these operations in full-duplex mode, i.e., base station or an access point broadcasts wireless power to energize the nearby users while decoding the information transmitted uplink by these or other users. Despite the possibility of having strong self-interference at AP/BS, recent studies demonstrate the feasibility of this approach in various settings. More specifically, the authors in [56] assumed that each user harvested energy until the beginning of its data transmission, and all the harvested energy was utilized during each symbol interval. Meanwhile, in [57] users were allowed to harvest downlink broadcast power except during their corresponding uplink information transfer interval. In such a case, any extra harvested energy which is not utilized for data transmission will be stored in the battery for the next block duration. Self-energy recycling in two-hop network with full-duplex operation was discussed in [58] under the assumption that the energy-constrained relay harvested energy while sending information. In this work, the authors considered MISO model, and proposed a two-phase AF protocol in which full-duplex operation occurs in the second phase.

All these WPCN studies provide detailed analysis and interesting results considering Shannon capacity formulation and outage capacity definition as measurement metrics for throughput. However, in practice, statistical queuing constraints have significant impact on the arrival rate that is supported by each user, and optimal resource allocation for WPCN under QoS constraints have not been addressed, to the best of our knowledge. On the other hand, designing resource allocation strategies which target energy efficiency of a WPCNs is necessary in these days. Recently, the authors in [59] investigated energy-efficient time allocation and power control strategy for WPCN considering a model that users harvest energy simultaneously and then transmit information uplink based on time-division protocol. However, it is possible for users to continuously harvest until scheduled for transmission
so long as WPS and AP are using independent antennas. Besides, users can also scavenge energy from an information-bearing signal transmitted by a user scheduled earlier for uplink data transfer, and this surely affects the energy-efficient time allocation for the operation intervals. Furthermore, considering the case in which energy harvesting UEs transmit information uplink through a multiple access channel, instead of time-division manner, could lead to better energy efficiency. Thus, it is much more interesting and relevant to study the energy efficiency of WPCNs considering various downlink-uplink operation protocols.

1.2.4 Performance Analysis of Energy Harvesting Cellular Networks

One of the main challenges in data gathering from randomly deployed sensor networks or user equipments is the need to have continuous energy supply, and energy harvesting can be one efficient solution, specially for low-power consuming devices. As mentioned earlier, this encourages wireless information and power transfer, and there are several publications in the literature which address the issue in cellular networks. The authors in [60] applied the concept of stochastic geometry, and provided analytical characterization and optimization of cellular mobile devices that are capable of harvesting energy and decoding information simultaneously. Related work was presented in [61] considering MIMO cellular networks. The authors in [62] modeled randomly located base stations of SWIPT-enabled cellular networks applying stochastic geometry, and they investigated the fundamental trade-offs using joint complementary cumulative distribution function (CCDF) of average rate and harvested energy. A related work was presented in [63] focusing on several diversity schemes for SWIPT-enabled cellular networks. It is shown that receiver diversity have the ability to improve both data rate and amount of harvested energy, simultaneously. Meanwhile, downlink SWIPT with power splitting at the receiving end and an uplink WIT using the downlink harvested energy was studied in [64] for heterogeneous cellular networks with $K$-tiers. In the paper, the authors considered both nearest base station cell association and
maximum received power cell association scenarios, and they evaluated the system performance considering outage probability and ergodic rate as performance metrics. Similarly, in reference [65], k-tier heterogeneous cellular network was considered with uplink information transfer, but the downlink was dedicated to power the mobile terminals, instead of SWIPT. The authors in [66] studied relay-based WPCNs where the relay node supports not only the uplink information transfer but also the downlink energy broadcasting. In this paper, iterative algorithms were proposed to determine optimal time and power allocation strategies. Related works are presented in [67] and [68] considering energy harvesting in K-Tier cellular networks.

When it comes to powering energy-limited cellular UEs, obtaining an energy-efficient resource allocation strategy is almost necessary and is a core point of research. In [69], energy-efficient beamforming was studied for heterogeneous cellular networks that have ID and EH users in the femto-cell co-channel overlaid with a macro-cell. The authors formulated optimization problems that maximize the information transmission efficiency of ID users and energy harvesting efficiency of EH users while satisfying QoS of all users. The authors in [70] have focused on energy efficiency, and addressed mmWave for relay-assisted cellular networks with non-cooperative mobile users and cooperative mobile users. Furthermore, analysis of bidirectional antenna for SWIPT in cellular networks were given in [71]. Yet, despite these works, the impact of allocating optimal downlink/uplink operating intervals on the system energy efficiency (EE) in the presence of randomly deployed wireless-powered UEs has not been investigated. In addition, using stochastic geometry as tools, it is necessary to investigate the influence of circuit power consumption as well as downlink transmit power level on the optimal operation intervals, and their impact on the overall system energy-efficiency.

Another key issue in cellular network the need to accommodate densely populated UEs with higher data rate, and in future green communication networks operating at higher frequencies, i.e., 28-30GHz, a.k.a. millimeter wave (mmWave) frequencies suggested as a prominent solution. Several studies in the literature have modeled the channel character-
istics for mmWave communications, and then investigated the performance gains. In [72],
the authors modeled mmWave in cellular networks, and provided details focusing on cov-
erage and rate analysis. They derived analytical expressions for the SINR coverage proba-
bilities, and analyzed dense networks using an equivalent ball model. Related works were
presented in [73]-[75]. Meanwhile, application of mmWave to wireless information and trans-
fer was very recently studied in the literature. Specifically, the authors in [76] investigated
the performance of harvesting energy from the signal transmitted in mmWave frequency
bands, and derived closed-form expressions for energy coverage probability, and average har-
vested power. In addition, they formulated joint energy-information coverage probability
for a wireless-powered network. A related work was presented in [77] considering harvest-
then-transmit protocol in mmWave, i.e., downlink energy harvesting and uplink information
transfer are carried out in mmWave frequency bands. They derived explicit expressions for
the average harvested energy and average achievable uplink information transmission rate.
Similarly, the authors in [78] analyzed joint CCDF of information rate and harvested power
in mmWave cellular networks applying maximum ratio transmission and maximum ratio
combining at the receiver and transmitter terminals, respectively. Despite these works, im-
 pact of operating time interval in mmWave wireless-powered cellular networks has not been
investigated, to the best of our knowledge. For such models, hybrid approach, i.e., broad-
casting an energy signal at lower microwave frequencies, instead of downlink mmWave, and
then uplink information transfer in mmWave band, can provide better performance. This is
because mmWave is sensitive to blockage and energy harvesting focuses only on the received
power level. Moreover, energy efficiency analysis in energy harvesting cellular networks with
mmWave uplink information transfer is a key issue to address, and it is important to analyze
the impact of various parameters, such as operating intervals and circuit power consumption,
as well.
1.2.5 Non-Orthogonal Multiple Access in WPCNs

The feasibility of wireless power transfer guarantees implementation of wireless-powered communications applying harvest-then-transmit protocol, and each node can transfer information uplink to the receiving end using time/frequency-division multiplexed transmission schemes, or in general orthogonal multiple access scheme, as mentioned in all the above and related studies. However, non-orthogonal multiple access (NOMA) has recently attracted much interest from both academia and industry as one of the prominent solutions for future 5G wireless networks as it enhances spectral efficiency. As discussed in the literature, NOMA is categorized into power-domain and code-domain NOMA based on how users’ data multiplexing is achieved [79], and it can be applied to both downlink and uplink operations. In principle, power-domain NOMA utilizes superposition coding (SC) at the transmitter and successive interference cancellation (SIC) at the receiver, and this allows multiple users to transmit information on the same sub-carrier channel simultaneously. The decoding order for SIC depends on the channel characteristics of the wireless link between each transmitter-receiver pair, i.e., the main idea is that information transmitted to the receiver with the strongest wireless link is decoded without interference. In [80], the authors provided the basics of power-domain NOMA scheme and discussed possible solutions to address the challenges that could be experienced while applying this technique. Similarly, the authors in [81] focused on power-domain NOMA with downlink operation, i.e., SC at the transmitter and SIC at the receivers. Another related work was presented in [82] considering both power and channel allocation in a downlink cellular system. Meanwhile, the authors in [83] introduced and explicitly formulated the concept of power division multiple access (PDMA), and they proposed orthogonal PDMA protocol based on bit-orthogonality principle. In addition, they compared the energy efficiency of the proposed approach with conventional time/frequency division multiple access techniques. In fact, most of the above mentioned studies analyzed the throughput to characterize and compare the performances obtained using different approaches. However, in the presence of limited power resources, efficient utilization of the
available energy to transfer each bit of information is also necessary. Hence, several studies in the literature considered energy efficiency as a compelling performance metric to design optimal resource allocation strategies for future wireless networks [84]. More specifically, the authors in [85] considered heterogeneous radio access networks, and characterized the system energy efficiency in a setting in which the cloud center transferred information down-link to different types of base stations using NOMA scheme. In this work, it is argued that system energy efficiency under NOMA depends on the number of base stations in each type, and a heuristic algorithm is proposed to sequentially determine the optimal number of base stations for each type. Energy efficient resource allocation for downlink NOMA system were also presented in [86]. The authors in [87] proposed a low-complexity suboptimal algorithm for sub-channel assignment and power allocation. A related work was presented in [88] considering fading MIMO channels.

Meanwhile, several studies have addressed the issue in regard to WPCN. In [89], uplink NOMA is introduced for wireless powered communications where uplink and downlink operations are carried out over non-overlapping intervals, and the authors formulated optimization problems which maximize the throughput. The authors in [90] studied the joint design of time allocation, downlink energy beamforming and receiver beamforming in wireless powered communication networks employing uplink NOMA. In this work, the formulated optimization problem focused on obtaining a solution that maximizes the sum rate capacity, but because of the non-convexity of the problem, an iterative algorithm was proposed. Similarly, joint optimization of base station transmit power and operating intervals for uplink NOMA in WPCNs was considered in [91]. Yet, despite these works, the impact of NOMA on the system energy efficiency (EE) in the presence of wireless-powered users has not been investigated, to the best of our knowledge.
1.3 Main Contributions

We summarize the main contributions of the thesis below:

- In Chapter 3, we consider a point-to-point communication system in which a source transmits a SWIPT signal selected from finite alphabets. The receiver has ID and EH components, and power-splitting scheme is applied to carry out these operations concurrently. In order to improve the rate-energy tradeoff characteristics, we have introduced a novel approach that assigns probabilities non-uniformly to different signals in the constellation based on their energy level. According to the relationship between signal probabilities and energy consumption, these signal probabilities can be adjusted using two techniques, namely static slope characteristics and dynamic slope characteristics, given the minimum harvested energy constraint. Intuitively, advantage of one approach over the other depends on the improvement of the power-splitting factor when high energy input signals become more likely to be transmitted. In order to determine the optimal solution, we formulate an optimization problem and develop an algorithm taking into account the key parameters, e.g., splitting factor and signal probabilities.

- In addition, in Chapter 3, we consider a SWIPT model in which multiple-nodes with delay-limited sources transmit finite alphabet input signals. These nodes communicate through time-division multiple access channels, and the receiving node harvests energy from the received signal while decoding information by applying power splitting scheme. In addition, the transmitting nodes are subject to limitations on the buffer overflow probability, specified by the quality of service (QoS) exponent $\theta$. Due to harvested energy constraint, we have applied the novel approach to assign probabilities non-uniformly to different signals in the constellation. We formulate optimization problems to maximize the effective capacity and effective EE while taking input signal probabilities, operating intervals, and splitting factor into account. Since obtaining
closed-form expressions for the optimization parameters are unlikely, we develop an algorithm to determine the solutions numerically.

• In Chapter 4, we consider multiple access channels, and focus on obtaining the optimal resource allocation schemes that maximize the system energy efficiency while satisfying energy and power constraints. In addition, we study the performance tradeoffs for energy-efficient transmission policies when SWIPT is incorporated in MACs. Usually, EE studies in the literature that consider SWIPT apply algorithms to obtain optimal solutions for given EE definitions, but in our work, we provide novel closed-form expressions for the optimal transmit power levels. More specifically, we, first, formulate concave-linear fractional optimization problems that maximize the instantaneous energy efficiency in a MAC, and identify the Karush-Kuhn-Tucker (KKT) conditions to determine optimal solutions. We provide novel closed-form expressions for the optimal transmit power levels, and characterize the impact of peak power constraint on the optimal resource allocation strategy. Then, we incorporate SWIPT and formulate optimization problems considering two types of receiver architectures, namely separated and common, for ID and EH components at the receiving node. We also address the impact of battery size on the optimal solution when energy demand is satisfied by the energy-efficiency maximizing input. We perform similar analysis when ID and EH components are supported by a common antenna. In this case, we incorporate power splitting scheme to share the received signal power between the decoding and harvesting operations, and hence we characterize power splitting factor in terms of the harvested energy requirement. In all the cases, we provide energy-efficient node selection policies and analytical expressions for the optimal transmit power level. In addition, we explicitly characterize optimal system EE, and the impact of harvested energy demand on the optimal EE and other critical parameters such as power splitting ratio.
• In Chapter 5, we study the performance of various wireless information and power transfer protocols for wireless-powered communication networks in the presence of delay-limited sources. We consider that UEs harvest energy from wireless power transmitter (WPT) and then transmit information uplink to AP either over orthogonal time slots using TDMA scheme or simultaneously using MAC. Each user is subject to limitations on the buffer overflow probability, and the time allocation for the downlink energy harvesting and uplink information decoding operations rely on these constraints in addition to the channel characteristics. Depending on whether the performance metric is throughput or energy efficiency, we formulate optimization problems to obtain the best resource allocation strategies while taking QoS constraints into account. Since the problems are concave/Pseudo-concave maximization problems, Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient for global optimality. Applying these conditions, we provide analytical expressions for the optimal operating intervals. However, in some cases, it is difficult to obtain closed-form expressions, and hence, we develop an algorithm to solve the problems numerically. Furthermore, we determine the special conditions where optimal solutions become independent of the QoS exponent.

• In Chapter 6, we introduce non-zero mean-information bearing signals, and study optimal resource allocation strategies for wireless information transfer (WIT) as well as SWIPT focusing on the throughput and system’s energy efficiency. We consider multiple user settings with energy harvesting and non-energy harvesting UEs, and we derive explicit expressions for the throughput maximizing power control policies. In addition, we provide an iterative algorithm to obtain the optimal solution using the formulated expressions. Besides, we explicitly characterize energy-efficient strategies considering a two-user model, and then generalize to multiple users settings. We also characterize impact of harvested energy constraint on the optimal system energy efficiency and significance of introducing non-zero mean input signal.
• In Chapter 7, we consider a wireless-powered cellular network in which UEs do not have embedded power sources, but harvest energy from densely deployed APs. Using tools from stochastic geometry, we first characterize SINR coverage probabilities and achievable data rates as a function of the system parameters, i.e., uplink and downlink operating intervals. We also provide expressions to analyze the system energy efficiency (measured by throughput per total consumed energy). Furthermore, we study the performance characteristics incorporating SWIPT, instead of WPT, in the downlink channel while having WIT over the uplink channel. In such scenarios, we derive coverage probabilities as a function of an additional parameter, i.e., power splitting factor. Furthermore, we study mmWave based energy harvesting cellular networks where UEs harvest energy using signals in the lower frequency bands, but send information uplink using mmWave frequency bands. For this case, we provide the cellular network model, and explicitly characterize the average harvested energy, SINR coverage probability and achievable rate as a function of network parameters, such as directivity gains and APs density.

• In Chapter 8, we study the energy-efficient time allocation strategies for WPCN with uplink power-domain NOMA. More specifically, we consider two scenarios, namely half duplex and asynchronous transmission, based on the coordination of uplink and downlink operations, and we compare the performance gains achieved by these approaches with the conventional TDMA scheme. More specifically, energy-efficient resource allocation strategies are investigated for wireless information and power transfer considering two types of uplink-downlink coordination scenarios, namely half-duplex and asynchronous transmission. In both cases, we formulate optimization problems focusing on the system energy efficiency while UEs are allowed to transmit information-bearing signals simultaneously on the same frequency band based on the non-orthogonal multiple access scheme. We show that the optimization problems satisfy pseudo-concavity, and subsequently derive the necessary optimality conditions for each scenario. Due
to the difficulty in obtaining analytical expressions for the optimal solution, we provide iterative algorithms using the Dinkelbach’s method. Furthermore, we consider delay-limited data sources, and address the impact of statistical queuing constraints on energy-efficient time allocation policies. In this case, we define and derive the system effective energy efficiency with downlink power transfer and uplink NOMA. We formulate optimization problems that maximize the system effective energy efficiency in the presence of constraints on buffer violation probabilities at UEs. We prove the presence of unique allocation of the optimal operating intervals, and propose an algorithm based on the bisection method.

1.4 Outline of Thesis

The thesis mainly addresses on the performance analysis of wireless information and power transfer focusing on throughput and energy-efficient resource allocation schemes. The remainder of the thesis is organized as follows: Chapter 2 provides the necessary preliminary background on statistical queuing constraints studied in the subsequent chapters of the thesis. Chapter 3 introduces novel schemes that assign non-uniform probabilities to finite alphabet input signals for SWIPT, and presents optimal resource allocation policies that maximize throughput and energy efficiency considering buffer violation probability as a quality-of-service (QoS) constraint. Chapter 4 mainly characterizes energy-efficient resource allocation strategies for fading multiple access channels both in the presence and absence of SWIPT, and analytical expressions are derived for each scenario. In Chapter 5, optimal time allocation policies are analyzed for delay-sensitive wireless-powered communication networks considering various downlink-uplink operation protocols. In chapter 6, energy-efficient transmission with non-zero mean input is characterized under full-duplex downlink energy transfer and uplink information transfer. Chapter 7 presents performance analysis for energy-harvesting cellular networks using stochastic geometry. In Chapter 8, non-orthogonal multiple access is
introduced for WPCNs, and energy-efficient time allocation strategies are characterized.
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Chapter 2

Preliminaries

In this chapter, we discuss the basic concept of energy harvesting, and the main components of the receiving structure. In addition, mathematical models and preliminaries of statistical queuing constraints are presented briefly.

2.1 Energy Harvesting

As mentioned earlier in the first chapter, energy harvesting is a prominent solution for future green communication networks, and it is a phenomenon by which a power consuming electronic device harnesses energy from an external source. There are different types of energy sources such as as solar, wind, thermal, biochemical and wireless as illustrated in Fig. 2.1. Except for wireless/RF sources energy is obtained in other forms, and additional device is necessary to convert it into a usable form, i.e., electric energy. In the case of wireless power source, energy harvesting is about utilizing the electric as well as magnetic energy in the electromagnetic waves that are transmitted at certain frequencies. In fact, the distance between RF energy source and the receiver determines the type of harvesting technique as well as the amount of harvested energy. In the case of near-field harvesting, electric energy can be harvested based on inductive coupling principle, on the other hand in the case of far-field harvesting, the receiving component usually is equipped with antenna to scavenge
the abundant RF signals from radio broadcasting, WiFi communications, or a dedicated wireless power source.

![Energy Sources Block Model](image1)

Figure 2.1: Energy sources block model

Architecturally, the main component of an energy harvesting device is known as a rectenna which is a rectifying circuit which is shown in Fig. 2.2. The diode is used to convert the AC signal into pulsating DC, and the low pass filter removes the high frequency components. In addition, the DC-to-DC converter allows the generation of approximately constant output voltage with very small ripple. The design of energy harvesting could be in such a way that the harnessed energy is directly utilized or stored in a large size capacitor/rechargeable battery.

![Rectenna Model](image2)

Figure 2.2: Rectenna model
2.2 Statistical Queuing Constraints

In our studies addressing delay-sensitive traffic, we consider that each user equipment stores received data packets generated by a delay-sensitive source that requires certain statistical QoS guarantees described by the QoS exponent $\theta$. More specifically, the tail distribution of the buffer is required to have an exponential decay with rate controlled by the exponent $\theta$, and the buffer violation or overflow probability is described as

$$\Pr\left\{ Q_i \geq Q_{\text{max}} \right\} \approx \varsigma e^{-\theta_i Q_{\text{max}}},$$

(2.1)

where $Q_i$ denotes the stationary queue length in the $i^{th}$ user buffer, $Q_{\text{max}}$ is the buffer overflow threshold, and $\varsigma = \Pr\{Q > 0\}$ is the probability of non-empty buffer. More rigorously, QoS exponent $\theta$ is defined as

$$\theta = \lim_{Q_{\text{max}} \to \infty} -\frac{\log \Pr\{Q_i \geq Q_{\text{max}}\}}{Q_{\text{max}}},$$

(2.2)

2.3 Effective Capacity

Instantaneous channel capacity provides the maximum achievable data rate at which information can be transmitted through wireless medium based on the availability of channel state information. However, data arrival rates at which data packets are received from the source may be further limited by the buffering requirements such as the presence of statistical queuing constraints, as mentioned above. This buffer constraint determines the arrival rates that can be supported by the wireless link. Let $r_i[n]$ and $R_i[n]$ denote $i^{th}$ user random arrival and instantaneous service rates, respectively, in the $n^{th}$ time slot. The corresponding asymptotic logarithmic moment generating functions (LMGF) $\Lambda_A$ and $\Lambda_C$, are given as
follows [27]:

\[
\Lambda_A = \lim_{t \to \infty} \frac{\log \left( \mathbb{E} \left\{ e^{\theta \sum_{n=1}^{t} r_i[n]} \right\} \right)}{t} \\
\Lambda_C = \lim_{t \to \infty} \frac{\log \left( \mathbb{E} \left\{ e^{\theta \sum_{n=1}^{t} R_i[n]} \right\} \right)}{t}.
\]  

Having the buffer overflow probability to decay exponentially with rate \( \theta \) as in (2.1) requires \( \Lambda_A(\theta^*) + \Lambda_C(-\theta^*) = 0 \). The work in [27] provides a mathematical formulation for the maximum arrival rate, also termed as effective capacity, with a certain QoS exponent \( \theta \) as follows:

\[
C^e_i(\theta_i) = -\lim_{t \to \infty} \frac{1}{t \theta_i} \log \left( \mathbb{E} \left\{ e^{-\theta_i \sum_{n=1}^{t} R_i[n]} \right\} \right) \text{ bps/Hz.}
\]  

(2.4)

Assuming block fading scenario with frame duration \( T \), this can be further simplified as

\[
C^e_i(\theta_i) = -\frac{1}{T \theta_i} \log \left( \mathbb{E} \left\{ e^{-\theta_i TR_i[n]} \right\} \right) \text{ bps/Hz.}
\]  

(2.5)

As the buffer constraint is relaxed, effective capacity approaches ergodic capacity, i.e., \( \lim_{\theta_i \to 0} C^e_i = \mathbb{E} \{ R_i \} \), whereas for increasingly strict constraints, i.e., as \( \theta_i \to \infty \), effective capacity converges to the delay-limited capacity with zero outage.
Chapter 3

Simultaneous Wireless Information and Power Transfer with Finite-Alphabet Input Signals

This chapter mainly studies throughput optimization for SWIPT in the presence of finite-alphabet input signals. Two novel schemes are proposed in order to assign probabilities to the alphabets in the constellation set based on their energy levels. Then, using the non-uniform probability distributions, optimal solutions are determined using iterative procedure focusing on the throughput with arbitrary input signaling. Section 3.1 considers point-to-point transmitter receiver pair, and an optimization problem that maximizes mutual information subject to harvested energy constraint is formulated. Despite the complexity of getting analytical expression for power-splitting factor, an algorithm is provided to determine globally optimal solution. In Section 3.2, multiple users with delay-limited sources are taken into account. In these cases, optimization problems are formulated to determine throughput maximizing and energy-efficient transmission policies. Numerical results are presented and discussed at the end of each section.
3.1 Rate-Energy tradeoff for a Single User

In this section, the optimal power control scheme that maximizes the throughput for SWIPT with arbitrary input distributions subject to harvested energy constraint is presented. We introduce novel non-uniform probability assignment using two approaches, namely static slope and dynamic slope characteristics, to modify the input probability distribution based on the required harvested energy at the receiving end. We provide mathematical formulations for these probabilities according to the constraints on the minimum harvested energy level.

3.1.1 Preliminaries

System Model

We consider a communication system where a transmitter-receiver pair communicates over a wireless link as shown in Fig. 3.1. The source transmits a signal, $X[i]$, during $i^{th}$ symbol duration selected from a finite set of alphabets denoted by $S = \{X_1, X_2, \ldots, X_M\}$ with $|S| = M$ indicating the cardinality of the signal set. In general, these alphabets could be one-dimensional as in pulse-amplitude modulation (PAM) signals

$$X_i = a_i$$

(3.1)

or two-dimensional such as phase-shift keying or quadrature-amplitude modulation (QAM) signals

$$X_i = a_i + jb_i$$

(3.2)

where $a_i$ and $b_i$ denote the distance of the constellation point from the origin on the respective axis. We assume that the input signal is limited by a peak energy constraint i.e., $|X[i]|^2 \leq E_{pk}$. The transmitted signal $X[i]$ targets transferring not only information but also energy to the receiving end, and hence we have simultaneous information and power transfer using the information-bearing signal. The receiver has both information-decoding (ID) and energy-
harvesting (EH) components, and it applies power splitting scheme to the received signal to support decoding and harvesting operations, concurrently. We denote $\rho$ for the fraction of received power allocated to the ID component, and hence $1 - \rho$ to the EH component.

![SWIPT model for a transmitter-receiver pair](image)

Figure 3.1: SWIPT model for a transmitter-receiver pair

The wireless link experiences frequency flat-fading and the channel fading coefficient in the $i^{th}$ symbol period is denoted by $g[i]$. We assume that both the receiver and transmitter are equipped with a single antenna, and perfect channel state information is available on each side. Hence, under these assumptions, the discrete-time channel input-output relation is given by

$$Y[i] = g[i]X[i] + N[i] \quad i = 1, 2, \cdots$$

(3.3)

where $i$ represents the time index, $Y[i]$ denote the received signal, and $N[i]$ is a zero-mean circularly symmetric, additive complex Gaussian noise with variance $\sigma^2 = N_0$, i.e., $N \sim \mathcal{CN}(0, N_0)$. Hereafter, time index $i$ is omitted for brevity of notation. Once the signal is received, it will be processed to decode the information and/or replenish the energy according to operation policy priorities that depend on the received power level.

**Information Transfer**

It is well-known from information-theoretic results that input distribution has a direct impact on the achievable rates at which data can be reliably transmitted, and Gaussian input distribution maximizes the capacity for Gaussian channels [92]. On the other hand, practical input signals are generally selected from finite constellations. In such cases, achievable rate
expressions are determined by considering the input-output mutual information [92]:

\[
R = I(X; Y) = h(Y) - h(Y | X) = \sum_{k=1}^{M} p_k \int_{-\infty}^{\infty} f_{Y|X_k,g} \log \left[ \sum_{j=1}^{M} p_j f_{Y|X_j,g} \right] dy
\]

(3.4)

where \( f_{Y|X_k,g} = \frac{1}{\pi N_0} e^{-\frac{|Y-gX_k|^2}{N_0}} \) is the probability density function of \( Y \) given \( X_k \) as well as the fading coefficient \( g \), and \( p_k = \Pr\{X = X_k\} \) is the probability that the transmitted signal takes the input signal \( X_k \). After substitution and some rearrangements

\[
I(X; Y) = - \sum_{k=1}^{M} \frac{p_k}{\pi N_0} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-|v|^2} \log \left[ \sum_{j=1}^{M} p_j e^{-|v + \gamma_d|^2 + |v|^2} \right] dv_1 dv_2
\]

(3.5)

where \( v = \frac{Y-gX_k}{\sqrt{N_0}} \), \( \gamma_d = \frac{g}{\sqrt{N_0}} (X_k - X_j) \), and \( v_1 \) and \( v_2 \) are real and imaginary component of \( v \) assuming that the alphabets are distributed on a two-dimensional constellation space.

**Remark 3.1.1** When only data transmission is considered, uniformly distributed input is in general optimal in the sense of maximizing the average achievable rate expressions.

**Energy Harvesting**

In our model, the receiver harvests energy transferred from a source through the wireless medium so as to meet, at least, the minimum required energy, denoted by \( \chi \). Given that the source transmit signals selected from a finite constellation size, the instantaneous, \( E_{hv}[i] \), and average, \( E_{hv} \), harvested energy can be determined as follows:

\[
E_{hv}[i] = z[i] |X_j[i]|^2 + \sigma^2
\]

(3.6a)

\[
E_{hv} = \mathbb{E}\{E_{hv}(z)\}
\]

(3.6b)
where \( z = |g|^2 \) and the expectation in (3.6b) is with respect to both \( z \) and the distribution of the input signal in the constellation. As can be seen from (3.6a) and (3.6b), average harvested energy is directly proportional to each signal energy level as well as its assigned probability, and this fact encourages to assign higher probabilities to those with higher energy levels among the input signals.

**Remark 3.1.2** Unlike in the case of information transfer, optimal input probability distribution that maximizes the level of harvested energy is the one when the source transmits the highest-energy signal almost surely, i.e., \( \Pr(X = X_m) = 1 \) where \( |X_m|^2 > |X_i|^2 \forall i, m \in \{1, 2, \ldots, M\} \) and \( i \neq m \).

### 3.1.2 Non-Uniform Input Distribution

Finite-alphabet inputs can be geometrically described in the signal space by their coordinate points and the corresponding probabilities. In fact, the optimal choice of the probability distribution depends on the overall objective, and as stated in Remarks 3.1.1 and 3.1.2, the goals of maximizing the information transfer and harvested energy lead to uniformly distributed and deterministic inputs, respectively. However, each of these input characterizations may not be optimal when SWIPT is considered. Rather, non-uniform probability distribution can result better overall performance, i.e., improves rate-energy tradeoff, since signals in a given constellation, e.g., PAM with \( M > 2 \) and QAM with \( M > 4 \), do not necessarily have equal energy levels. Intuitively speaking, these unequal energy levels have direct impact on the information and power transfer strategies. For instance, assigning higher probabilities to those signals with higher energy level benefit harvested energy while sacrificing data rate. Note that this is not applicable to BPSK or QPSK as all the signals in these cases have equal energy level, and no extra benefit is attained with unequal input distribution in terms of harvested energy while achievable rates are reduced.

**Theorem 3.1.1** For a rectangular/square QAM constellation with size \( M = 2^n \) where \( n \) denotes the number of bits per symbol, there are \( N \in \{N_s, N_r\} \) different energy levels with
where

\[ N_s = \sum_{i=0}^{\sqrt{\frac{M}{4}}-1} \left( \sqrt{\frac{M}{4}} - i \right) \]  

(3.7a)

\[ N_r = \frac{M}{8} + \sum_{i=0}^{\sqrt{\frac{M}{8}}-1} \left( \sqrt{\frac{M}{8}} - i \right). \]  

(3.7b)

\( N_s \) and \( N_r \) denote total number of different energy levels when the constellation has square and rectangular geometries, respectively.

Proof: See Appendix A.

As we can conclude from this theorem, constellation size is always greater than the number of unequal energy levels, and this implies that there exist some signals that have equal energy levels. Let us define a set which consists of all the signals but in terms of disjoint subsets, \( S_i \), where each includes signals with equal energy level as follows:

\[ S_{sc} \triangleq \bigcup_{i=1}^{N} \left\{ S_i : X_a \in S_i; X_b \in S_{i+1}; |X_a|^2 > |X_b|^2 \right\} \]  

(3.8)

\( \forall a = \{1, 2, \ldots, |S_i|\} \) and \( \forall b = \{1, 2, \ldots, |S_{i+1}|\} \). For each subset \( |S_i| > 1 \) where \( i \in \{1, 2, \ldots, N\} \), it is obvious that unequal probability assignment for two signals that have equal energy levels benefits neither information transfer nor energy-harvesting. In such a case, signals probabilities in that subset are uniformly distributed i.e., \( p_a = \Pr\{X = X_a\} = \frac{p_{s_i}}{|S_i|} \), where \( p_{s_i} \) denote the probability assigned to the \( i^{th} \) subset. However, it is meaningful to optimally adjust probabilities assigned to each subset \( S_i \in S_{sc} \) in consonance with the harvesting constraint while maximizing information rate.

**Proposition 3.1.1** For finite constellations, signal probabilities can be non-uniformly distributed based on their energy levels to improve SWIPT performance as long as the required harvested energy is bounded, \( 0 \leq X \leq E_{mx} \), and hence the corresponding feasible set of signals probabilities, denoted as \( S_p \), becomes,
\[
S_p \triangleq \bigcup_{j=1}^{M} \begin{cases} 
(p_j) : & |S|^{-1} < p_j < |S_N|^{-1}, \text{ if } X_j \in S_N; \\
& |S|^{-1} < p_j < 0, \text{ otherwise.} 
\end{cases}
\]

(3.9)

**Proof:** See Appendix [B]

According to Proposition [3.1.1], probability assigned to each subset, as well as signal, changes for any increment in \( \mathcal{X} \), and this can be characterized by developing probability-energy relation. Thus, we consider two novel approaches, namely static slope characteristics and dynamic slope characteristics, that help to adjust probabilities given the harvested energy constraint.

**Static slope characteristics**

In this scenario, probabilities assigned to subsets, \( p_{s_i} \triangleq \Pr\{s = S_i\} \), are updated with constant slope for each increment in the minimum required harvested energy. The slope depends only on the gross harvested energy constraint boundaries and the corresponding input probability distributions, both of which are known priori. Hence, energy level probabilities, \( p_{s_i} \), change linearly with static slope as shown in Fig. [3.2]. Mathematically, this probability-energy characteristic can be expressed as follows:

\[
p_{s_i}(\mathcal{X}) = \delta \mathcal{X} + p_i(\mathcal{X}) \bigg|_{\mathcal{X}=0} \tag{3.10}
\]

where \( \mathcal{X} = \frac{\mathcal{X}}{\mathcal{X}_z - \rho_z} \) is the scaled or gross harvested energy and \( p_i(\mathcal{X}) \big|_{\mathcal{X}=0} = \frac{1}{|S|} \) defines the signal probability in the absence of harvested energy constraint. In addition, \( \delta = \frac{|S| - |S_m|}{E_\Delta(|S_m||S|)} \) if \( X_i \in S_N \), otherwise \( \delta = -\frac{1}{E_\Delta(|S|)} \) where \( E_\Delta = E_{mx} - E_{mn} \). Note that \( E_{mn} \) and \( E_{mx} \) denote the minimum required gross harvested energy and the maximum available energy, respectively.

As can be seen from (3.10) and Fig. [3.2], each subset probability changes with the same slope which implies \( p_{s_i} = p_{s_j} \), except those of \( S_N \), and constellation size remains \( |S| \) until \( \mathcal{X} = E_{mx} \) at which it becomes \( |S_N| \).
Dynamic slope characteristics

The basic principle of this approach is that a subset having the lowest-energy signals is assigned the smallest probability i.e., $p_{s_i} < p_{s_{i+k}}$ for $k = \{1, 2, \ldots, N-i\}$, given the harvested energy requirements. When this energy exceeds a certain threshold, subset $S_i$ is discarded from $S_{sc}$, for instance $S_1$ at $E_1$ as shown in Fig. 3.2 and the process continues successively until $X = E_{max}$. Let the required gross harvested energy change with some increment, $X_{\Delta k} = X_{\text{max}}^k - X_{\text{min}}^k$, and the number of increments depend on the number of different energy levels in the constellation set. Then, the probability-energy relation during $k^{th}$ increment is mathematically given as follows:

$$p_{s_i}(X) = \delta_{s_i}^k X + p_{s_i}^k \mid_{X=X_{\text{min}}^k}$$  \hfill (3.11)

where $k \leq i$ and $\delta_{s_i}^j$ defines the slope of the probability of subset $S_i$ in the interval $X_{\text{min}}^k \leq X \leq X_{\text{max}}^k$, and the last term in (3.11) denotes this subset probability when $X$ takes the lowest value in the $k^{th}$ increment. In order to determine $\delta_{s_i}^j$, we begin with the lowest energy
level as follows:

$$\delta_{s_1}^1 = \frac{1}{|S|} - \frac{E_{mn}^1 - E_{mx}^1}{E_{mn}^1 - E_{mx}^1},$$  \hspace{1cm} (3.12)$$

and hence at $E = X_{mx}^1$, $p_{s_1} = 0$. Meanwhile, the probability for the lowest energy alphabet at this energy level for the static slop is determined as

$$p_{s_1} = \frac{1}{|S|} - \frac{E_{mn}^1 - E_{mx}^1}{E_{mn}^1 - E_{mx}^1} + \frac{1}{|S|}. \hspace{1cm} (3.13)$$

Thus, the difference for the probability assignment between static and dynamic slop schemes at $E = X_{mx}^1$ becomes

$$\Delta p_{s_1} = p_{s_1} - 0 = \frac{1}{|S|} \left[ 1 - \frac{E_{mx}^1}{E_{mx}^1 - E_{mn}^1} \right]. \hspace{1cm} (3.14)$$

Then, the slope for the next (e.g., the second, the third and so on) lowest energy level in the first increment is given as

$$p_{s_j}^1 \bigg|_{X = X_{mn}^2} = \frac{\Delta p_{s_1}}{N - 1} + p_{s_j}, \hspace{1cm} \delta_{s_j}^1 = \frac{1}{|S|} - \frac{p_{s_j}^1}{E_{mn}^1 - E_{mx}^1}, \hspace{1cm} (3.15)$$

Note that $P_{s_j} = p_{s_1}$ for $j \in \{2, 3, \ldots, N - 1\}$ in the static slope characteristics. Similarly, for the highest energy level in the first increment is given as

$$\delta_{s_N}^1 = \frac{1}{|S|} - \left[ \frac{\Delta p_{s_1}}{N - 1} + p_{s_N}^1 \right], \hspace{1cm} (3.16)$$

where

$$p_{s_N}^1 = \frac{1}{|S|} - \frac{1}{|S_N|} E_{mn}^1 - E_{mx}^1 + \frac{1}{|S|}. \hspace{1cm} (3.17)$$

The details for other incremental ranges are omitted for brevity, but this procedure continues until the probability-energy relationship is derived over the entire feasible harvested energy region.
Compared to the earlier approach, the slope for any subset changes according to the harvested energy demand in this case. In addition, the slope does not change in the same way for different subsets. Moreover, constellation size consequently reduces in each increment $\Delta_k$ and the probabilities for the available $N - k$ subsets increase where $k$ indicates the number of subsets that are successively removed earlier based on the value of $\mathcal{X}$. The main benefit of this approach is that it enables the receiver to harvest more energy because higher energy level input signals have higher probabilities compared to the static slope technique as deduced from Fig. 3.2.

**Remark 3.1.3** Once $p_{s_i}$ is known, the corresponding signal probability can easily be determined using $p_i = \frac{p_{s_i}}{|S_i|}$. Hence, for any two signals $X_i \in S_i, X_j \in S_j$ and $S_i, S_j \neq S_N, p_i \neq p_j$ in the first approach, i.e., where $p_{s_i} = p_{s_j}$.

### 3.1.3 Throughput-Efficient SWIPT Policies

Performing information-decoding and energy-harvesting operations simultaneously while maintaining maximum achievable output, i.e., $(R_{mx}, E_{mx})$, is ideal whether these are carried out at co-located or separated receivers. Hence, it is important to determine the appropriate scheme and optimal way of allocating resources to improve the rate-energy tradeoff. In the literature, time-switching and power-splitting schemes are proposed to carry out these operations both in single and multiple user settings [12] [14] [21]. Here, we consider power-splitting scheme due to the fact that time-switching strategy would simply require us to characterize information maximizing and energy maximizing inputs separately over orthogonal time intervals. Hence, in such a case, non-uniform probability distribution for finite constellation inputs would not provide any benefits.

Power splitting scheme divides the received signal power to ID and EH components with a certain power-splitting fraction $\rho : 1 - \rho$. Basically, when information decoding and energy harvesting components have a common antenna architecture at the receiving end, the performance of SWIPT with finite-alphabet inputs depends on the input probability distri-
bution at the transmitter and splitting factor at the receiver. These parameters need to be optimally adjusted to determine the best operating point for the system. Intuitively, when highest-energy level signals become more likely to be transmitted, the amount of power allocated to the ID component increases given the harvested energy constraint. However, the impact on the information rate is determined by the balance between the reduction and gain due to unequal probabilities and increased in power splitting factor, respectively.

Therefore, in order to investigate the tradeoff between information rate and harvested energy and determine the solution for the optimal probability distribution and splitting factor, we formulate an optimization problem as follows:

\[
\begin{align*}
\text{(PR:3.1)} & \quad \max_{p_i \in S_p, \rho \in [0, 1]} I(X; Y) \\
\text{subject to} & \quad (1 - \rho) \mathcal{E}_{hv} \geq \mathcal{X} \\
& \quad 0 \leq \rho \leq 1 \\
& \quad 0 \leq p_i \leq \frac{1}{|S_N|}
\end{align*}
\]

where the achievable data rate \( I(X, Y) \) for SWIPT with finite-alphabet input is given as:

\[
R(\rho, p) = -\sum_{k=1}^{M} \frac{p_k}{\pi N_0} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-|v|^2} \log \left[ \sum_{j=1}^{M} p_j e^{[\rho(-|v|^2 + |v|^2)]} \right] dv_1 dv_2
\]

where \( \gamma_d \) and \( S_p \) are as defined in (3.5) and (3.9), respectively. The last two constraints specify the domain set of the optimization parameters.

**Proposition 3.1.2** Given the probability distribution of the finite-alphabet inputs, the achievable rate expression in (3.19) is concave with respect to the power splitting factor, \( \rho \).

**Proof:** See Appendix C

According to Proposition 3.1.2, there exists a global optimal solution which maximizes the achievable rate when the probabilities of the finite-alphabet inputs are fixed. On the
other hand, if the power splitting factor $\rho$ is given, the mutual information expression in (3.18a) is concave in the marginal probability distribution of the finite-alphabet input $p_i$ [92]. Since there is always a tradeoff between improving information transfer rate and satisfying the required harvested energy, it is necessary to adjust the probabilities accordingly. As mentioned above, these are determined using the static or dynamic slope characteristics curves. Hence, once those are determined, the optimization problem (PR:3.1) equivalently becomes minimization of a convex problem since $I(X,Y)$ is concave function of $\rho$ and the constraints are convex. Thus, Kahun-Kurush-Tucker (KKT) conditions are necessary and sufficient for global optimality, and hence we have

$$\frac{\partial L(\rho)}{\partial \rho} = -\sum_{k=1}^{M} \frac{p_k}{\pi N_0} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-|v|^2} \frac{\partial \log h(\rho, v_1, v_2)}{\partial \rho} dv_1 dv_2 + \mu_x E_{hv} + \mu_\rho (1 - 2\rho) = 0 \quad (3.20)$$

where

$$L(\rho) = R(\rho) - \mu_x \left( \chi - (1 - \rho)E_{hv} \right) - \mu_\rho \rho (1 - \rho) - \sum_{i=1}^{N} \mu_i p_i \left( \frac{1}{|S_N|} - p_i \right) \quad (3.21)$$

and

$$h(\rho, v_1, v_2) = \sum_{j=1}^{M} p_j e^{\left[ \rho (-|v + \gamma d|^2 + |v|^2) \right]} \quad (3.22)$$

From the complementary slackness conditions, i.e.,

$$\mu_x^* \left( \chi - (1 - \rho^*)E_{hv} \right) = 0 \quad (3.23)$$

$$\mu_\rho^* \rho^* (1 - \rho^*) = 0$$

$$\mu_i^* p_i^* \left( \frac{1}{|S_N|} - p_i^* \right) = 0,$$

it is clear that $\mu_\rho = 0$ and $\mu_i = 0$ since the feasible solution lies $0 < \rho < 1$ and $0 < p_i < \frac{1}{|S_N|}$ for $\chi < \chi_{mx}$. When the demand reaches the maximum achievable harvested energy, the solution is $\rho^* = 1$, and $p_i = 0 \forall i = \{1, 2, \cdots, N-1\}$ and $P_N = \frac{1}{|S_N|}$. Therefore, for $\chi < \chi_{mx}$,
after several arrangements (3.20) is simplified as
\[
E \left\{ \frac{e^{-|v|^2}}{h(\rho, v_1, v_2)} \left[ \sum_{j=1}^{M} p_j (-|v + \gamma_d|^2 + |v|^2) e^{\rho(-|v + \gamma_d|^2 + |v|^2)} \right] \right\} = C \tag{3.24}
\]

where \( C = \pi N_0 \mu_x \mathcal{E}_{hv} \) is a scaler quantity. Despite the difficulty in formulating closed-form expression for the optimum splitting factor, \( \rho^* \), it can be easily obtained using standard numerical tools.

**Algorithm 1** SWIPT with finite alphabets input

1: Given: \( \mathcal{X}, M \)

**Require:** max \( I(X;Y) \)

2: Determine the number of energy levels using (3.7)

3: Initialize \( \rho^u = 1 \) and \( \rho^l = 0 \), \( p(0) = \frac{1}{M}[1 \ 1 \ \cdots \ 1]_{1 \times M} \)

4: \( \rho(0) = 0.5(\rho^u + \rho^l) \)

5: \( n \leftarrow 0 \)

6: repeat

7: repeat

8: Determine \( I(X;Y) \) for \( \rho(n) \) using \( p(n) \), and \( R^n = I(X;Y) \)

9: Determine \( \mathcal{X} = \frac{\chi}{z-p(n)} \)

10: Determine signal probabilities based on \( \mathcal{X} \)

11: if Static Slope then

12: Apply the relation given in (3.10)

13: else

14: Use (3.11) for dynamic slope characteristics

15: end if

16: Solve (3.24) for \( \rho \)

17: Determine \( I(X,Y) \) using (3.19)

18: \( n \leftarrow n + 1 \)

19: Update \( \rho(n) \) using bisection method

20: until \( |I(X;Y) - R^n| < \epsilon \)

21: Update \( \mu_x \) using gradient method

22: until \( |\mu_x(n) - \mu_x(n - 1)| < \epsilon \)

23: Determine the optimal signal probabilities at the transmitter and power-splitting factor at the receiver
3.1.4 Numerical Analysis

In this section, we provide numerical results considering 16-QAM constellation where the transmitted signal energy per second is limited by the peak value, $2W$. As we can clearly see from Fig. 3.3, there are three different energy levels, denoted as $p_C \in S_1$, $p_B \in S_2$, $p_A \in S_3$, and hence there are two increments, $k = 2$, for the harvested energy level with $X_\Delta = 0.5E_{mx}$.

![16-QAM Constellation](image)

Figure 3.3: 16-QAM Constellation

Figure 3.4 illustrates that non-uniform probability distribution using either static or dynamic slope characteristics outperforms time-sharing and uniform probability distribution, and this becomes more significant for higher $X$ values. In the absence of harvested energy constraint, i.e., $\chi = 0$, uniform probability distribution among the finite alphabet input signals is optimal, and hence selecting only the highest energy alphabets hurts the achievable rate without any benefit. In addition, for time-sharing scheme, each incremental demand for harvested energy degrades the data rate linearly. This is because, this scheme shares the operation time interval for the information-maximizing (uniform distribution) and energy-maximizing (highest energy alphabets) inputs, and as $\chi$ increases less time will be allocated to transfer the information. On the other hand, with uniform probability assign-
ment approach, the power splitting factor $\rho$ is varied to satisfy the energy demand while tracing maximum information transfer rate. Despite its benefit to favor information transfer, lower splitting ratio for higher $X$ values hurts the overall performance, and this leads to time-sharing scheme to achieve better data rate for certain ranges of harvested energies as can be seen from the figure.

![Figure 3.4: Rate-Energy tradeoff characteristics](image)

Meanwhile, the significance of static over dynamic, or vice versa, depends on the net impact of signal probabilities and power-splitting factor. Intuitively, assigning higher probabilities to those alphabets with higher energy level allow to harvest more energy but hurts the achievable data rate. However, harvesting more energy in a given duration encourages to allocate more power to the ID component, i.e., higher $\rho$, which in turn benefits information transfer. Therefore, balance between the gain and the loss in data rate due to $\rho$ and non-uniform probability assignment, respectively, determines the tradeoff characteristics. From Fig. 3.5a we observe that as $X$ increases, higher energy level signals become more likely for transmission in the dynamic slope approach as expected. This enables the receiver to
harvest more energy within a given duration compared to the probability distribution determined by static slope characteristics. As a result, the information-decoding circuitry shares the power more favorably, i.e., $\rho$ increases as can be seen in Fig. 3.5b. The net effect of these parameters, i.e., probability distribution and power-splitting factor, is observed in Fig. 3.4. According to the numerical results, we can observe that the gain in $\rho$ due to dynamic slope characteristics is not significant for lower harvested energy constraints, and this implies more weight should be given to information rate under these circumstances. However, as the energy demand exceeds a certain threshold, it is advantageous and efficient to ignore smaller energy level alphabets and adjust probability distribution accordingly.

### 3.2 QoS-Driven SWIPT with Multiple Users

In this section, the optimal power control scheme that maximizes the throughput as well as energy-efficiency for SWIPT with arbitrary input distributions in the presence of delay-limited sources are investigated. We apply the above-mentioned non-uniform probability assignment schemes to adjust the input probability distribution of each transmitting node based on the corresponding channel characteristics and harvested energy constraint.

#### 3.2.1 Preliminaries

**System Model**

We consider a system where multiple delay-limited transmitting nodes communicate with a receiver over a wireless link as shown in Fig. 3.6. Assuming that each component is equipped with a single antenna, the transmitted signal from $k^{th}$ source node during $i^{th}$ symbol duration is selected from finite alphabets denoted by $S_k = \{X_{k1}^k, X_{k2}^k, \ldots, X_{km}^k\}$ with $|S_k| = M_k$ indicating the cardinality of the signal set. In addition, the input signal has a certain probability of occurrence denoted by $p_j = \Pr\{X = X_j^k\}$ where $j \in \{1, 2, \ldots, m_k\}$, and it is limited by a
peak energy constraint i.e., $|X|^2 \leq E_{pk}$.

While harvesting energy, each user stores received data packets generated by a delay-sensitive source that requires certain statistical QoS guarantees described by the QoS exponent $\theta$. More specifically, the tail distribution of the $k^{th}$ source node buffer is required to have an exponential decay with the rate controlled by the exponent $\theta_k$, and the buffer
violation or overflow probability is described as

$$\Pr \left\{ Q_i \geq Q_{max} \right\} \approx e^{-\theta_k Q_{max}}$$  \hspace{1cm} (3.25)$$

where $Q_k$ denotes the stationary queue length in the $k^{th}$ source node buffer, and $Q_{max}$ is the buffer overflow threshold. This buffer constraint dictates the arrival rates that can be supported by the wireless link. Each transmitter operates over non-overlapping time intervals such that

$$\sum_{k=1}^{N} \tau_k \leq 1$$  \hspace{1cm} (3.26)$$

where $\tau_k$ is the operation interval for node $k$. The wireless link between the $k^{th}$ source node and the receiver experiences flat-fading and the channel fading coefficient in the $i^{th}$ symbol period is denoted by $g_k[i]$. Hence, the received signal in this duration can be expressed as

$$Y_k[i] = g_k[i]W_k[i] + N[i]$$  \hspace{1cm} (3.27)$$

where $W_k \in S_k$ is the transmitted signal from source $k$ and $N[i] \sim \mathcal{CN}(0, N_0)$ is the circularly symmetric complex Gaussian noise with zero mean and variance $N_0$. Furthermore, the receiver has ID and EH components, and it applies power splitting scheme, i.e., $\rho$ fraction of the received energy is allocated to ID and $1-\rho$ to EH, in order to carry out the corresponding operations simultaneously.
Information Transfer

When multiple sources transmit their message to a common receiver over an orthogonal interval of duration $\tau_i$ with $i \in \{1, 2, \cdots, K\}$, the throughput can be expressed using input-output mutual information as follows:

$$R = \sum_{i=1}^{K} \tau_i I(X_i; Y)$$

$$= \sum_{i=1}^{K} \tau_i \left[ \sum_{k=1}^{m_i} p_k \int_{-\infty}^{\infty} f_Y|X_k, g \log \left( \frac{f_Y|X_k, g}{\sum_{j=1}^{m_i} p_j f_Y|X_j, g} \right) dy \right]$$

(3.28)

which leads to

$$R = \sum_{i=1}^{K} \tau_i \left[ - \sum_{k=1}^{m_i} p_k \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-|v|^2} \log \left( \sum_{j=1}^{m_i} p_j e^{-|v+\gamma_d|^2+|v|^2} \right) dv \right]$$

(3.29)

where $\sum_{j=1}^{m_i} p_j e^{-|v+\gamma_d|^2+|v|^2}$ is the conditional probability density function of $Y$ given $X_k$ as well as fading coefficient $g = (g_1, g_2, \cdots, g_n)$, $v = \frac{Y-g_k}{\sqrt{N_0}}$, $\gamma_d = \frac{g}{\sqrt{N_0}} (X_k - X_j)$, and $v$ is a vector consisting of real and imaginary component of $v$.

Energy Harvesting

Assuming that each source send information-bearing signal from a finite input signal constellations, the average harvested energy at the receiving end can be determined as follows:

$$E_{hv} = \mathbb{E} \left\{ \sum_{j=1}^{N} \tau_j z_j[i] |X_j[i]|^2 + \sigma^2 \right\}$$

(3.30)

where $z_j = |g_j|^2$ and the expectation is with respect to both $z_j$ and the distributions of the finite alphabet input signals from each source. Obviously, when energy harvesting is considered alone, it is more beneficial to assign higher probabilities to those with higher energy levels among the input signals.
3.2.2 Optimal Resource Allocation Strategies

Based on the remarks stated earlier, the choice of probability distribution for finite alphabet inputs depends on the overall objective. Thus, incorporating energy transfer along with information-bearing signal influences the optimal transmission policy, and in such a case, better performance, i.e., tradeoff, can be achieved with non-uniform probability distribution. In other words, alphabets that have different energy levels should have unequal probabilities for SWIPT. According to Theorem 3.1.1, the number of different energy levels in the finite-alphabets available for the $k^{th}$ source node, assuming QAM constellation with size $m_k$, is given as

$$N_{s}^{k} = \sum_{i=0}^{\sqrt{m_k}} \left( \sqrt{\frac{m_k}{4}} - i \right)$$  \hspace{1cm} (3.31a)

$$N_{r}^{k} = \frac{m_k}{8} + \sum_{i=0}^{\sqrt{m_k}} \left( \sqrt{\frac{m_k}{8}} - i \right) \hspace{1cm} (3.31b)$$

where $N_{s}^{k}$ and $N_{r}^{k}$ denote total number of different energy levels of $k^{th}$ transmitting node when the constellation has square and rectangular geometries, respectively. Except 4-QAM, constellation size is always greater than the number of unequal energy levels, and this implies that there exist some signals that have equal energy levels as mentioned earlier. Hence, it is meaningful to optimally adjust probabilities assigned to each subset $S_{k}^{i}$, where the superscript $k$ denote the source node, in accordance with the harvested energy constraint. In Section 3.1, we introduced two novel approaches, but the way probabilities are adjusted are modified due to the presence of multiple users as follow:

**Source dependent static slope characteristics**

Probabilities assigned to subsets change linearly for each increment in the required harvested energy, but the slope which characterizes probability-energy relation is not necessarily the same for all transmitting nodes. This is because different nodes might experience different
channel characteristics, and hence the fraction of the total harvested energy obtained from each node should be determined accordingly. Thus, we have

\[ X = \sum_{i=1}^{K} b_i E_i \]  

(3.32)

where \( X = \frac{x}{1-\rho} \), \( b_i = \tau_i z_i \) and \( E_i = \mathbb{E}\{|X_i|^2\} \). Therefore, in order to be fair among the transmitting nodes, the contribution from each node is determined based on its channel conditions as follows:

\[ X_k = \frac{X |b_k|^2}{\sum_{i}^K |b_k|^2} \]  

(3.33)

where

\[ X = \sum_{k=1}^{K} X_k. \]  

(3.34)

Therefore, the average energy level from the \( k^{th} \) source node becomes

\[ E_k = \frac{X_k}{b_k}. \]  

(3.35)

Then, based on (3.10), the probability-energy characteristic for the \( k^{th} \) transmitting nodes can be formulated as follows:

\[ p_{s_i}^k(E_k) = \delta_k E_k + p_{i}^k(E_k) \bigg|_{x=0} \]  

(3.36)

where \( p_{s_i}^k(X) \bigg|_{x=0} = \frac{1}{|S_k|} \) defines the signal probability for the \( k^{th} \) source node in the absence of energy constraints. In addition, \( \delta_k = \frac{|S_k|-|S_{k,\Delta}|}{\mathcal{E}_\Delta(|S_{k,\Delta}|)} \) if \( X_i \in S_k \), otherwise \( \delta_k = -\frac{1}{\mathcal{E}_\Delta(|S_{k,\Delta}|)} \)

where \( \mathcal{E}_\Delta = \mathcal{E}_{mx}^k - \mathcal{E}_{mn}^k \). As can be seen from (3.36), for a given transmitting node, each subset probability changes with the same slope which implies \( p_{s_i}^k = p_{s_j}^k \), except those of \( S_N \), and constellation size remains the same, i.e., \( |S_k| \) until \( E_k = \mathcal{E}_{mx}^k \).
Source dependent dynamic slope characteristics

In this scenario, the probability assignment for the finite-alphabets of each transmitting node is in such a way that a subset with the lowest-energy signals in the $k^{th}$ source node is assigned the smallest probability i.e., $p_{s_i}^k < p_{s_{i+j}}^k$ for $j = \{1, 2, \ldots, N - i\}$. In addition, as the fraction of the required harvested energy from node $k$ increases, a subset with the lowest energy level from the available active alphabets is discarded, for instance $S_i^k$ from $S_{sc}^k$, and this process continues successively until $E_k = E_{mx}^k$. The probability-energy characteristic curve of each transmitting node depends on the ranges of harvested energy allocated to the corresponding source. Hence, various transmitting nodes might enforce different slope characteristics shown in the Fig. 3.7 and the likelihood of a certain subset (or alphabet) in one node could be different in the other for the same contribution of harvested energy level.

Figure 3.7: Probability-energy relation for multiple transmitting nodes with 16-QAM and 8-QAM finite alphabet inputs

Let us denote the required harvested energy in the $j^{th}$ increment for the $k^{th}$ source node as $\Delta x_k^j$. Then, the probability-energy relation for this node and increment is mathematically
given as follows:

\[
p_{s_i}(E_k) = \delta_{s_i}^{kj} E_k + p_{s_i}^{kj} \bigg|_{E_k = \hat{E}_m^{k}}
\]  

(3.37)

where \( \delta_{s_i}^{kj} \) defines the slope of the probability of subset \( S_i^k \) in the interval \( \hat{E}_m^{j} \leq E_k \leq \hat{E}_m^{j,x} \), and the last term in (3.37) denotes this subset probability when \( E_k \) takes the lowest value during the \( j^{th} \) increment. The signal probabilities for each set of energy levels can be iteratively obtained as mentioned earlier in Section 3.1.2.

**Throughput Maximization**

In the presence of multiple UEs where information-decoding and energy-harvesting components are served by a common receiving antenna and RF chains, there are more variables to adjust in order to improve the rate-energy trade-off. The achievable data rate of users operating based on time-division multiple access scheme with finite alphabet input while applying power splitting at the receiving end can be modified as:

\[
R_i(\tau, \rho, p) = -\sum_{i=1}^{N} \tau_i \sum_{k=1}^{M} \frac{p_k}{\pi N_0} \int_{-\infty}^{\infty} e^{-|v|^2} \log \left[ \sum_{j=1}^{M} p_j e^{\left[ \rho \left( -|v+\gamma^{kj}_d|^2 + |v|^2 \right) \right]} \right] \, dv
\]  

(3.38)

where \( \gamma^{kj}_d \) is as defined earlier. Thus, the constant arrival rate for \( i^{th} \) delay-limited source node depends on the power splitting factor \( \rho \) as well as operating interval \( \tau_i \), and the explicit expression for the effective capacity is given as follows:

\[
C_i^e(\theta_i, \tau_i, \rho, p) = -\frac{1}{T\theta_i} \log E \left[ \frac{\theta_i \tau_i}{\pi N_0} \sum_{k=1}^{m} p_k \mathbb{E} \left\{ \log_2 \left[ \sum_{j=1}^{m} p_j e^{\left[ -\rho |v+\gamma^{kj}_d|^2 + |v|^2 \right]} \right] \right\} \right]
\]  

(3.39)
where $p = [p_1, p_2, \cdots, p_N]$. Based on Proposition 3.1.2, it is obvious that the achievable data rate given in (3.38) is concave with $\rho$, and $\tau_i$ as well. This implies that $e^{\theta R_i(\tau_i, \rho)}$ is log-convex function, and hence the effective capacity given in (3.39) is jointly concave with the uplink operation interval $\tau_i$ and the power splitting factor $\rho$ assuming that the probabilities for the finite-alphabet inputs are known apriori. Therefore, in order to investigate trade-off between effective capacity and harvested energy by optimally adjusting operating intervals and splitting factor for the given probability distribution, we formulate an optimization problem as follows:

\[
(\text{PR:3.2}) \quad \max_{\tau, \rho} \sum_{i=1}^{N} C_i^{e} \quad \text{(3.40a)}
\]

subject to

\[
(1 - \rho) E_{hv} \geq \chi \quad \text{(3.40b)}
\]

\[
\sum_{i=1}^{N} \tau_i \leq 1 \quad \text{(3.40c)}
\]

\[
\tau_i \geq 0, \quad \forall \ i \in \{1, 2, \cdots, N\} \quad \text{(3.40d)}
\]

\[
0 \leq \rho \leq 1 \quad \text{(3.40e)}
\]

where $\chi$ denotes the required harvested energy at the EH component. The last three constraints specify the domain set of the optimization parameters. Given the probability distribution, the above problem is in general convex, and hence optimum splitting factor and operating intervals can be obtained numerically. We develop an algorithm that iteratively solve the problem as indicated in Algorithm 2.

**Energy-Efficiency Maximization**

In limited energy resource environment, total energy expenditure to transfer every bit of information is a critical issue. Basically, energy is consumed to power data processing circuitry and send the signal to the target destination through a wireless fading medium. Let $P_c$ denote the circuit power consumption of node $i$, and assume that it is independent of
the transmitted power level $P_i$ for $P_i > 0$. Hence, the total energy expense of multiple users over an uplink operation interval of $T$ seconds becomes

$$E_{\text{tot}} = TP_c + \sum_{i=1}^{N} \tau_i P_i \text{ (Joules)} \quad (3.41)$$

where $P_c = \sum_{i=1}^{N} P_{c_i} = NP_{c_i}$, and without loss of generality, we assume each node consumes energy at the same rate. Since the information-bearing signal is used to energize the EH component, harvested energy should be subtracted from the total energy consumption in the formulation of the energy efficiency metric in order to reflect the net system energy consumption, as discussed in the literature [42] [43]. Thus, the effective energy efficiency of the system is expressed

$$\eta(\rho, \textbf{P}, \textbf{\tau}) = \frac{\sum_{i=1}^{N} C_i^e}{\mathbb{E}\{TP_c + \sum_{i=1}^{N} \tau_i P_i - \chi\}} \quad (3.42)$$

where $\textbf{\tau} = [\tau_1, \tau_2, \ldots, \tau_N]$ is a vector consisting of each node operating interval. Note that $T = 1$ in the sequel for simplicity. Any increment in demand for harvested energy requires additional $\Delta P_i$ that could change the system efficiency by $\Delta \eta_s$. In addition, Remark 1 encourages uniform distribution in the absence of harvested energy constraint, but this might not be the optimal strategy when energy efficiency is considered, as will be discussed shortly. Hence, it is necessary to formulate optimization problems so as to trace the impact of harvested energy on the optimal operating points, and determine optimal transmit power
as well as system energy efficiency. Thus, we have

(PR:3.3) \[ \max_{\rho, p_i, \tau} \eta \]
subject to \[ (1 - \rho)\mathcal{E}_{hv} \geq X \]
\[ \sum_{i=1}^{\tau} \tau_i \leq 1 \]
\[ \tau_i \geq 0, \quad \forall \ i \in \{1, 2, \cdots, N\} \]
\[ 0 \leq \rho \leq 1. \]

Despite the difficulty in obtaining closed-form expressions for the optimizing parameters from the above problem (PR:3.3), standard numerical tools can easily be applied to determine the solution. We provide the procedure in Algorithm 2 to solve (PR:3.2) and (PR:3.3), but we skip the details for brevity.

Algorithm 2 QoS-Driven SWIPT with finite input constellations

1: Given: \( X \)
2: for \( i = 1 \) to \( N \) do
3: \[ \text{Determine } X_i \text{ using } (3.35) \]
4: \[ \text{Determine the number of energy levels for the node using } (3.31) \]
5: \[ \text{Determine corresponding signal probabilities} \]
6: if Static Slope then
7: \[ \text{Apply the relation given in } (3.36) \]
8: else
9: \[ \text{Use } (3.37) \text{ for dynamic slope characteristics} \]
10: end if
11: end for
12: Decide the performance metric
13: if Throughput Max then
14: \[ \text{Apply Gauss-Hermit approach to Solve (PR:2)} \]
15: else
16: \[ \text{Apply Dinkelbach method to solve (PR:3)} \]
17: end if
18: Determine the optimal signal probabilities and power-splitting factor
3.2.3 Numerical Analysis

In this section, we provide numerical results considering 16-QAM constellation given in Fig. 3.3 where there are three different energy levels with probabilities denoted as $p_1$ for $S_1$, $p_2$ for $S_2$ and $p_3$ for $S_3$. The transmitted signal energy per second is limited by the peak value, $2W$. In regard to the channel characteristics, we consider two scenarios, namely case X with $g_1 < g_2$ and case Y with $g_2 < g_1$. The QoS exponential decaying characteristics for user 1 and user 2 denoted by $\theta_1$ and $\theta_2$, respectively.

Figure 3.8: Throughput maximization for 16-QAM
Fig 3.8 illustrates the impact of harvested energy constraint and QoS exponent parameter on the overall throughput, i.e., sum effective capacity of the system. More specifically, Fig. 3.8a shows the tradeoff characteristics between required harvested energy and effective capacity, and from this figure, we observe that non-uniform probability distribution using either static or dynamic slope characteristics outperforms the uniform probability distribution as the demand hits higher values, and this encourages to harvest more energy by giving priority for high energy alphabets. Furthermore, the advantage of static scheme over the dynamic case is a function of harvested energy constraint. In any case, the power splitting factor is optimally adjusted accordingly, and Fig. 3.8b describes how the splitting factor $\rho$ changes with $\chi$. Meanwhile, Fig. 3.8c characterizes effect of changing $\theta_1$ on the sum effective capacity, and as can be seen from the figure, strict QoS constraint hurts the throughput, i.e., effective capacity decreases with exponential decaying parameter $\theta$. Besides, the performance of dynamic and static slope approaches depends on each node channel characteristics and their QoS constraint parameter. For instance, when user 1 has looser QoS constraint, i.e., $\theta_1 < \theta_2$, in scenario Y, static approach achieves better throughput.

(a) Average energy efficiency in (bpJ/Hz) vs. required harvested energy  
(b) Power splitting factor vs. minimum harvested energy ($\mu$ J)

Figure 3.9: EE-Maximization under $\theta_1 = 0.1$ and $\theta_2 = 1.0$

On the other hand, the tradeoff characteristics for the system energy efficiency and required harvested energy is plotted in Fig. 4.7. From the figure, we can see that en-
energy efficiency is a non-increasing function and it reduces with $\chi$ despite harvested energy is subtracted in the denominator to reflect the net energy consumption. Comparing the non-uniform probability assignment approaches, static slope characteristics mostly leads to better energy efficiency in both cases, i.e., Case X and Case Y. The optimal time allocated for user 1 and user 2 while maximizing the system energy efficiency are illustrated in Fig. 3.10 as a function of harvested energy constraints. We observe that EE maximization gives more priority for less stringent QoS constraint under small harvested energy despite the user might experience smaller fading power, i.e., $\theta_1 < \theta_2$ and $g_1 < g_2$. However, as energy demand increases, more time is allocated for the node with better wireless link, ant this goes until $\chi$ forces only that node to transmit. Similar observation can be made from Fig. 3.10 under scenario Y with $\theta_1 > \theta_2$. Furthermore, better channel conditions result in more harvested energy over a smaller duration of time, which leads to higher power splitting factor at the receiving end.

Figure 3.10: Operating interval vs. required harvested energy for EE-Max.
Chapter 4

Energy-Efficient Resource Allocation in Fading Multiple Access Channels

This chapter presents energy-efficient power allocation schemes considering multiple users operating through fading MACs. First, novel expressions for the optimal power levels that maximize the instantaneous energy efficiency in a MAC are identified. Then, simultaneous wireless information and power transfer (SWIPT) is incorporated and optimization problems are formulated considering two types of antennas architecture, namely separated and common, for the ID and EH components at the receiving node. In all the cases, energy-efficient node selection policies and analytical expressions for the optimal transmit power level are derived. In addition, the performance tradeoffs for energy-efficient transmission policies when SWIPT is incorporated is studied, and the corresponding closed-form expressions for the optimal transmit power levels are derived focusing on the system energy efficiency while satisfying energy and power constraints. Furthermore, the impact of peak power constraint on the optimal resource allocation strategy is characterized. In addition, optimal system EE, and the impact of harvested energy demand on the optimal EE and other critical parameters such as power splitting ratio are identified.

Section 4.1 introduces the system model and illustrates the receiving architecture for
the SWIPT scenario. In Section 4.2, energy efficiency maximization problem is formulated for multiple access channels, and closed-form expressions for the optimal power allocation strategies are derived. In Section 4.3, wireless power transfer is incorporated with information transfer, and optimization problems are formulated considering harvested energy constraint. Numerical results are discussed at the end of Section 4.2 and 4.3.

4.1 System Model

We consider a wireless multiuser network in which \( N \) transmitting (TX) nodes send information-bearing signals on the same frequency band to a receiving (RX) node through a multiple access channel as shown in Fig. 4.1. Each TX node is equipped with a single antenna, and the transmitted signal from node \( i \in S = \{1, 2, \cdots, N\} \) in the \( k^{th} \) symbol duration is \( X_i[k] \sim \mathcal{CN}(0, P_i[k]) \) with instantaneous power \( P_i[k] \in \mathcal{P} \) where

\[
\mathcal{P} = \bigcup_{i \in S} \left\{ P_i : 0 \leq P_i \leq P_{i}^{\text{max}} \right\}. \tag{4.1}
\]

The RX node has information decoding (ID) component and, if SWIPT is being considered, it has an energy harvesting (EH) component as well. The ID component applies successive interference cancellation to decode the information from the received signal. We first study energy-efficient resource allocation among the TX nodes focusing on information transfer.
only. Then, we analyze system’s energy efficiency with SWIPT. In this case, we consider two scenarios as shown in Fig. 4.2. As can be seen, ID and EH components, in the separated architecture, have independent antenna and RF chains to collect the signals, whereas a single antenna is used in the common antenna architecture. In the latter model, power splitting scheme is applied to share the received signal proportionally, e.g., $\sqrt{\rho} : \sqrt{1-\rho}$ to ID and EH components where $\rho$ denotes the fraction of power allocated to the ID component.

In regard to the wireless channel, we assume that the link between any TX node and the receiver experiences frequency-flat fading. The complex fading coefficient for the channel between $i$th node and an information-receiving antenna during $k$th symbol duration is denoted by $r_i[k]$, and the channel power gain, $h_i[k] = |r_i[k]|^2$, is constant over a block length $T$ and changes independently to a new value based on its probability distribution. Similarly, $g_i[k] = |z_i[k]|^2$ is the normalized channel power gain for the link between $i$th source and the EH receiving antenna in the case of separated architecture, while $h_i[k]$ is again denotes the channel power gain for the ID component. Furthermore, it is assumed that channel side information is available at both ends. Therefore, the received signal at the destination in the $k$th symbol duration is given as

$$Y[k] = \sum_{i=1}^{N} w_i X_i[k] + N[k]$$

(4.2)
where \( w_i \in \{r_i, z_i\} \) depending on the ID-EH receiving antenna architecture, and \( N[k] \sim \mathcal{CN}(0, 1) \) is the complex Gaussian noise component at the receiving antenna with unit variance.

### 4.2 Energy Efficiency in MAC

In wireless communication systems, user energy efficiency (EE) can be quantitatively measured by bits of information reliably transferred to a receiver per unit consumed energy at the transmitter. In the presence of multiple users, it is also relevant and meaningful to consider the system EE. For instance, the consideration of the system energy efficiency enables us to allocate resources in such a way that the overall energy usage becomes more efficient. With this motivation, we consider the system energy efficiency, which is defined as

\[
\eta = \frac{\text{Throughput}}{\text{Total consumed energy}} \quad \text{(bits/Joule). (4.3)}
\]

In this chapter, we focus on the instantaneous achievable data rate per unit consumed energy, and given the fading state realization, sum-rate capacity over a block interval of \( T \) seconds is

\[
R_{\text{sum}}[k] = T \log_2 \left(1 + \sum_{i=1}^{N} \gamma_i[k]\right) \quad \text{(bits/Hz)} \quad (4.4)
\]

where \( \gamma_i[k] = h_i[k]P_i[k] \). For simplicity, we eliminate the index \( k \) of symbol duration in the sequel. Based on (4.4), sum-rate capacity is maximized when each source transmits at its peak power level in the absence of average power constraint. However, this might not be the optimal strategy for MAC when energy efficiency is considered, as will be discussed shortly.

Let’s now consider energy consumption. Note that energy is consumed to power the data processing circuitry and send the signal to the target destination. Let \( P_{c_i} \) denote the circuit power consumption of node \( i \), and assume that it is independent of the transmitted power level as long as \( P_i > 0 \). However, if no information is transmitted, there is no power
consumption, i.e., \( P_i = 0 \) implies \( P_{ci} = 0 \). Hence, the total energy consumption of multiple users over an uplink operation interval of \( T \) seconds becomes

\[
E_{tot}(P) = T \sum_{i=1}^{N} (P_{ei} + P_i) = T(P_c + \sum_{i=1}^{N} P_i) \quad \text{(Joules)} \quad (4.5)
\]

where \( P = [P_1, P_2, \cdots, P_N] \), and \( P_c = \sum_{i=1}^{N} P_{ci} \). We also denote the sum of the circuit powers of \( k \) users as \( \sum_{i=1}^{k} P_{ci} = P_c^k \). Thus, the system energy efficiency is expressed as

\[
\eta(P) = \frac{\log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i \right)}{P_c + \sum_{i=1}^{N} P_i}. \quad (4.6)
\]

It is obvious that the sum-rate capacity and total consumed energy are concave and affine functions of \( P \), respectively. Besides, both are differentiable. Hence, according to Proposition 2.9 stated in [93], the system energy efficiency given in (4.6) satisfies the criteria for pseudo-concavity.

As noted earlier, analytical characterizations of optimal transmission policies and the corresponding system efficiency have not been addressed in the literature to the best of our knowledge. Hence, we formulate an optimization problem to determine the energy-efficient power allocation strategy for fading multiple access channels as follows:

\[
\text{(PR:4.1):} \quad \max_{P} \eta(P) \quad (4.7a)
\]

subject to \( P_i (P_i - P_{i,\max}) \leq 0 \quad \forall i \quad (4.7b)\)

where \( P = [P_1, P_2, \cdots, P_N] \) and \( i \in S \). The constraint given in (4.7b) guarantees that the transmitted signal power level from each source node is within the feasible set \( \mathcal{P} \). Since the objective function is pseudo-concave, as noted above, and the constraint is convex, from Proposition 2.8 and 2.9 stated in [93], Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient to obtain the globally optimal solution. This implies that there is a unique
optimal solution for (PR:4.1).

**Theorem 4.2.1** The energy-efficient power allocation strategy for MAC is carried out based on channel power gain, i.e., priority is given to the strongest wireless link, and hence if we assume, without loss of generality that, $h_N > h_{N-1} > \cdots > h_2 > h_1$, the optimal transmit power level from the $i^{th}$ node is given by the following:

$$P_i^* = \min \{ \bar{P}_i, P_i^{mx} \} \quad (4.8)$$

where

$$\bar{P}_i = \xi_i e^{W\left(\frac{\Gamma_i}{e}\right) + 1} - \Omega_i, \quad (4.9)$$

and

$$\xi_i = \begin{cases} 1 & P_i^{*+1} = P_{i+1}^{mx} \\ 0 & \text{otherwise} \end{cases} \quad (4.10a)$$

with $\xi_N = 1$, $\Omega_N = 1$, $\Gamma_N = -1 + h_N P_c$. In addition, $\Gamma_i = \sum_{j=i+1}^{N} (h_i - h_j) P_j^{mx} - 1 + h_i P_i^{c}$, and $\Omega_i = 1 + \sum_{j=i+1}^{N} h_j P_j^{mx}$ for $i \in \{1, 2, \cdots, N - 1\}$. Finally, $W(\cdot)$ above denotes the Lambert function. *Proof:* See Appendix D.

From Theorem 4.2.1 we note that the selection of the energy-efficient transmitting node depends on the channel gain, total circuit power consumption and the peak power constraint. For instance, considering the case where only node $N$ is transmitting and the transmission power is less than the peak $P_N^{mx}$, the corresponding optimal transmit power level is given as

$$P_N^* = \frac{e^{W\left(\frac{h_N P_c - 1}{e}\right) + 1} - 1}{h_N} \quad (4.11)$$

Due to the fact that $W(x)$ is a monotonically increasing function for $x > 0$, we notice that the transmitted power level reduces with lower circuit power consumption. Thus, energy
efficiency improves as the power is lowered further and further if the circuit power consumption decreases. In addition, the optimal strategy always requires the node that has a weaker channel gain to be silent unless the peak power constraint of the transmitting node is active. For instance, if the solution for the transmit power level of the node with the best wireless link exceeds the peak power constraint, i.e., \( \tilde{P}_N > P_{\text{max}}^N \), then this node operates at its peak power level and the node with the second best wireless link transmits an information-bearing signal to the receiver at power \( P_{N-1}^* \) and the rest of the nodes stay silent unless \( \tilde{P}_{N-1} > P_{\text{max}}^{N-1} \).

Meanwhile, if multiple nodes have the same channel gain as the link with the highest gain, i.e., \( h_k = h_N \) where \( k \in S \), then there will be infinitely many solutions (transmission power levels) that lead to the same optimal energy efficiency. In such a case, these transmission power levels can be determined using

\[
\sum_{k=1}^{A} P_k = \frac{\omega^*}{h_N} \quad (4.12)
\]

where \( \omega^* \) is given in (D.6) in Appendix D and \( A = \{ k : h_k = h_N \text{ for } k \in S \} \). For instance, considering two TX nodes, (4.12) becomes \( P_1 + P_2 = P^* \) where \( P^* \) is the total optimal power level determined by \( \frac{\omega^*}{h_N} \), and the above claims can be clearly observed in Fig. 4.3, where we plot the energy-efficiency as a function of the power level of each TX node. In the first case, assuming one has higher channel gain compared with the other, say \( h_1 > h_2 \), the numerical results illustrate that the global solution is obtained on the \( P_1 \) edge of the \( P_1 - P_2 \) power plane, i.e., \( P_1 = 1.89 \) and \( P_2 = 0 \), or it is at the coordinate \( (0.46, 1.89, 0) \) on the \( \eta - P_1 - P_2 \) three dimensional space, i.e., lies on the surface of the \( \eta - P_1 \) plane. This justifies that the energy-efficient policy encourages node 1 to transmit, when \( h_1 > h_2 \), at power level \( P_1^* \) while node 2 is kept silent provided that \( P_1^* \) does not violate the peak power constraint. On the other hand, if both nodes have the same channel gain, i.e., \( h_1 = h_2 \), any point on the line \( P_1 + P_2 = P^* \) achieves the optimal solution as can be seen from Fig. 4.3b. This supports the statement that there are infinitely many solutions that satisfy (4.12).
Figure 4.3: Energy efficiency (bpJ/Hz) plot for two-TX nodes over a multiple access channel

We also note from Theorem 1 that the optimal power allocation policy for the active node does not follow the water-filling strategy. Without loss of generality, let us consider the node with the highest channel gain, say $h_N$, and ignore the peak power constraint. Then, we analyze the asymptotic characteristics of the corresponding transmit power level, which is determined by (4.11), as channel gain goes to infinity and zero as follows.

$$
\lim_{h_N \to \infty} P_N(h_N) = \lim_{h_N \to \infty} \frac{e^{W\left(\frac{h_N P_c - 1}{e}\right) + 1} - 1}{h_N}
$$

$$
\approx e^{\left[ \lim_{h_N \to \infty} \frac{e^{W\left(\frac{h_N P_c}{e}\right)} - 1}{h_N} \right]}
$$

$$
= \frac{P_c}{\lim_{h_N \to \infty} W\left(\frac{h_N P_c}{e}\right)}
$$

(4.13)

where the last equality is obtained by substituting the identity property of Lambert function, i.e., $e^{W(x)} = \frac{x}{W(x)}$. Since $W(x)$ is a monotonically increasing function for $x > 0$, we conclude that the optimal transmission power level is reduced as channel gain increases, unlike in the water-filling approach.

On the other hand, as $h_N \to 0$, we can apply L’Hopital’s rule to determine the asymptotic
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(a) All nodes have the same peak power limit, i.e., $P_{i}^{mx} = P^{mx}$ for $i \in Q$

(b) Nodes have varying peak power levels, i.e., $P_{i}^{mx} = 2^{-i+1} P^{mx}$, for $i \in Q$

Figure 4.4: Optimal power allocation with four TX nodes

value for very low $h_N$ values as follows:

$$
\lim_{h_N \to 0} P_N(h_N) = \lim_{h_N \to 0} \frac{d}{dh_N} \left[ \frac{e^{W(\frac{h_N P_c - 1}{e}) + 1}}{W(\frac{h_N P_c - 1}{e})} \right] = e \frac{\lim_{h_N \to 0} W(\frac{h_N P_c - 1}{e})}{\lim_{h_N \to 0} h_N P_c - 1} (1 + W(\frac{h_N P_c - 1}{e})) = \frac{W(-1/e)}{1 + W(-1/e)}$$

(4.14)

Using the fact that $W(-1/e) = -1$, we can clearly see that $\lim_{h_N \to 0} P_N(h_N) = \infty$. This implies more power is allocated as the channel gets worse similar to the channel inversion policy, and the required transmitted power level is unbounded for very small $h_N$.

As noted earlier, the transmitted power level from each TX node depends on the total circuit power consumption and peak power constraint, and we justify this using numerical results. It is assumed that there are four TX nodes with the peak power constraint $P_{i}^{pk} = 5W$ or 37dBm where $i \in Q = \{1, 2, 3, 4\}$. The bandwidth of the transmitted signal is assumed to be 10MHz, and the receiver noise is assumed to be white Gaussian with power spectral density $-140$dB/Hz. We assume that the channel fading gains are $h_1 = -44$dBm, $h_2 = -42$dBm, $h_3 = -41$dBm, and $h_4 = -40.5$dBm at the carrier frequency of $f_c = 900$ MHz.
Fig. 4.4 and Fig. 4.5 illustrate the effect of circuit power on the system energy efficiency and optimal power allocation strategy, respectively. More specifically, from Fig. 4.4a and Fig. 4.4b we observe that $P_i = 0$ for $i \in Q$ when $P_c = 0$, i.e., if the circuit power is negligibly small, the strategy which benefits energy-efficiency encourages the TX nodes to transmit at lower and lower power levels. We also notice that, for $P_c \neq 0$, the node which has the best channel link, i.e., node 4, is always active, and its transmit power level increases with $P_c$. In addition, when the optimal transmitted power level of node 4 reaches to its peak, i.e., $P^*_4 = P_{mx}^4$, the node with the next best channel link, i.e., node 3, could be allowed to transmit depending on the value of $P_c$ as shown in both figures. For instance, in region B, node 4 is operating at its peak while node 3 is silent, whereas in region C node 3 becomes active. In region D, both node 4 and node 3 are at their peak power level, but node 2 and node 1 are still in silent mode. Furthermore, comparing Fig. 4.4a and Fig. 4.4b, we see that when those nodes with better channel links have limited peak power, energy-efficient power allocation strategy allows other nodes with weaker channel conditions, such as node 1 and 2 in this example, to transmit as $P_c$ increases.

In regard to the energy efficiency, each increment in $P_c$ hurts the average EE as shown in Fig. 4.3, and for very high circuit energy consumption per unit time, few bits of information will be transmitted per joule of total consumed energy. Moreover, when there are unequal power constraints and those with better channel gains, such as node 4 and node 3, have limited peak power as indicated in Fig. 4.4b the system operates at a lower efficiency especially if the circuit power consumption is relatively large.

### 4.3 Energy Efficiency with SWIPT

Energy efficiency is essential in the presence of limited available resources, but this can be further challenging with SWIPT as there are additional optimization variables to control and constraints to satisfy. In this section, we study these issues and provide optimal resource
allocation strategies while taking harvested energy constraints into account. Since the physical architecture of receiving antennas and RF chains have direct impact on the analysis of energy efficiency and the corresponding optimal parameters, we consider an architecture with separated antennas and an architecture with a common antenna for the ID and EH components in the following two subsections, respectively.

### 4.3.1 Separated Antenna Architecture

In this scenario, TX nodes broadcast information and power simultaneously to ID and EH components that have independent antennas and RF chains to collect the transmitted signal. Since the information-bearing signal is also used to energize the EH component, harvested energy should be subtracted from the total energy consumption in the formulation of the energy efficiency metric in order to reflect the net system energy consumption, as discussed in the literature [42] [43]. Based on this remark, the system energy efficiency for multiple
access channels is given as follows:

\[ \eta_s(P) = \log_2 \left( \frac{1 + \sum_{i=1}^{N} \gamma_i}{\kappa + \sum_{i=1}^{N} P_i} \right) \]  

(4.15)

where \( \kappa = P_C - \frac{E_{hv}(P)}{T} \) denotes the total circuit power consumption minus the harvested energy per unit time, with the harvested energy expressed as

\[ E_{hv}(P) = T\beta \sum_{i=1}^{N} g_i P_i \quad \text{(Joules)} \]  

(4.16)

where \( \beta \in [0, 1] \) denotes energy conversion efficiency. Without loss of generality, we assume that \( T = 1 \) in the sequel. Since it is not possible to harvest more than the transmitted amount, we have \( \kappa + \sum P_i > 0 \).

In SWIPT, each TX node transmits a signal not only to send information to the ID component but also to energize the harvesting device. Hence, it is necessary to formulate an optimization problem in order to trace the impact of energy demand at the EH component on the optimal operating points and system energy efficiency. Thus, we have

\[ \text{(PR:4.2)} \quad \max_P \eta_s(P) \]  

subject to

\[ E_{hv}(P) \geq \chi \]  

(4.17b)

\[ P_i(P_i - P_{i}^{\text{max}}) \leq 0 \quad \forall i \in S \]  

(4.17c)

where \( \chi \) denotes the required harvested energy at the EH component, which is limited by the capacity of the energy storage device. (4.17b) describes an energy harvesting constraint that needs to be satisfied by the optimal solution in addition to the power constraint given in (4.17c). Any increment in demand for harvested energy requires additional transmitted power \( \Delta P_i \) and this could change the system efficiency by \( \Delta \eta_s \). For the ease of analysis, the above optimization problem is split into two cases based on the harvested energy constraint.
Energy constraint satisfied with strict inequality

When the constraint is satisfied with strict inequality at the optimal operating point, i.e., \( \mathcal{E}_{hv}^s(P^*) > \chi \), the information-bearing signal can be transmitted at the energy-efficiency-maximizing power level. In this case, harvesting more than the demand is feasible, if the battery has enough capacity to store any additional harvested energy. Otherwise, there is an energy overflow, and only portion of the available energy can be harvested. Hence, \( \chi \) will be deducted instead of \( \mathcal{E}_{hv}^s(P^*) \), and this in turn modifies \( \kappa \). From these, we observe that the net energy consumption relies on the battery capacity, denoted as \( B \), and hence we have

\[
\kappa = \begin{cases} 
P_C - \mathcal{E}_{hv}^s(P^*), & B > \chi \\
P_C - \chi & B = \chi.
\end{cases} \tag{4.18a}
\]

\[
P_C - \chi B = \chi. \tag{4.18b}
\]

In order to determine the energy-efficiency-maximizing input, optimization problem (PR:4.2) is reformulated as

\[
\text{(PR:4.2a)} : \max_P \log_2 \left(1 + \sum_{i=1}^{N} \gamma_i \right) / (\kappa + \sum_{i=1}^{N} P_i) \\
\text{subject to } P_i(P_i - P_i^{max}) \leq 0 \quad \forall i \tag{4.19}
\]

Regardless of whether \( \kappa \) takes the value in (4.18a) or (4.18b), the denominator is still convex, and hence the objective function maintains pseudo-concavity. Therefore, KKT conditions are still sufficient and necessary for global optimality. The following proposition provides an analytical expression for the optimal transmission power level when the energy constraint is satisfied with strict inequality.

**Theorem 4.3.1** We again assume, without loss of generality that, \( h_N > h_{N-1} > \cdots > h_2 > h_1 \). Then, for the separated architecture, the corresponding energy-efficient power allocation strategy under a loose energy harvesting constraint, i.e., when \( 0 \leq \chi \leq \chi^* \), is given by the following:
\[ P^*_i = \min \left\{ \xi_i \frac{e^{W \left( \frac{h_i \Phi_i - 1}{e} \right)} + 1}{h_i} , P^m_{i} \right\} \]  \quad (4.20)

where

\[ \Phi_i = \begin{cases} 
\frac{P^i_c}{1 - g_i} & B > \chi \\
P^i_c - \chi & B = \chi,
\end{cases} \quad (4.21a) \]

\[ \xi_i \text{ is the same as defined in (4.10a) and (4.10b) with now } P^*_i \text{ given in (4.20) being applied. In addition, } \chi^* \text{ is the harvested energy level at which the constraint starts being active.} \]

Proof: See Appendix E.

Under the given assumptions, Theorem 4.3.1 demonstrates that the user with better channel conditions has the priority to communicate with the ID receiver, and power the EH component as well, in order to maximize the system energy efficiency. Furthermore, it is interesting to observe that \( P^*_i \) decreases for each incremental \( \Delta \chi \) in the case of \( B = \chi \), and the reason is as follows. First, it is immediate that \( \Phi \) decreases with increasing \( \chi \). Knowing that Lambert function \( W(x) \) is a non-negative and increasing function for \( x > 0 \), \( e^{W(\cdot)} \) is also an increasing function. Thus, incremental demand \( \Delta \chi \) reduces \( W \left( \frac{h_i \Phi_i - 1}{e} \right) \). Therefore, we conclude that the optimal transmit power \( P^*_i \) reduces further until \( \chi = \chi^* \) based on (4.20).

Intuitively, an increase in \( \chi \) reduces \( \kappa \) and this in turn shifts the energy-efficiency maximizing point to the left, i.e., towards the origin or zero. Note that the power allocation policy given in (4.20) is optimal provided that the demand for harvested energy is below the threshold \( \chi^* \), i.e., the harvested energy constraint given in (4.17b) is inactive. However, when the demand exceeds this threshold, the constraint becomes active and this case is treated next.
Active energy constraint

When the energy demand is beyond $\chi^*$, the constraint in (4.17b) becomes active, and hence the constraint is satisfied with equality. Thus, we have

$$\text{(PR:4.2b) } \max_P \frac{\log_2 \left(1 + \sum_{i=1}^{N} \gamma_i \right)}{P_C + \sum_{i=1}^{N} (1 - g_i) P_i}$$

subject to

$$\mathcal{E}_{hv}^s(P) = \chi$$

$$P_i \leq P^{mx}_i$$

$$P_i \geq 0, \ i \in \{1, 2, \cdots, N\}.$$  

Here, the constraint in (4.22b) enforces the power allocation strategy to meet the demand while maximizing the energy efficiency. As noted earlier, the objective function in (4.22a) satisfies pseudo-concavity, and the constraints given in (4.22b) and (4.22c) are affine and convex, respectively. Thus, the optimization problem (PR:4.2b) is a concave-linear fractional problem [93], and its Lagrangian is given by

$$\mathcal{L} = \eta^b + \mu \left( \mathcal{E}_{hv}^s - \chi \right) - \sum_{i=1}^{N} \kappa_i (P_i - P^{mx}_i) + \sum_{i=1}^{N} \phi_i P_i,$$

where $\mu, \kappa_i \geq 0, \phi_i \geq 0$ denote Lagrange multipliers, and

$$\eta^b = \frac{\log_2 \left(1 + \sum_{i=1}^{N} \gamma_i \right)}{P_C + \sum_{i=1}^{N} (1 - g_i) P_i}.$$  

Since (PR:4.2b) is a concave-linear fractional programming optimization problem, the KKT conditions are both necessary and sufficient for global optimality, and are given by

$$\frac{\partial \eta^b}{\partial P_i} + \mu^* \frac{\partial \mathcal{E}_{hv}^s}{\partial P_i} + \kappa_i^* + \phi_i^* = 0,$$

$$\mu^*(\mathcal{E}_{hv}^s - \chi) = 0, \ \kappa_i^*(P_i^* - P^{mx}_i) = 0, \ \phi_i^* P_i^* = 0.$$
Incorporating the complementary slackness conditions, i.e., $\kappa_i^* = 0$ and $\phi_i^* = 0$ for $0 < P_i < P_{i}^{mx}$, into (4.25a) and applying the derivatives, we get

$$\Xi^{-1}(\mathbf{P})\mathbf{h} - \Psi(\mathbf{P})\mathbf{d} = \mu \ln(2)\mathbf{g}$$  \hspace{1cm} (4.26)$$

where $\Xi(\mathbf{P}) = \left(1+\sum_{i=1}^{N} \gamma_i \right) \left(P_c + \sum_{i=1}^{N} (1-g_i)P_i \right)$ and $\Psi(\mathbf{P}) = \left(P_c + \sum_{i=1}^{N} (1-g_i)P_i \right)^{-1} \ln \left(1+\sum_{i=1}^{N} \gamma_i \right)$. In addition, $\mathbf{h} = [h_1, h_2, \cdots, N]$, $\mathbf{g} = [g_1, g_2, \cdots, g_N]$ and $\mathbf{d} = [1-g_1, 1-g_2, \cdots, 1-g_N]$. From (4.26), it is not easy to get a closed-form expression for the optimal transmit power level. Meanwhile, in the presence of two-nodes, the complexity is reduced and it is possible to derive analytical expressions for the optimal solution. Moreover, in this setup, the impact of $\chi$ on the energy-efficient transmit power level of the TX nodes can be explicitly characterized as stated in the following proposition.

**Proposition 4.3.1** The energy-efficient SWIPT power allocation strategy for two-user MAC with separated architecture in the presence of an active harvested energy constraint is given by the following:

(a) If $h_i > h_j$ and $g_i > g_j$ for $i \in \{1, 2\}$, then

$$\chi \in [\chi^*, \chi'_a] \Rightarrow \begin{cases} P_i^* = \frac{\chi}{g_i} \\ P_j^* = 0 \end{cases}$$  \hspace{1cm} (4.27a)

$$\chi \in (\chi'_a, \chi_{mx}] \Rightarrow \begin{cases} P_i^* = P_{i}^{mx} \\ P_j^* = \min \left(\frac{\chi-g_iP_{i}^{mx}}{g_j}, P_{j}^{mx}\right) \end{cases}$$  \hspace{1cm} (4.27b)
(b) If $h_i > h_j$ and $g_i < g_j$ for $i \in \{1, 2\}$, then

$$
\chi \in [\chi^*, \chi'_b] \Rightarrow \begin{cases} 
    P_i^* = \frac{\chi}{g_i} \\
    P_j^* = 0
\end{cases} \quad (4.28a)
$$

$$
\chi \in (\chi'_b, \chi'') \Rightarrow \begin{cases} 
    P_i^* = \left( \frac{g_i e^{W(\frac{\chi}{h_j}+1-g_i-g_j)} - h_i \chi}{g_j h_i - g_i h_j} \right)^+ \\
    P_j^* = \min \left( \frac{\chi - g_j P_i^*}{g_j}, P_j^{mx} \right)
\end{cases} \quad (4.28b)
$$

$$
\chi \in (\chi'', \chi^{mx}] \Rightarrow \begin{cases} 
    P_i^* = \min \left( \frac{\chi - g_j P_i^{mx}}{g_j}, P_j^* \right) \\
    P_j^* = P_j^{mx}
\end{cases} \quad (4.28c)
$$

where $\chi'$ and $\chi^{mx}$ denote the maximum energy that can be optimally harvested from user $i$ and the maximum achievable harvested energy from both users, respectively. In addition, $\chi''$ denotes the energy demand at which user $j$ starts transmitting at the peak power level. Furthermore, $A = a P_c + \chi \left( \frac{1-g_j}{g_j} a - \frac{h_j}{g_j} \right) - 1$, and $a = \frac{h_i g_j - h_j g_i}{g_j - g_i}$.

**Proof:** See refer to Appendix F.

From Proposition 4.3.1, we observe that once the demand exceeds the threshold $\chi^*$, the harvested energy constraint overrides the energy-efficiency-maximizing solution, and the transmitted power level changes linearly with $\chi$. In addition, the optimal policies depend on the wireless link characteristics between each node and the ID and EH components. For instance, assuming $h_1 > h_2$, it is more energy-efficient to keep node 2 silent and allow node 1 to transmit until it reaches its peak power level provided $g_1 > g_2$. On the other hand, when $g_1 < g_2$ while $h_1 > h_2$, keeping node 2 silent is energy-efficient only if the demand for harvested energy is below $\chi'_b$. However, once the energy constraint exceeds $\chi'_b$, it becomes more advantageous to utilize resources from both users according to the power allocation policy given in (4.28b). This implies that better energy efficiency can be achieved by introducing node 2 instead of increasing the transmitted power level of node 1 by an equivalent amount. For $\chi'_b < \chi < \chi''$, there is a tradeoff between choosing a node which has
better channel link with the ID, node 1 in this case, and a node which has better channel link with EH component, i.e., node 2. As can be seen from the power allocation policy in (4.28b), more weight is given to node 2 until it utilizes its full capacity so long as the demand increases within the range $\chi'_b < \chi < \chi''$. This is because, for a given increment $\Delta \chi$ in this range, allocating additional power $\Delta P$ to node 2 instead of node 1 in order to satisfy the demand results in a linear gain of $\delta E = (g_2 - g_1)\Delta P$, and this becomes significant compared to the logarithmic loss $\log((h_1 - h_2)\Delta P)$. Based on the EE expressions given in (4.15) and (4.24), more will be subtracted in the denominator if $\Delta P$ is allocated to node 2 to instead of node 1, and this achieves higher energy efficiency despite the reduction in the rate (the numerator) since $h_2 < h_1$.

**Corollary 4.3.1** Given the harvested energy demand, the optimal system energy efficiency for a two-user MAC under separated antenna architecture for ID and EH components with $h_1 > h_2$ is given as

$$
\eta^*_s(\chi) = \begin{cases} 
\frac{h_1 \log_2(\omega^*)}{-1 + h_1(P_c - \chi) + \omega^*} ; & \chi < \chi^* \\
\log_2\left(1 + \frac{(h_1 - a_2g_1)P_1 + a_2\chi}{P_c + (1 - \frac{g_1}{g_2})P_1 + b_2\chi}\right) ; & \chi^* < \chi < \chi^{\text{max}}
\end{cases}
$$

(4.29a)

(4.29b)

where $a_2 = \frac{h_2}{g_2}$, $b_2 = \frac{1}{g_2} - 1$, and

$$
\omega^* = e^{W\left(\frac{-1 + h_1(P_c - \chi)}{e}\right) + 1}.
$$

(4.30)

**Proof**: The optimal energy efficiency can be easily obtained by substituting the expressions for $P^*_1$ and $P^*_2$ given in (4.27)-(4.28) into (4.15).

According to the above characterization stated in Corollary 1, we observe that $\eta^*_s(\chi)$ is always an increasing function of harvested energy demand for $\chi < \chi^*$. This is because the numerator in (4.29a) decreases logarithmically with $\omega^*$ (which decreases with increasing $\chi$) while the denominator reduces only linearly with $\omega^*$. Hence, the ratio becomes an increasing
function of $\chi$. On the other hand, for $\chi^* < \chi < \chi^{mx}$, we can see that $\eta_\star^*(\chi)$ is neither an increasing nor a decreasing function of $\chi$, and in such instances energy efficiency is generally expressed in the form of $\frac{\log_2(ax+b)}{cx+d}$. This is clearly a pseudo-concave function, and there exists a point beyond which efficiency starts to decrease for each increment in $\chi$. Therefore, energy efficiency is maximized when the harvested energy demand reaches a point at which

$$\frac{\partial \eta_\star^*(\chi)}{\partial \chi} \bigg|_{\chi=\chi_{pt}} = 0.$$  \hspace{1cm} (4.31)

Applying (4.31) to (4.29b), we get

$$\frac{a_2}{a_2 \chi + 1 + (h_1-a_2 g_1)P_1} - \frac{b_2 \log(a_2 \chi + 1 + (h_1-a_2 g_1)P_1)}{b_2 \chi + P_c + (1 - \frac{a_1}{g_2})P_1} = 0$$  \hspace{1cm} (4.32)

which leads to

$$Z \ln Z - Z = \zeta$$  \hspace{1cm} (4.33)

where $Z = a_2 \chi + 1 + (h_1-a_2 g_1)P_1$ and $\zeta = \frac{a_2}{b_2} (P_c + (1 - \frac{a_1}{g_2})P_1) - (1 + (h_1-a_2 g_1)P_1)$. Thus, the optimal solution for $\chi_{opt}$ can be expressed using the Lambert function as follows:

$$\chi_{opt} = \frac{1}{a_2} \left[ \frac{\zeta}{W(\zeta)} + (h_1-a_2 g_1)P_1 - 1 \right].$$  \hspace{1cm} (4.34)

### 4.3.2 Common Receiving Antenna Architecture

In this scenario, each TX node transfers both information and power simultaneously to ID and EH components that are physically connected to a common receiving circuitry, i.e., common antenna and RF chains. Thus, for supporting harvesting and decoding operations at the same time, the received signal power is split between ID and EH components based on the ratio $\rho : 1 - \rho$ as noted earlier in Section 4.1. Hence, the energy efficiency depends
not only on the transmit power level, but also on the power splitting factor \( \rho \), and we have

\[
\eta_c(\rho, P) = \frac{R(\rho, P)}{P_C + \sum_{i=1}^{N} P_i - \mathcal{E}_{hv}(\rho, P)}
\]  

(4.35)

where

\[
R = \log_2 \left( 1 + \rho \sum_{i=1}^{N} \gamma_i \right) \quad \text{(bps/Hz)} \quad (4.36a)
\]

\[
\mathcal{E}_{hv} = \beta (1 - \rho) \left( \sum_{i=1}^{N} h_i P_i \right) \quad \text{(Joules)}.
\]

(4.36b)

In the co-located architecture, each incremental value of the harvested energy demand is satisfied at the expense of information transfer, i.e., lower data rate, and this is due to the power splitting factor \( \rho \). In such a case, allocating power so that EH harvests more than the demand is not energy-efficient. Therefore, the necessary as well as sufficient condition is to satisfy the energy harvesting constraint with equality, and hence, given the energy demand \( \chi \), the splitting factor during the \( k \)th symbol duration can be determined as follows:

\[
\rho = \left[ 1 - \frac{\chi}{\sum_{i=1}^{N} h_i P_i} \right]^+ \quad (4.37)
\]

where \([x]^+ = \max(x, 0)\). The splitting factor is lower bounded by the condition at which the demand reaches to the maximum value, \( \chi^{\max} \), that can be supported by all the available resources. At this point, the received signal power is allocated to the EH component only, and if the desired harvested energy goes beyond this threshold, energy outage occurs.

Having said this, the energy efficiency formulation for MACs in this scenario can be simplified further by substituting (4.37) into (4.36a) as well as (4.36b), leading to

\[
\eta_c(P, \chi) = \frac{\log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i - \chi \right)}{P_C + \sum_{i=1}^{N} P_i - \chi}.
\]

(4.38)
Given the harvested energy demand, both the achievable rate and energy efficiency depend on the transmitted power level from each source, and as the demand changes by some increment, \( \Delta \chi \), so does the optimal transmit power level. Thus, in order to analytically illustrate the impact of harvested energy on the system energy efficiency and provide the optimal strategy, we formulate an optimization problem as follows:

\[
\begin{align*}
(\text{PR:4.3}) & \quad \max_P \eta_c(P, \chi) \\
\text{subject to} & \quad P_i \leq P_{\text{mx}}^i \\
& \quad P_i \geq 0.
\end{align*}
\]

Indeed, the objective function is a pseudo-concave function for the same reason stated earlier. Note that the harvested energy constraint has already been taken into account in the objective function while substituting the splitting factor.

**Theorem 4.3.2** We assume, without loss of generality that, \( h_N > h_{N-1} > \cdots > h_2 > h_1 \). Then, the energy-efficient power allocation strategy for SWIPT in MAC when the ID and EH components are physically connected to a single receiving circuitry is given as

\[
P^*_i = \begin{cases} 
0 & ; \chi < \chi_{\text{mn}}^i \\
\hat{P}_i & ; \chi_{\text{mn}}^i \leq \chi \leq \chi_{\text{mx}}^i \\
P_{\text{mx}}^i & ; \chi > \chi_{\text{mx}}^i
\end{cases}
\]

where

\[
\hat{P}_i = e^{W\left(\frac{c_i + d_i \chi}{e}\right)} - 1 - \frac{\sum_{j=1, j \neq i}^N h_j P_j^* + \chi}{h_i},
\]

\[c_i = h_i P_c^i + \sum_{j=1, j \neq i}^N (h_i - h_j) P_j^* - 1, \quad d_i = 1 - h_i.\] In addition, \( \chi_{\text{mn}}^i \) and \( \chi_{\text{mx}}^i \) are the threshold harvested energy levels at which the transmitted power from node \( i \) reaches peak and node \( i + 1 \) becomes active, respectively. Note that \( \chi_{\text{mn}}^N = 0 \) and \( \chi_{\text{mx}}^1 \) is the maximum energy which can be harvested from all source nodes.
Proof: See Appendix G

As can be seen from the explicit expressions given in (4.40), the optimal strategies for energy-efficient SWIPT with power splitting scheme at the receiving end is neither water-filling nor channel inversion. In addition, the node selection criteria and the corresponding optimal power allocation policies directly depend on the wireless channel conditions and harvested energy constraints. For instance, for lower energy demand, node with the best channel condition is prioritized to transmit while keeping those that experience poor conditions silent. However, after the demand for the harvested energy enforces the selected node to utilize its full capacity, i.e., the node starts transmitting the signal at its peak power, each incremental demand, \( \Delta \chi \), can be satisfied either by allowing the node with the second best link to transmit or by optimally adjusting the power splitting factor at the receiving end without activating any other node. The latter approach is the optimal solution for a certain range of harvested energy. As the demand increases further, allowing the node with the second highest channel power gain to send information and power becomes the best strategy rather than adjusting \( \rho \). In such instances, the transmitted power level of this node is optimally adjusted to maximize the system energy efficiency while complying with the energy demand. With an increase in \( \chi \), this procedure continues until the node with the weakest link is required to transmit at its peak power.

Note that the energy efficiency expression given in (4.38) is always a decreasing function of \( \chi \), and in the next corollary, we provide an explicit expression for the optimal energy efficiency using the power allocation strategies given in (4.40).

**Corollary 4.3.2** The optimal energy efficiency for the TX nodes with a receiver having ID
and EH components that operate using the power splitting scheme is explicitly given as

\[
\eta_c^* = \begin{cases} 
\frac{h_N}{\ln(2)} \left( W \left( \frac{c_i + d_i \chi}{e} \right) + 1 \right) & ; \chi_{i_{mn}} \leq \chi \leq \chi_{i_{mx}} \\
\log_2 \left( 1 + \sum_{j=1}^{N} h_j P_{mx}^j - \chi \right) & ; \chi_{i_{mx}} \leq \chi \leq \chi_{i_{mn}} - 1
\end{cases}
\] (4.42)

**Proof:** Substituting (4.40) into (4.38) and simplifying the expressions completes the proof. \[ \blacksquare \]

### 4.3.3 Numerical Analysis

In this section, we provide numerical results considering four transmitting nodes (similarly as considered in Section III) for the co-located ID-EH setting. For the case of separated architecture, we assume two nodes since analytical expressions are explicitly derived for this setting. The transmitted power level from each node is upper bounded by \( P_{mx} = 5 \text{W} \). The corresponding normalized average channel gains for ID and EH components are \( E \{ h_1 \} = -41 \text{dBm} \), \( E \{ h_2 \} = -44 \text{dBm} \), and \( E \{ g_1 \} = -43 \text{dBm} \). For the link between Node 2 and EH receiver, we have considered two cases: \( E \{ g_2 \} = -45 \text{dBm} \) and \( E \{ g_2 \} = -41 \text{dBm} \) in order to investigate impact of channel conditions on the optimal strategy and overall performance. In regard to the EH receiver model, we assume that the device is able to utilize the harvested energy with \( \beta = 1 \).

**Energy Efficiency**

Fig. 4.6 illustrates the quasi-concave characteristics of the optimal energy efficiency for the two-user MAC in the presence of the harvested energy constraint. As can be seen from Fig. 4.6a, for the separated ID and EH components with separate receiving antennas, system EE improves with the harvested energy demand so long as this demand is satisfied with the EE-maximizing input. The threshold or boundary for this condition depends on the peak power constraint and channel conditions. Further increase in harvested energy demand....
overrides EE optimality condition, i.e., the constraint forces the system to operate at a point below the most energy-efficient level. In the separated architecture, the overall performance depends on the corresponding channel gains of ID and EH components. For instance, when \( h_1 > h_2 \) and \( g_1 > g_2 \), activating user 2 always degrades the system efficiency, whereas if \( g_1 < g_2 \), allowing user 2 to transmit could lead to better efficiency for certain ranges of \( \chi \).
On the other hand, the system in the co-located scenario operates at the maximum energy efficiency point if no energy harvesting is required, and each incremental demand $\Delta \chi$ hurts the system EE. Hence, energy efficiency decreases with the increase in the harvested energy demand as shown in Fig. 4.6b. Similar characteristics are observed in the case of four-TX nodes except that more energy can be harvested when all the nodes are forced to utilize their peak power, at the cost of attaining lower energy efficiency levels, though. Furthermore, the impact of circuit power on the optimal energy efficiency is shown in Fig. 4.7 where the total circuit power is formulated as $P_C = P_{c_1} + P_{c_2} = \alpha P_{c_1}$ for some $\alpha \geq 1$ when both users are active. As can be seen, when the second user becomes active, in region B, the additional circuit power consumption reduces the energy efficiency. Indeed, the upper most curve in region B corresponds to the case of $\alpha = 1.0$ in which $P_{c_2}$ is negligible/ignored. Note that the second user circuit power consumption has no effect on the threshold at which this user starts transmission.

**Transmit Power Level**

As can be seen from Fig. 4.8 and Fig. 4.9, transmitter and receiver parameters rely on the harvested energy demand in both separated and co-located architectures. Starting with the transmitted power level, we observe in Fig. 6.2a that $P_1^*$ decreases as the EH component opportunistically harvests energy in the separated scenario. This achieves better efficiency for certain ranges of $\chi$. Further increase in the energy demand leads to transmission at higher power levels, and this continues until the peak value is reached for node 1. The optimal transmit power level is slightly modified as shown in Fig. 6.2b when $h_1 > h_2$ but $g_1 < g_2$. In this case, $P_1$ first decreases and then increases with the harvested energy demand as in regions A and B, respectively. However, $P_1$ again starts to decrease in region C when additional energy obtained from user 2 becomes significant compared with the corresponding reduction in information rate. This continues until the harvested energy demand cannot be satisfied by user 2 as in region E where $P_2 = P_{mx}$ and $P_1 < P_{mx}$.
In regard to the co-located scenario, any increment in $\chi$ results in additional transmit power level regardless of the number of TX nodes. Besides, the node with the next better channel condition can only be triggered to transmit provided the other nodes that experience higher channel gain already transmit at their peak power level, and this is clearly shown in Fig. 4.9a and 4.9b. Furthermore, the effect of harvested energy constraint on the receiver power splitting parameter under the co-located architecture with a common receiving cir-
Figure 4.8: Optimal transmit power for two-TX nodes with SWIPT in the separated ID-EH scenario.
Figure 4.9: Optimal transmit power in the co-located ID-EH scenario

(a) In the four-TX nodes model

(b) In the two-TX nodes model

this UE is transmitting at its peak power, but the other UE is still silent, and hence the \( \rho \) decreases linearly. Meanwhile, as the demand increases further, the second UE becomes active and the additional energy is obtained from this user allows to allocate more power to the ID component. As a result, \( \rho \) increases with the harvested energy demand in region C. Once both users reach the peak, the splitting factor decreases linearly in region D until it is reach to the maximum energy level that can be harvested from the users.
Figure 4.10: Optimal power splitting factor in the co-located ID-EH scenario
Chapter 5

Energy Harvesting Communication
Networks Under Statistical QoS Constraints

In the previous chapters, simultaneous transmission of information and power to ID and EH components that are equipped with either a common or independent antenna architecture were considered, and throughput maximizing and energy-efficient power allocation strategies were determined while satisfying harvested energy constraints at the receiving node. In this chapter, the information receiver is assumed to have embedded power source, but transmitting nodes do not have battery or external power source, rather they harvest energy from a dedicated wireless power source. Based on the coordination of users to harvest energy and transfer information to the AP, three downlink-uplink wireless information and power transfer (WIPT) protocols are considered, and in all the cases, the influence of buffer overflow probabilities on the optimal operation intervals and their impact on the overall network performances, i.e., throughput and energy-efficiency are studied.

The remainder of the chapter is organized as follows: Section 5.1 introduces the system model and describes three types of WIPT operation strategies. In Section 5.2, throughput
maximization optimization problems are formulated for synchronous TDMA, asynchronous
TDMA and simultaneous operation under statistical quality-of-service (QoS) constraints,
and optimal solution are determined. In Section 5.3 energy-efficient time allocation strate-
gies are obtained for each WIPT policy assuming delay-tolerant and delay-limited sources.

5.1 System Model and Preliminaries

5.1.1 System Model

In this chapter, we consider an energy harvesting communication networks in which an access
point (AP) communicates with multiple users that do not have embedded energy sources.
These users harvest energy from a dedicated wireless power transmitter (WPT) which broad-
casts energy signal with power $P_a$ over the downlink channel. Having equally divided time
slots of $T$ sec, wireless energy transfer occurs for a certain duration of each slot. Without
loss of generality, we use a normalized unit for each cycle, i.e., $T = 1$. In addition, we assume
that each user fully utilizes the harvested energy in each cycle (or time slot), as noted in [49]
[56], to support data transmission and circuit power consumption.

While harvesting energy, each user stores received data packets generated by a delay-
sensitive source that requires certain statistical QoS guarantees described by the exponential
QoS component $\theta$. Moreover, the tail distribution of the buffer is required to have an exponen-
tial decay with rate controlled by the exponent $\theta$, and this buffer constraint determines

Figure 5.1: A delay-sensitive multiuser wireless-powered communication system
the arrival rates that can be supported by the wireless link. Once energy is harvested, users send information-bearing signal over the remaining time of the slot to the AP. We assume that all the users transmit their data over the uplink channel in the same frequency band, and the transmitted signal from the $i^{th}$ user is denoted by $X_i$ where $i \in S = \{1, 2, \cdots, N\}$. Note that the uplink power level $P_i$ of this user directly depends on the amount of energy harvested. In regard to the channel, the link between an AP and any user experiences frequency flat-fading, and the channel fading coefficients changes from one block to another according to the distribution. Besides, the fading remains the same for both downlink and uplink operation of a given cycle.

### 5.1.2 WIPT Operation Strategies

As noted above, each user applies harvest-then-transmit protocol, and their coordination to carry out the downlink energy harvesting and uplink information transfer operations can be carried out using three difference schemes as will be discussed shortly. Namely, the scheme are synchronous energy harvesting with time-division multiple access (SH-TDMA) [49], synchronous harvesting with multiple access (SH-MAC), and asynchronous harvesting with time-division multiple access (ASH-TDMA) [56], and these are illustrated in Fig. 5.2 at the top of the next page. In the following sections, we will analyze and compare the performance gain achieved under each approach.

**SH-TDMA**

In this case, the downlink energy harvesting and each user uplink information transfer operations are carried out over non-overlapping time intervals, and WPT and AP are operating in half-duplex mode. Hence, all the users simultaneously harvest the downlink broadcast wireless power, but they transmit information uplink to the AP based on time-division multiple access scheme such that

$$\sum_{i=1}^{N} \tau_i \leq 1 - \tau_B$$  \hspace{1cm} (5.1)
where $\tau_B$ denotes the fraction of the time for downlink operation, and $\tau_i$ is the time allocated for user $i$. Thus, the harvested energy at user $i$ in one cycle can be expressed as

$$E_{hv}^i = \tau_B |g_i|^2 P_a \quad \text{(Joules)} \quad (5.2)$$

where $g_i$ denotes the channel fading coefficient between user $i$ and WPT during downlink operation. Then, the transmitted signal power level from the $i^{th}$ user is given as

$$P_i = \beta_i \frac{\tau_B}{\tau_i} |g_i|^2 P_a \quad (5.3)$$

where $\beta_i$ denotes fraction of harvested energy utilized for data transfer while the remaining, i.e., $1 - \beta_i$, is consumed by the circuit.
Meanwhile, the uplink received signal at AP from the $i^{th}$ user is given as

$$U_i = h_iX_i + N_i^u$$  \hfill (5.4)$$

where $N_i^u = \mathcal{CN}(0, 1)$ is the circularly-symmetric complex Gaussian noise at the AP with unit variance, and $h_i$ denotes the channel fading coefficient between user $i$ and the AP during uplink operation. Accordingly, the instantaneous achievable rate of user $i$ becomes

$$R_i = \tau_i \log_2 \left(1 + \gamma_i\right) \text{ (bps/Hz)}$$  \hfill (5.5)$$

where $\gamma_i = |h_i|^2P_i$ is the received SNR from user $i$ in the $k^{th}$ symbol duration. Substituting (5.3) into (5.5) and simplifying the expression, we get

$$R_i(\tau_B, \tau_i) = \tau_i \log_2 \left(1 + a_i \frac{\tau_B}{\tau_i}\right)$$  \hfill (5.6)$$

where $a_i = \beta_i |g_i|^2|h_i|^2P_a$. Since the instantaneous service rate of each user is jointly concave with the downlink and uplink operating intervals as noted in [49], so does the average. Thus, the total average throughput,

$$R_{tot}(\tau) = \mathbb{E}\left\{\sum_{i=1}^{N} R_i(\tau_B, \tau_i)\right\}$$  \hfill (5.7)$$

$$= \mathbb{E}_a \left\{\log_2 \prod_{i=1}^{N} \left(1 + a_i \frac{\tau_B}{\tau_i}\right)^{\tau_i}\right\}$$

where $\tau = [\tau_B, \tau_1, \cdots, \tau_N]$, is a jointly concave function of $\tau$.

**SH-MAC**

Similar to the earlier case, wireless power broadcasting and information decoding operations occur over orthogonal time intervals, and harvested energy at user $i$ can be determined from (5.2). However, users send information-bearing signals simultaneously over the uplink
channel throughout the interval $1 - \tau_B$. Thus, the received signal at AP is written as follows:

$$V = \sum_{i=1}^{N} h_i X_i + N^v$$

(5.8)

where $N^v = \mathcal{CN}(0, 1)$ is the circularly-symmetric complex Gaussian noise at the AP with unit variance. In order to decode each user’s information, AP performs successive interference cancellation, and we consider fixed decoding order. Hence, the instantaneous service rate for the user whose signal is decoded in the $i^{th}$ order can be determined as

$$R_i = (1 - \tau_B) \log_2 \left( 1 + \frac{|h_i|^2 P_i}{1 + \sum_{j=i+1}^{N} |h_j|^2 P_j} \right) \text{ (bps/Hz)}$$

(5.9)

where the uplink transmitted power from user $i$ in given as

$$P_i = \beta_i \frac{\tau_B}{1 - \tau_B} |g_i|^2 P_a.$$  
(5.10)

Substituting this into (5.9), the service rate is expressed in terms of harvesting interval $\tau_B$ as follows:

$$R_i(\tau_B) = (1 - \tau_B) \log_2 \left( 1 + \frac{a_i \tau_B}{1 - \tau_B + a_i^* \tau_B} \right) \text{ (bps/Hz)}$$

(5.11)

here $a_i = \beta_i |g_i|^2 |h_i|^2 P_a$ and $a_i^* = \sum_{j=i+1}^{N} a_j$.

**Proposition 5.1.1** The instantaneous service rate given in (5.11) is a concave function of harvesting interval $\tau_B$.

**Proof:** See Appendix [H]

Thus, the total average throughput, i.e., average sum-rate capacity in this case, which is given as

$$R_{tot} = \mathbb{E}_a \left\{ (1 - \tau_B) \log_2 \left( 1 + \sum_{i=1}^{N} a_i \frac{\tau_B}{1 - \tau_B} \right) \right\},$$

(5.12)
is a concave function of \( \tau_B \) since concavity is preserved under summation.

### ASH-TDMA

In this approach, users are allowed to harvest energy until they begin uplink data transfer as can be seen from Fig. 5.2c and hence WPT and AP are no longer in half duplex mode. However, each energy harvesting and information transferring operations occur over non-overlapping time intervals. The harvested energy at user \( i \) becomes

\[
E_{hv}^i = \left( \tau_B + \sum_{j=1}^{i-1} \tau_j \right) g_i P_a + E_{i}^{add} \quad \text{(Joules)}
\]  

(5.13)

where \( \tau_i \) denotes the time interval scheduled for this user to send information-bearing signal uplink to the AP, and \( E_{i}^{add} \) denotes the additional energy which can be harvested from the transmitted signal by other users. It is given as

\[
E_{i}^{add} = \sum_{k=1}^{i-1} \tau_k \lvert r_{ik} \rvert ^2 P_k
\]  

(5.14)

where \( r_{ik} \) is channel fading coefficient between user \( i \) and user \( k \), and \( P_k \) is the transmitted signal from user \( k \). As a result, the transmitted power level from user \( i \) is given as

\[
P_i = \beta_i \frac{E_{hv}^i}{\tau_i}
\]  

(5.15)

which leads to

\[
P_i = \beta_i P_a \left[ g_i \left( \tau_B + \sum_{j=1}^{i-1} \tau_j \right) + \sum_{u=1}^{i-1} r_{iu} g_u \left( \tau_B + \sum_{v=1}^{u-1} \tau_v \right) \right] \frac{1}{\tau_i}
\]

\[
= \beta_i P_a \left[ \frac{\tau_B a_i^j + \sum_{j=1}^{i-1} \tau_j a_j^j}{\tau_i} \right]
\]  

(5.16)
where $a_i^B$ and $a_j^i$'s are weighting coefficients while taking transmitted power level from user $i$, and they are obtained from the channels power gains. For instance, in a two-user model, we have $a_1^B = g_1$ and $a_1^1 = 0$, $a_2^B = g_2 + g_1 r_{12}$, and $a_2^1 = g_2$.

In regard to the uplink operation, users are operating based on time-division multiple access scheme, and hence the received signal at the AP and the corresponding achievable data rate during the time interval $\tau_i$ are as expressed in 5.4 and 5.5. Substituting (5.16) into (5.5), the instantaneous throughput of user $i$ in terms of operating intervals becomes

$$R_i(\tau_i) = \tau_i \log_2 \left( 1 + \beta_i \frac{a_i^B \tau_B + \sum_{j=1}^{i-1} \tau_j a_j}{\tau_i} \right)$$

(5.17)

where $\tau_i = [\tau_B, \tau_1, \cdots, \tau_i]$.

**Proposition 5.1.2** The instantaneous throughput of user $i$ given in (5.17) is jointly concave with orthogonal operating intervals $\tau_1, \tau_2, \cdots, \tau_i$.

**Proof**: See Appendix I.

Therefore, the total average throughput, which is given as

$$R_{tot}(\tau) = \sum_{i=1}^{N} \mathbb{E}\{R_i(\tau_i)\},$$

(5.18)

is a concave function of operating intervals.

**5.2 Throughput Maximization under QoS constraints**

In wireless-powered communication networks, the time intervals allocated for harvesting as well as decoding operation, and the power level of an energy-bearing signal transmitted downlink by WPT are important parameters that can be optimized to improve the throughput or service rate. In fact, broadcasting a signal at a higher power level enables users to harvest more energy within a shorter time interval, and this allows to transfer data over a
longer duration of each cycle. Since the AP is assumed to have a reliable external power source as mentioned in Section 5.1.1, it always transmits an energy-bearing signal at the peak power level. Thus, operation time intervals become the only parameters to control for maximum throughput, and in the following subsections, we analyze impact of QoS parameter on the optimal time allocation policies.

5.2.1 Optimal Harvesting Time in the MAC Protocol

In this case, energy-harvesting users send information bearing signal to AP through multiple access channels, and hence harvesting time becomes the only parameter to optimize for better performance. Knowing that each user harvests energy to support data transfer, the effective capacity expression of user $i$ given in (2.5) is modified for SH-MAC scheme by incorporating the additional parameter $\tau_B$, i.e., the harvesting interval, as follows:

$$C_e^i(\theta_i, \tau_B) = -\frac{1}{T \theta_i} \log_2 \left( \mathbb{E} \left\{ e^{-\Phi_i \log \left( 1 + \frac{a_i \tau_B}{1 - \tau_B + a_i \tau_B} \right)} \right\} \right)$$  \hspace{2cm} (5.19)

where $\Phi_i = (1 - \tau_B) \theta_i$. The sum effective capacity of users transmitting through a multiple access channel can be determined by summing up the individual effective capacities:

$$C_e(\theta, \tau_B) = \sum_{i=1}^{N} C_e^i(\theta_i, \tau_B)$$  \hspace{2cm} (5.20)

where $\theta = [\theta_1, \theta_2, \cdots, \theta_N]$.

**Theorem 5.2.1** Given the QoS exponent $\theta$, the sum effective capacity of the considered wireless-powered communication network under SH-MAC operation protocol is concave in $\tau_B$.

**Proof:** See Appendix 5.2.1

Intuitively, the QoS exponent $\theta$ has an impact on the optimal harvesting interval, and a strict QoS constraint requires higher service rates which can be provided if there is sufficient
time to harvest as well as transmit data. Since these are conflicting requirements, obtaining optimal duration in the presence of buffer violation constraints while improving the overall performance is a challenging task. Hence, we first formulate an optimization problem considering a single user case, and then extend it to multiple users.

**Single User**

In the presence of a single user setting, let us denote as user 1, and the optimal harvesting time can be obtained by formulating an optimization problem as follows:

\[
\text{(PR:5.1)} \quad \max_{\tau_B} \quad -\frac{1}{T\theta_1} \log \left( \mathbb{E} \left\{ e^{-\theta_1 R_1} \right\} \right)
\]

subject to \( \tau_B(-1 + \tau_B) \leq 0 \).

**Proposition 5.2.1** The optimal harvesting time for a single user scenario is independent of the statistical QoS exponential decaying parameter \( \theta_1 \), and it is given as

\[
\tau_B^* = \frac{e^{W((a_1 e^{-1})+1)} - 1}{a_1 + e^{W((a_1 e^{-1})+1)} - 1}.
\]

**Proof:** See Appendix K.

According to Proposition 5.2.1, it is interesting to see that the exponential decaying parameter \( \theta_1 \) does not have an impact on the optimal harvesting time interval. On the other hand, if the harvesting interval is independent of the fading state realization, i.e., \( \tau_B[k] = \tau_B[k+1] \), then (K.3) given in Appendix K becomes

\[
\mathbb{E} \left\{ e^{-\theta_1 R_1} \left[ \ln \left( 1 + \frac{a_1 \tau_B}{1 - \tau_B} \right) - \frac{a_1}{1 - \tau_B + a_1 \tau_B} \right] \right\} = 0.
\]

Since the Qos exponential decay parameter \( \theta_1 \) can not be taken out from the expectation, the optimal harvesting time depends on not only the channel characteristics but also \( \theta_1 \).
such a case, the solution is obtained by finding the root of the following function

$$f(\tau_B) = \mathbb{E}\left\{ e^{-\theta_1(1-\tau_B)\ln(\Gamma)} \left[ \ln(\Gamma) - \frac{A}{\Gamma} \right] \right\}$$  \hspace{1cm} (5.24)

where $\Gamma = 1 + \frac{a_1 \tau_B}{1-\tau_B}$ and $A = \frac{a_1}{1-\tau_B}$. In order to guarantee the existence of a unique solution, we apply the first order derivative, i.e.,

$$\frac{\partial f(\tau_B)}{\partial \tau_B} = \mathbb{E}\left\{ \left[ \ln(\Gamma) - \frac{A}{\Gamma} \right] \left[ \frac{\partial}{\partial \tau_B} e^{-\theta_1(1-\tau_B)\ln(\Gamma)} \right] + \left[ e^{-\theta_1(1-\tau_B)\ln(\Gamma)} \right] \left[ \frac{\partial}{\partial \tau_B} \left( \ln(\Gamma) - \frac{A}{\Gamma} \right) \right] \right\}$$

$$= \mathbb{E}\left\{ e^{-\theta_1(1-\tau_B)\ln(\Gamma)} \left[ \left( \ln(\Gamma) - \frac{A}{\Gamma} \right)^2 \theta_1 + \frac{a_1^2}{(1-\tau_B)^2 + (1-\tau_B)a_1 \tau_B} \right] \right\} \geq 0,$$  \hspace{1cm} (5.25)

and it can be inferred from (5.25) that $f(\tau_B)$ is an increasing function for any feasible harvesting interval. Furthermore, taking the boundary conditions, $\tau_B = 0$ and $\tau_B = 1$, the functional values are $f(0) = -a_1$ and $f(1) \gg 0$, respectively. Therefore, based on intermediate value theorem, there exists a unique value of $\tau_B^*$ such that $0 < \tau_B^* < 1$ and $-a_1 < f(\tau_B^*) = 0 < f(1)$. It is obvious that $\Gamma \geq 1$ and $A > 0$ for $a_1 \neq 0$. Nevertheless, there is no guarantee whether $\log_e(\Gamma) - \frac{A}{\Gamma} > 0 \forall \tau_B \in (0, 1)$ despite $\log_e(\Gamma)$ being monotonically increasing and $1/(\Gamma)$ decreasing functions of $\tau_B$. Thus, (5.24) does not necessarily imply $\ln(\Gamma) = \frac{A}{\Gamma}$. Besides, it is unlikely to obtain closed-form expressions for the optimal harvesting interval. Hence, we provide an algorithm determine the optimal harvesting interval from (5.24) using bisection method as described in Algorithm 3.

**Multiple Users**

In this case, there are at least two or more users having buffer violation probabilities defined by the exponential decaying parameter $\theta_i$. The goal is to determine the best time allocation strategy that benefit the total throughput, i.e., effective capacity, while satisfying the peak time constraint $\tau_B \leq 1$ over each fading state realization. Thus, the optimization problem
Algorithm 3 Harvesting interval independent of channel condition

1: Let: $f(\tau_B)$ as defined in \[5.24\].

**Require:** $\tau_B^*$ where $f(\tau_B^*) = 0$

2: Given $\epsilon$, $\tau_B^u$ and $\tau_B^l$

3: Initialize $\tau_B(0) = \tau_B^l$

4: $i \leftarrow 0$

5: repeat

6: $\tau_B(i) = 0.5 \times (\tau_B^u + \tau_B^l)$

7: Calculate $f(\tau_B)$ using \[5.24\]

8: if $f(\tau_B(i)) \times f(\tau_B^l) > 0$ then

9: update $\tau_B^l = \tau_B(i)$

else

10: update $\tau_B^u = \tau_B(i)$

11: end if

12: $i \leftarrow i + 1$

13: until $|\tau_B(i) - \tau_B(i - 1)| < \epsilon$ and $|f(\tau_B(i))| < \epsilon$

14: $\tau_B^* = \tau_B(i)$

---

is formulated as

(PR:5.2) \[
\max_{\tau_B} C^\epsilon(\theta, \tau_B) \tag{5.26a}
\]

subject to $\tau_B(-1 + \tau_B) \leq 0$. \tag{5.26b}

The constraint is convex, and it guarantees that the harvesting interval does not exceed the peak or give infeasible solution, i.e., $\tau_B^* < 0$. From characterization in Theorem 5.2.1 and property of (5.26b), we note that (PR:5.2) is a convex optimization problem. This implies that KKT conditions guarantee global optimality, and hence

\[
\frac{\partial \mathcal{L}}{\partial \tau_B} = 0 \tag{5.27a}
\]

\[
\lambda^*(\tau_B^* - \tau_B^*)^2 = 0. \tag{5.27b}
\]

can be applied where the Lagrange function $\mathcal{L}$ is now defined as

\[
\mathcal{L} = C^\epsilon(\theta, \tau_B) + \lambda(\tau_B[1 - \tau_B]). \tag{5.28}
\]
Knowing that $0 < \tau^*_B < 1$ for the reason mentioned earlier, the first order optimality criteria becomes

$$\nabla C^e = \sum_{i=1}^{N} \frac{\partial C^e_i(\theta_i, \tau_B)}{\partial \tau_B} = 0.$$  \hspace{1cm} (5.29)

where $\nabla C^e_i$ is further expressed as

$$\nabla C^e_i = e^{-\theta_i R_i[k]} \left[ \ln \left( H_i(\tau_B) \right) - \frac{a_i}{1-\tau_B} \frac{\gamma_T}{\gamma_T \tau_B} H_i(\tau_B) \right]$$  \hspace{1cm} (5.30)

where $H_i(\tau_B) = 1 + \frac{a_i \gamma_T}{1-\tau_B + a_i \gamma_T \tau_B}$. Here, we can clearly observe that QoS has a direct impact on the optimal harvesting interval, and each incremental $\Delta \theta_i$ changes the operation time allocation strategy. However, it is still not easy to explicitly characterize how an increase/decrease of $\theta_i$ affect $\tau_B$ and to provide a closed-form expression for the optimal harvesting time interval as well. Nevertheless, the global points of convex programming problems can be obtained using standard numerical tools.

We note that the uplink operating interval depends on the QoS exponents, and the upper boundary is achieved when each user does not have a buffer overflow limitation. In such a case, i.e., in the absence of statistical QoS constraints, throughput becomes average sum-rate capacity given in (5.12). In such a case, assuming $0 < \tau^*_B < 1$, the optimality criteria becomes

$$\frac{\partial}{\partial \tau_B} \mathbb{E} \left\{ (1 - \tau_B) \log_2 \left( 1 + \frac{\tau_B}{1-\tau_B} \gamma_T \right) \right\} = 0$$  \hspace{1cm} (5.31)

which leads to

$$\ln \left( 1 + \frac{\gamma_T \tau_B}{1-\tau_B} \right) - \frac{\gamma_T}{1-\tau_B + \gamma_T \tau_B} = 0$$  \hspace{1cm} (5.32)

where $\gamma_T = \sum_{i=1}^{N} a_i$. Following similar procedure as in the proof of Proposition 3, the solution becomes

$$\tau^*_B = \frac{z^* - 1}{z^* - 1 + \gamma_T}.$$  \hspace{1cm} (5.33)
where
\[ z^* = e^{W(-1 + \gamma_T) + 1}. \] (5.34)

Based on the above analytical result for wireless-powered users transmitting through multiple access channels, the optimal harvesting interval given in (5.33) decreases with increase in \( \gamma_T[k] \). This in turn implies that higher \( \gamma_T[k] \) value reduces \( \tau_B^*[k] \) as shown in Fig. 5.3. Intuitively, better channel gain allows to harvest the required energy within shorter time interval, and this improves the throughput by encouraging users to transmit information for longer duration.

![Figure 5.3: Optimal harvesting time \( \tau_B^* \) (Sec.) versus \( \Phi = -1 + \gamma_T \)](image)

5.2.2 Optimal Time Allocation in the TDMA Protocol

As noted in earlier for TDMA schemes, energy harvesting users transmit information uplink over non-overlapping time intervals that are governed by (5.1). The corresponding service rates can be determined using either (5.6) or (5.17) depending on how users are coordinated for the downlink operation. The relation between the wireless-powered user \( i \) effective capacity and operating intervals can be obtained by substituting the above mentioned service
rates into (2.5). The simplified expressions are given as

For SH-TDMA

\[ C_e^i(\theta_i, \tau_B, \tau_i) = \frac{1}{T} \log \left( \mathbb{E} \left\{ e^{-\theta_i \tau_i \log_2 \left( 1 + a_i \frac{\tau_B}{\tau_i} \right)} \right\} \right) \]  

(5.35a)

For ASH-TDMA

\[ C_e^i(\theta_i, \tau_B, \tau_i) = \frac{1}{T} \log \left( \mathbb{E} \left\{ e^{-\theta_i \tau_i \log_2 \left( 1 + \beta_i \left[ a_i \tau_B \tau_i + \sum_{k=1}^{i-1} \tau_k a_k \right] \right)} \right\} \right) \]  

(5.35b)

where \( \tau_i = [\tau_B, \tau_1, \tau_2, \ldots, \tau_N]' \). Thus, the total effective capacity in either case is determined by

\[ C_e^{tot}(\theta, \tau) = \sum_{i=1}^{N} C_e^i. \]  

(5.36)

where \( \tau = [\tau_B, \tau_1, \ldots, \tau_N]' \).

Proposition 5.2.2 The total effective capacity of wireless-powered users preserves concavity under TDMA.

Proof: See Appendix L.

From Theorem 5.2.1 and Proposition 5.2.2 we observe that the throughput of wireless-powered users having delay-limited sources preserves concavity over the downlink and uplink operating time intervals. This implies obtaining effective capacity maximizing operating solution is feasible given the statistical QoS exponential parameters. In the previous scenario, since energy-harvesting users were simultaneously transferring data to AP, it was necessary and sufficient to optimize the harvesting time alone. Meanwhile, when these users transmit information-bearing signals based on TDMA scheme, resource allocation strategy requires obtaining the set of time intervals for the downlink energy broadcasting and uplink informa-
tion transfer operations. Thus, we formulate an optimization problem as follows:

\[
\begin{align*}
\text{(PR:5.3)} & \quad \max_{\tau_B, \tau_i} C_{tot}^e \\
\text{subject to} & \quad (5.1), \tau_i \geq 0, \tau_B \geq 0.
\end{align*}
\]

The Lagrangian of (PR:5.3) is

\[
L(\tau) = C_{tot}^e - \Theta \left( \tau_B + \sum_{i=1}^{N} \tau_i - 1 \right)
\]

where $\Theta$ is the Lagrange multiplier for the constraint. The solutions of (PR:5.3) can be obtained from the corresponding dual problem, which is given as

\[
\begin{align*}
\max \Theta & \quad \min \tau \quad L(\tau). \\
\text{subject to} & \quad (5.37b).
\end{align*}
\]

Knowing $C_{tot}^e$ is a concave function and the time constraint is convex, (PR:5.3) is a convex optimization problem. Thus, the KKT conditions

\[
\begin{align*}
\frac{\partial L}{\partial \tau_B} &= 0 \quad (5.40a) \\
\frac{\partial L}{\partial \tau_i} &= 0 \quad (5.40b) \\
\Theta^* \left( \tau_B^* + \sum_{i=1}^{N} \tau_i^* - 1 \right) &= 0 \quad (5.40c)
\end{align*}
\]

are necessary and sufficient for optimality. The complementary slackness condition implies $\Theta^* \neq 0$ if the optimal total duration is the same as the symbol interval. Intuitively, maximizing the throughput requires harvesting more energy and transferring information for longer
period of time, which in turn enforces

\[ \tau_B^* + \sum_{i=1}^{N} \tau_i^* = 1. \quad (5.41) \]

Since first order optimality criteria given in (5.40) depend on the Lagrange function, or more specifically the objective function, we provide the details for synchronous and asynchronous TDMA schemes separately as follow.

**SH-TDMA**

Similarly as in [29] and [94], the maximization problem (PR:5.3) can be equivalently expressed as the following sub-optimal minimization problem,

\[
\min_{\tau_B, \tau_i} \sum_{i=1}^{N} \mathbb{E}\left\{ \left(1 + a_i \frac{\tau_B}{\tau_i}\right)^{-\theta_i \tau_i} \right\} 
\]

subject to (5.37b),

\[
\quad (5.42b) \]

and the corresponding Lagrange function given in (5.38) becomes

\[
\mathcal{L} = \sum_{i=1}^{N} \mathbb{E}\left\{ \left(1 + a_i \frac{\tau_B}{\tau_i}\right)^{-\theta_i \tau_i} \right\} - \Theta \left(\tau_B + \sum_{i=1}^{N} \tau_i - 1\right). \quad (5.43)
\]

Then, applying (5.40a) and (5.40b), we get

\[
\nabla \mathcal{L}_{\tau_B} = \sum_{i=1}^{N} a_i \left(1 + a_i \frac{\tau_B}{\tau_i}\right)^{-\theta_i \tau_i - 1} - \Theta = 0 \quad (5.44a)
\]

\[
\nabla \mathcal{L}_{\tau_i} = \left(1 + a_i \frac{\tau_B}{\tau_i}\right)^{-\theta_i \tau_i} \left[ \ln \left(1 + a_i \frac{\tau_B}{\tau_i}\right) - \frac{a_i \frac{\tau_B}{\tau_i}}{1 + a_i \frac{\tau_B}{\tau_i}} \right] - \Theta = 0, \quad (5.44b)
\]

which leads to

\[
z_i \ln(z_i) - z_i (1 + \Theta_i) = 1 \quad (5.45)
\]
where $z_i = 1 + a_i \frac{\tau_B}{\tau_i}$ and $\Theta_i = \Theta T \left(1 + a_i \frac{\tau_B}{\tau_i}\right)^{\theta_i \tau_i}$. The above equations in (5.45) have a form $X \ln X - aX = b$, and after several manipulations as in the proof of Proposition 3, the corresponding solution to (5.45) is given as

$$z_i^* = \frac{1}{W(e^{-(1+\Theta_i)})}.$$  
(5.46)

Hence, each user optimal uplink operating time interval is expressed as

$$\tau_i^* = \frac{a_i \tau_B}{z_i^* - 1}.$$  
(5.47)

Substituting (5.47) into (5.41), and solving for $\tau_B^*$ we get

$$\tau_B^* = \frac{1}{1 + \sum_{i=1}^{N} \frac{a_i}{z_i^* - 1}}.$$  
(5.48)

**ASH-TDMA**

In this case, some users can harvest while others are transferring information to AP, and the corresponding the expression for each user’s effective capacity and total throughput are determined using (5.35b) and (5.36), respectively. Substituting these into the objective function of (PR:5.3) gives us an optimization problem that maximizes total effective capacity for ASH-TDMA scheme. Following similar approach as to the earlier case, the equivalent sub-optimal minimization problem becomes

$$\min_{\tau_B, \tau_i} \sum_{i=1}^{N} E \left\{ 1 + \beta_i \left[ \frac{a_i \tau_B + \sum_{k=1}^{i-1} a_k \tau_k}{\tau_i} \right]^{-\theta_i \tau_i} \right\}$$  
(5.49a)

subject to (5.37b).  
(5.49b)
From the first order optimality criteria given in (5.40a), where the Lagrangian function in this case is

\[ L(\tau) = \sum_{i=1}^{N} \mathbb{E} \left\{ \left( 1 + \beta_i \left[ \frac{a_i^B \tau_B + \sum_{k=1}^{i-1} a_k \tau_k}{\tau_i} \right] \right)^{-\theta_i \tau_i} \right\} - \Theta \left( \tau_B + \sum_{i=1}^{N} \tau_i - 1 \right), \]  

(5.50)

we have

\[ \nabla L_{\tau_B} = \sum_{i=1}^{N} \beta_i a_i^B \left( 1 + \beta_i \left[ \frac{a_i^B \tau_B + \sum_{k=1}^{i-1} a_k \tau_k}{\tau_i} \right] \right)^{-\theta_i \tau_i - 1} - \Theta. \]  

(5.51)

Similarly, the explicit expression for (5.40b) using (5.50) becomes

\[ \nabla L_{\tau_i} = (1 + \beta_i x_i)^{-\theta_i \tau_i} \left[ \ln (1 + \beta_i x_i) - \frac{\beta_i x_i}{1 + \beta_i x_i} \right] + \sum_{j=i+1}^{N} \frac{\beta_i a_j^i}{\tau_j} (1 + \beta_j x_j)^{-\theta_j \tau_j - 1} - \Theta \]  

(5.52)

where

\[ x_i = \frac{a_i^B \tau_B + \sum_{k=1}^{i-1} a_k \tau_k}{\tau_i}. \]

After few manipulations, we have

\[ (1 + \beta_i x_i) \ln (1 + \beta_i x_i) - (1 + \beta_i x_i) (1 + \Theta'_i) = -1 \]  

(5.53)

where

\[ \Theta'_i = (1 + \beta_i x_i) \left[ \Theta - \sum_{j=i+1}^{N} (1 + \beta_j x_j)^{-\theta_j \tau_j - 1} \frac{a_j}{\tau_j} \right]. \]  

(5.54)

This equation is similar to (5.45), and can be solved following the same procedure using Lambert function. Thus, the optimal uplink operation interval for each user can be implicitly expressed as

\[ \tau_i^* = \frac{\beta_i \left( a_i^B \tau_B + \sum_{k=1}^{i-1} a_k \tau_k \right) \mathcal{W}(e^{-(1+\Theta'_i)})}{1 - \mathcal{W}(e^{-(1+\Theta'_i)})} \]  

(5.55)
Therefore, once the total time interval required for information transfer is known, the optimal initial harvesting time can be determined as

\[ \tau_B^* = 1 - \sum_{i=1}^{N} \tau_i^* . \]  

(5.56)

Since the expressions given for the optimal operating intervals in both SH-TDMA and ASH-TDMA cases are implicit functions, solution can only be obtained numerically using an iterative procedure. Note that the above downlink energy broadcasting and each user uplink data transfer time intervals are determined for the given the dual parameter, and sub-gradient approach can be applied to iteratively update \( \Theta \) until the solution converges to the optimal value. We provide an iterative algorithm to solve (PR:5.3) as shown in Algorithm 4.

5.2.3 Numerical Analysis

In order to justify theoretical characterizations, we provide numerical results considering two energy harvesting users communicating with an AP. We assume that the uplink and downlink channel of a given user have the same characteristics, and the corresponding magnitude square of fading coefficients are exponentially distributed with means \( \frac{1}{\varrho_1} \) and \( \frac{1}{\varrho_2} \) for user 1 and user 2, respectively. For the asynchronous harvesting - TDMA scheme, we consider two cases, namely ASH-TDMA\(^A\) and ASH-TDMA\(^B\), for comparison purpose. ASH-TDMA\(^A\) denotes the scenario discussed in Section 5.1.2 where the harvested energy at user \( i \) is governed by 5.13. On the other hand, ASH-TDMA\(^B\) considers the same situation as illustrated in Fig. 5.2c except that users harvest only from downlink broadcast signal as noted in [56], i.e., \( E_{add}^i = 0 \) in 5.13.

Fig. 5.4 illustrates the impact of downlink transmitted power level and user exponential QoS decaying parameter \( \theta \) on the network throughput, i.e., sum effective capacity. As can be seen from 5.4a broadcasting an energy-bearing signal at higher power level, in general,
Algorithm 4 Sub-optimal interval for TDMA under QoS

Require: $\tau_B^*$, and $\tau_i^*$ $\forall i \in \{1, 2, \cdots, N\}$
1: Given $\epsilon, a_1, a_2, \cdots, a_N$
2: Initialize $k = 0$, and $\tau_B(0), \tau_1(0), \cdots, \tau_N(0)$
3: Initialize $r = 0$, and $\beta(0)$
4: repeat
5: repeat
6: for $i = 1$ to $i = N$ do
7: $\Theta_i = \Theta(k)T \left[1 + a_i \frac{\tau_B(k)}{\tau_i(k)}\right]^{\theta_i \tau_i(k)}$
8: $\Theta_i'$ using 5.54
9: end for
10: if Nov-TDMA then
11: Calculate $\tau_B(k + 1)$, using 5.48
12: for $i = 1$ to $i = N$ do
13: Calculate $\tau_i(k + 1)$ 5.47
14: end for
15: else
16: for $i = 1$ to $i = N$ do
17: Calculate $\tau_i(k + 1)$ 5.55
18: end for
19: $\tau_B(k + 1) = 1 - \sum_{i=1}^{N} \tau_i(k + 1)^*$
20: end if
21: until $|\tau_i(k) - \tau_i(k - 1)| < \epsilon$, and $|\tau_B(k) - \tau_B(k - 1)| < \epsilon$
22: $r = r + 1$
23: Update $\Theta(r)$
24: until $\Theta(r) - \Theta(r - 1) < \epsilon$
25: $\tau_i^* = \tau_i(k)$ and $\tau_B^* = \tau_B(k)$
improves the network throughput as expected. This is because, if the received downlink signal at each user has relatively higher power level, sufficient amount of energy can be harvested in shorter duration which leaves more time for the uplink information transfer.
Comparing the various types of WIPT operation protocols, asynchronous energy harvesting is the best approach for throughput maximization of a wireless-powered communication network. In addition, we observe that allowing one user to opportunistically harvest energy from the uplink information-bearing signal transmitted by the other user to the AP provides additional energy and this increases the total number of bits that can be transferred as can be inferred from ASH-TDMA$^B$ and ASH-TDMA$^A$. On the other hand, Fig. 5.4b shows impact of changing user 2’s QoS parameter $\theta_2$ on the sum-effective capacity while user 1’s QoS parameter is kept constant at $\theta_1 = 1$. Generally speaking, higher $\theta$ values, i.e., stricter QoS constraint, hurts the throughput under fixed downlink transmit power. As can be seen from the figure, the performance gain of asynchronous harvesting with uplink TDMA over synchronous harvesting with uplink MAC is dependent on not only the users’ buffer violation probabilities but also the channel characteristics experienced by each of them. For instance, assuming both users have the same average channel power gain, ASH-TDMA achieves better data rate than SH-MAC for any values of $\theta_2 > 0$. However, if user 2 experiences favorable situations compared with user 1, i.e., $\rho_2 < \rho_1$, then loose QoS constraint at user 2 encourages to apply SH-MAC in order to benefit for throughput maximization. This is because the channel characteristics improvement leads to allocating more time for the uplink information transfer which actually benefits both users. Meanwhile, each incremental reduces the performance difference in the two approaches, and at point $P$ the same amount of bits is transferred using either scheme. Furthermore, Fig. 5.5 explains how the average optimal harvesting time changes with both channel conditions and user 2’s exponential decaying QoS parameter $\theta_2$. From the figure, we understand that better channel condition reduces the time allocated for energy harvesting which actually benefits the throughput. On the other hand, when the user experiences bad channel condition or transmits through worse wireless link, its buffer violation probability has little impact on the optimal harvesting time, and hence as $\theta_2$ becomes more strict less change is observed in $\tau_B$ under the given channel condition.

Fig. 5.6 shows explicitly users’ data arrival rates as a function of user 2’s exponential de-
Figure 5.5: $\tau_{avg}$ in (Sec.) vs. $\theta_2$ @ $P = 10, \theta_1 = 1$

caying parameter $\theta_2$ under different channel conditions. From [5.6a] we can see that at lower $\theta_2$ values user 2 achieves higher data arrival rates for both uplink TDMA and MAC schemes. More specifically, letting this user to harvest while user 1 transmits under ASH-TDMA case is advantageous. Despite the exponential decreases in effective capacity as $\theta_2$ takes higher values, user 2 maintains better arrival rate compared with user 1 until $\theta_2$ exceeds certain threshold, for instance i.e., $\theta_2 \approx 1$ for SH-TDMA or $\theta_2 = 3$ for ASH-TDMA. In regard to MAC, since both users operate simultaneously, strictness of $\theta_2$ has little impact on user 1 achievable data rate, and both users achieves the same data arrival rate when $\theta_2 = 6.5$. This is due to the fixed decoding order applied at the receiving end. On the other hand, when user 2 experiences better channel condition, i.e., $\rho_2 > \rho_1$, users data arrival rates and the corresponding point at which both users attain the same throughput is also changed as shown in Fig. [5.6b] Intuitively, when $\rho_2 > \rho_1$, allocating more time to user 2 improves the network throughput, but this can hurt user 1’s data arrival rate. From the figure, we observe that effective capacity of user 1 reduces slightly considering both SH-TDMA and ASH-TDMA WIPT protocols when user 2 has better channel gain. However, this condition does not reflect the same characteristics under SH-MAC. This is because, in synchronous
Figure 5.6: Impact of channel characteristics and exponential decay parameter $\theta$ on users’ effective capacity given $\theta_1 = 1$

harvesting with uplink MAC, both users share the benefit of user 2’s channel gain through the time allocated for energy harvesting and information transfer. Furthermore, comparing Fig. 5.6a and Fig. 5.6b, user 1 and user 2 data arrival rates improve simultaneously. However, the effective capacity of both users becomes the same at $\theta_2 = 2.8$ under MAC protocol, and each incremental value of $\theta_2$ beyond this point degrades user 2 performance,
and as a result, user 1 achieves better arrival rate. Whereas, in the case of uplink SH-TDMA scheme, since user 2 benefits from the channel power gain significantly, higher value of $\theta_2$ is expected in order to reach $R_1 = R_2$. In other words, the time allocated for each user to transfer information uplink to AP, more specifically for TDMA scheme, is highly affected by the buffer violation probability in the presence of delay-limited sources, and the doubly near-far problem mentioned in [49] depends on these parameters.

## 5.3 Energy-Efficient Time Allocation

Resource allocation for wireless-powered users considering throughput as a performance measuring metric benefits the uplink information transfer. Meanwhile, energy-efficiency is another compelling performance parameter mainly in energy-limited environment. In this section, we focus on obtaining optimal time allocation strategies that maximize the system energy efficiency of an energy harvesting communication networks. More specifically, we begin with instantaneous values and determine operating intervals without exponential decaying QoS constraints. Then, we investigate impact of these constraints on the system average performance, i.e., effective-EE.

### 5.3.1 Energy Efficiency without QoS Constraints

The system energy efficiency determines the total number of bits transferred to the AP per a joule of energy consumed by the system, and in subsequent subsections, we apply this metric to wireless-powered nodes considering uplink TDMA and uplink MAC protocols.

**Under uplink TDMA protocol**

In this protocol, wireless-powered users transfer data over non-overlapping time intervals, and their corresponding instantaneous service rates can be determined using (5.6) and (5.17) for synchronous and asynchronous energy harvesting operations, respectively. It is clear that
the system expends energy to transfer $R$ bits of information to the AP, and this expenditure depends on the downlink transmitted power level $P_a$ as well as the power consumption of the circuitry. Thus, the energy consumption rate during the downlink and uplink operations intervals are given as

\[ P_D = P_a + P_WPT \]
\[ P_U = P_{AP}^{cir} \] (5.57)

where $P_WPT^{cir}$ and $P_{AP}^{cir}$ denote circuit power consumption at the WPT and AP, respectively. Note that since the wireless-powered nodes do not have embedded power source, their circuit power consumption is satisfied from the harvested energy. Hence, it does not need to be included in 5.57. Therefore, the system energy efficiency, which evaluates the amount of data transferred per joule of consumed energy in each fading realization, is mathematically expressed as

\[
\eta_a^T(\tau) = \begin{cases} 
\log_2 \prod_{i=1}^N \left(1 + \frac{a_i \beta_i}{\tau_i} \right)^{\tau_i} 
& \text{SH-TDMA} \\
\sum_{i=1}^N \tau_i \log_2 \left(1 + \beta_i \left[ a_i \beta_i + \sum_{k=1}^{i-1} a_k \tau_k \right] \right) 
& \text{ASH-TDMA}
\end{cases}
\] (5.58)

Knowing that the throughput, which is the numerator of $\eta_a^T$, is a concave function of operating intervals in both types of TDMA scenarios as noted in Section 5.1.2 and the consumed energy is affine function, the system energy efficiency given in 5.58 is Pseudo-concave claiming Proposition 2.9 of [93]. This guarantees the existence of a stationary point that maximize the utility function, and in order to determine the optimal set of operation
time intervals, an optimization problem is formulated as follow:

\begin{equation}
\text{(PR:5.4)} \quad \max_{\tau} \eta_{\tau}^a(\tau) \quad \text{(5.59a)}
\end{equation}

subject to (5.37b). \hspace{1cm} \text{(5.59b)}

Since (PR:5.4) is a concave-linear fractional problem, Dinkelbach method can be applied to solve the optimization problem [93]. This method follows an iterative procedure until the optimal solution which maximizes the system energy efficiency is achieved. Each step involves solving another convex maximization problem which is defined as

\begin{equation}
x^* = \arg \max_{x \in S} \left[ F(x) - \alpha_n g(x) \right] \quad \text{(5.60)}
\end{equation}

where \( F(x) \) is the numerator, and \( g(x) \) is the denominator of system energy efficiency given in (5.58). In addition, the parameter \( \alpha_n \) is a constant for the \( n^{th} \) iteration, and it is updated iteratively with \( \alpha_{n+1} = \frac{F(x)}{g(x)} \) until the solution converges to the optimal value. The convex maximization problem given in (5.60) is a.k.a. inner loop and it has different description for SH-TDMA and ASH-TDMA scenarios as will be discussed shortly.

i. Inner loop under SH-TDMA

From the characterization in (5.58), the inner loop maximization problem defined in (5.60) can be reformulated as

\begin{equation}
\min_{\tau} - \ln \prod_{i=1}^{N} \left( 1 + a_i \frac{\tau B}{\tau_i} \right)^{\frac{\tau_i}{\tau}} + \alpha_n \left( (P_D - P_U)\tau B + P_U \right) \quad \text{(5.61a)}
\end{equation}

subject to (5.37b). \hspace{1cm} \text{(5.61b)}

For the given \( \alpha_n \), the problem reflects throughput maximization formulated in [49] except the additional term \( \alpha_n((P_D - P_U)\tau B + P_U) \). The Lagrangian function \( \mathcal{L} \) for the above optimization
The problem is defined as

\[
\mathcal{L}(\tau_B, \tau, \beta) = -\ln \prod_{i=1}^{N} \left(1 + a_i \frac{\tau_B}{\tau_i}\right)^{\tau_i} + \alpha_n \left((P_D - P_U)\tau_B + P_U\right) - \Phi \left(\tau_B + \sum_{i=1}^{N} \tau_i - 1\right)
\] (5.62)

where \(\Phi\) is the Lagrange multiplier for the constraint. Since \(\ln \prod_{i=1}^{N} \left(1 + a_i \frac{\tau_B}{\tau_i}\right)^{\tau_i}\) is proved to be concave, it is straightforward to see that the above problem is convex with respect to the operating time intervals, and hence their optimal values can be determined applying KKT conditions,

\[
\Phi^* \left(\tau_B^* + \sum_{i=1}^{N} \tau_i^* - 1\right) = 0. \quad (5.63a)
\]

\[
\frac{\partial \mathcal{L}}{\partial \tau_B} = 0 \quad \text{and} \quad \frac{\partial \mathcal{L}}{\partial \tau_i} = 0 \quad (5.63b)
\]

Thus, we get

\[
\sum_{i=1}^{N} \frac{a_i}{1 + a_i \frac{\tau_B}{\tau_i}} + \alpha_n (P_D - P_U) - \Phi = 0 \quad (5.64)
\]

\[
\ln \left(1 + \frac{a_i \tau_B}{\tau_i}\right) - \frac{a_i \tau_B}{1 + a_i \frac{\tau_B}{\tau_i}} - \Phi = 0. \quad (5.65)
\]

Similarly as in [49], from (5.64) and (5.65), we have

\[
\sum_{i=1}^{N} a_i - 1 = z \ln z - z(1 + \omega_i), \quad (5.66)
\]

and the optimal time allocations are given as

\[
\tau_B = \frac{z^* - 1}{\sum_i^N a_i + z^* - 1} \quad \text{and} \quad \tau_i = \frac{a_i}{\sum_i^N a_i + z^* - 1} \quad (5.67)
\]
where \( \omega_i = \alpha_n(P_D - P_U) \), \( z = 1 + \frac{\tau_B}{K} \), and \( K = \frac{1 - \tau_B}{\sum_{i=1}^N a_i} \). Thus, the solution to (5.66) can be expressed as

\[
z^* = \frac{a_i - 1}{W\left( (a_i - 1)e^{-\left( 1 + \omega_i \right)} \right)}.
\]

Substituting (5.68) into (5.67), solution of operating intervals while \( \alpha_n \) is fixed are explicitly expressed as

\[
\tau_B^* = \frac{a_i - 1}{W\left( (a_i - 1)e^{-\left( 1 + \alpha_n(P_D - P_U) \right)} \right)} - 1
\]

\[
\tau_i^* = \frac{a_i}{\sum_{i=1}^N a_i + W\left( (a_i - 1)e^{-\left( 1 + \alpha_n(P_D - P_U) \right)} \right)} - 1.
\]

Therefore, the optimal time intervals for the downlink energy broadcasting and uplink information transfer can be determined by updating (5.69) iteratively. The procedure for solving the optimization problem (PR:5.4) considering synchronous harvesting with uplink TDMA is indicated in Algorithm 5.

**Algorithm 5** EE maximization for SH-TDMA scheme using Dinkelbach’s algorithm

1: Given: \( \epsilon \)
2: Define: \( F(\tau) = \ln \prod_{i=1}^N \left( 1 + a_i \frac{\tau_B}{\tau_i} \right)^{\tau_i} \),
   \( g(\tau) = (P_D - P_U)\tau_B + P_U \)
3: \( n \leftarrow 0 \)
4: Initialize \( \tau_B, \tau_1, \tau_2, \cdots, \tau_N \).
5: repeat
6:   Update \( \tau_B \) and \( \tau_i \) using (5.69a) and (5.69b), respectively
7:   Determine \( \Delta_n = F(\tau) - \alpha_n g(\tau) \)
8:   \( \alpha_{n+1} = \frac{F(\tau)}{g(\tau)} \)
9:   \( n \leftarrow n + 1 \)
10: until \( |\Delta_n| > \epsilon \)
11: Set \( \tau_B^* = \tau_B \) and \( \tau_i^* = \tau_i \).

**ii. Inner loop under ASH-TDMA**
In this case, the inner loop is expressed as follows:

$$\min_\tau - \sum_{i=1}^N \tau_i \ln \left( 1 + \beta_i \frac{a_i^i \tau_B + \sum_{k=1}^{i-1} a_i^k \tau_k}{\tau_i} \right) + \alpha_n C(\tau_N, \tau_B)$$

(5.70a)

subject to (5.37b) (5.70b)

where \(C(\tau_N, \tau_B) = P_D + P_U - P_D \tau_N - P_U \tau_B\). The corresponding Lagrange function \(L\) is given as

$$L(\tau_B, \tau, \beta) =$$

$$- \sum_{i=1}^N \tau_i \ln \left( 1 + \beta_i \frac{a_i^i \tau_B + \sum_{k=1}^{i-1} a_i^k \tau_k}{\tau_i} \right) + \alpha_n (P_D + P_U - P_D \tau_N - P_U \tau_B) - \Phi \left( \tau_B + \sum_{i=1}^N \tau_i - 1 \right)$$

(5.71)

where \(\Phi\) is the Lagrange multiplier. As noted in the SH-TDMA case, this problem is also a concave throughput maximization apart from the additional term. Clearly, KKT conditions in (5.63) are necessary and sufficient for global optimality. Thus, applying the first order optimality criteria, we get

$$\frac{\partial L}{\partial \tau_i} = \ln \left( 1 + \beta_i x_i \right) - \beta_i x_i + \sum_{j=i+1}^N \frac{\beta_j a_j^i}{1 + \beta_j x_j} - \Phi = 0$$

(5.72a)

$$\frac{\partial L}{\partial \tau_N} = \ln \left( 1 + \beta_N x_N \right) - \frac{\beta_N x_N}{1 + \beta_N x_N} - \alpha_n P_D - \Phi = 0$$

(5.72b)

$$\frac{\partial L}{\partial \tau_B} = \sum_{i=1}^N \frac{\beta_i a_i^B}{1 + \beta_i x_i} - \alpha_n P_U - \Phi = 0$$

(5.72c)

where \(x_i = \frac{a_i^i \tau_B + \sum_{k=1}^{i-1} a_i^k \tau_k}{\tau_i}\). After several manipulations as in [56], we have

$$z_i \ln z_i - z_i \left( 1 + \phi_i(z_i) \right) = \beta_i a_i^B - 1$$

(5.73)
where $z_i = a_ix_i + 1$, $z_i = [z_1, z_2, \cdots, z_{i-1}, z_{i+1}, \cdots, z_N]'$,

$$
\phi_i(z_i) = \sum_{j=i+1}^{N} \frac{\beta_j (-a^j_i + a^j_B)}{z_j} - \alpha_n P_U + \sum_{k=1}^{i-1} \frac{\beta_k a^k_B}{z_k} 
$$

(5.74)

$$
\forall i \in \{1, \cdots, N - 1\} \text{ and } \phi_N(z_N) = \sum_{j=1}^{N-1} \frac{a^j_B \beta_j}{z_j} + \alpha_n (P_D - P_U).
$$

(5.75)

Note that (5.73) is similar to (5.66), and hence the solution is given as

$$
z^*_i = \frac{\beta_i a^i_B - 1}{\mathcal{W}((\beta_i a^i_B - 1)e^{-(1+\phi_i(z_i))})}.
$$

(5.76)

However, since $z_i$ depends on the $z_j$ where $i, j \in \{1, 2, \cdots, N\}$ but $i \neq j$, it is required to apply an iterative procedure. Then, for a given $\alpha_n$, the uplink operating intervals can be expressed as a function of $\tau_B$ using $x^*_i = \frac{a^*_i a^1_B + \sum_{j=1}^{i-1} a^*_j a^j_B}{\tau^*_i}$ and $z^*_i = a_ix^*_i + 1$ as follow:

$$
\tau^*_1 = \frac{a^1_B a^1_i}{z^*_1 - 1} \tau^*_B
$$

(5.77a)

$$
\tau^*_2 = \frac{a^2_B a^2_i}{z^*_2 - 1} \tau^*_B + \frac{a^1_B a^1_i a^2_B}{(z^*_1 - 1)(z^*_2 - 1)} \tau^*_B
$$

(5.77b)

$$
\vdots
$$

(5.77c)

$$
\tau^*_N = \left[ \frac{a^N_B \tau^*_B + \sum_{j=1}^{N-1} a^N_j \tau^*_j}{z^*_N - 1} \right] a_N.
$$

(5.77d)

From the complementary slackness condition, recall that

$$
\tau^*_1 + \tau^*_2 + \cdots + \tau^*_N + \tau_B = 1.
$$

(5.78)

Substituting (5.77) into (5.78), we get

$$
\sum_{i=1}^{N} \frac{a^i_B a^i_i}{z^*_i - 1} \tau^*_B + \sum_{i=1}^{N} \left[ \frac{\sum_{j=1}^{i-1} a^i_j \tau^*_j}{z^*_i - 1} \right] a_i + \tau_B = 1.
$$

(5.79)
which leads to

\[ \tau_B^* = \frac{1}{\sum_{k=1}^{N} \frac{a_B^l a_k}{z_k^* - 1} + \mathcal{H}(a)} \] (5.80)

where \( a \) is a set of \( a_B^l \) and \( a_m^l \) \( \forall \ l, m \in \{1, 2, \cdots, N\} \), and \( \mathcal{H}(a) \) is a scalar valued function which is obtained from (5.79). We provide an algorithm for energy-efficient time allocation strategy considering ASH-TDMA scheme as indicated in Algorithm 6.

**Algorithm 6** Energy-efficient time allocation for ASH-TDMA scheme using Dinkelbach’s algorithm

1: Given: \( \epsilon \)
2: Define: \( \mathcal{F}(\tau) = \sum_{i=1}^{N} \tau_i \ln \left(1 + \beta_i \frac{a_B^l \tau_B + \sum_{k=1}^{i-1} a_k^l \tau_k}{\tau_i}\right) \)

\[ g(\tau) = P_D + P_U - P_D \tau_N - P_U \tau_B \]

3: \( n \leftarrow 0 \)
4: Initialize \( \tau_B, \tau_1, \tau_2, \cdots, \tau_N \).
5: repeat
6: \( r \leftarrow 0 \)
7: repeat
8: Determine \( z_i(r) = a_i \left[ \frac{a_B^l \tau_B + \sum_{k=1}^{i-1} a_k^l \tau_k}{\tau_i} + 1 \right] \)
9: \( r \leftarrow r + 1 \)
10: Update \( z_i(r) \) using (5.76)
11: until \( |z_i(r) - z_i(r - 1)| < \epsilon \)
12: Calculate \( \tau_B \) using (5.80)
13: Update \( \tau_i \) using (5.77)
14: Determine \( \Delta_n = \mathcal{F}(\tau) - \alpha_n g(\tau) \)
15: \( \alpha_{n+1} = \frac{\mathcal{F}(\tau)}{g(\tau)} \)
16: \( n \leftarrow n + 1 \)
17: until \( |\Delta_n| < \epsilon \)
18: Set \( \tau_B^* = \tau_B \) and \( \tau_i^* = \tau_i \).

**Under uplink MAC protocol**

In this case, users are transmitting information-bearing signals through MAC after harvesting energy simultaneously from a dedicated wireless power source, and the energy-efficient time
allocation policy can be determined by formulating the following optimization problem:

\[
(\text{PR:5.5}) \quad \min_{\tau_B} \frac{(1 - \tau_B) \log_2 \left(1 + \frac{a_T \tau_B}{1 - \tau_B}\right)}{(P_D - P_U)\tau_B + P_U} \tag{5.81a}
\]

subject to \((5.26b)\) \tag{5.81b}

where \(P_D\) and \(P_U\) are as defined in \((5.57)\). Having a concave numerator and an affine denominator with respect to harvesting interval \(\tau_B\) together with the convexity of the constraint in \((5.26b)\), (PR:5.5) is proved to be a concave-linear fractional problem (CLFP). The corresponding Lagrange function is given as

\[
\mathcal{L} = \frac{(-1 + \tau_B) \log_2 \left(1 + \frac{a_T \tau_B}{1 - \tau_B}\right)}{(P_D - P_U)\tau_B + P_U} + \Omega \tau_B (1 - \tau_B) \tag{5.82}
\]

where \(\Omega\) is the lagrange multiplier for the constraint in \((5.81b)\). Since KKT conditions are necessary and sufficient to obtain global solution for concave-linear/convex fractional problems \([93]\), \((\text{K.2a})\) and \((\text{K.2b})\) can be directly applied to the Lagrange function defined in \((5.82)\). Thus, we have

\[
\ln\left(1 + \frac{a_T \tau_B}{1 - \tau_B}\right) - \frac{\frac{a_T \tau_B}{1 - \tau_B}}{\kappa \tau_B + P_U} = \frac{\kappa(1 - \tau_B) \ln\left(1 + \frac{a_T \tau_B}{1 - \tau_B}\right)}{(\kappa \tau_B + P_U)^2} = 0 \tag{5.83}
\]

where \(\kappa = P_D - P_U\). Note that the optimal harvesting interval can neither be \(\tau_B^* = 0\) nor \(\tau_B^* = 1\) for the same reason mentioned earlier, and hence \(\Omega^* = 0\). After several rearrangements on \((5.83)\), we get

\[
z \ln(z) - \varphi z = \xi \tag{5.84}
\]

where \(z = 1 + \frac{a_T \tau_B}{1 - \tau_B}\), \(\xi = \frac{a_T - 1}{P_D}(\kappa \tau_B + P_U)\), and \(\varphi = \xi \ast (a_T - 1)\). The solution to \((5.84)\) can be simply expressed as

\[
z^* = \frac{\xi}{\mathcal{W}(\xi \ast e^{-\varphi})} \tag{5.85}
\]
Thus, the energy-efficient harvesting time under uplink MAC protocol with synchronous harvesting becomes

$$\tau_B^* = \frac{\xi}{a_T + \frac{\xi}{W(\xi e^{-\varphi})}} - 1. \tag{5.86}$$

Since $\xi$ is dependent on $\tau_B$, so does $\varphi$. This shows that (5.86) is an implicit equation, and it can only be solved using an iterative procedure. Therefore, we provide an algorithm to obtain the optimal harvesting interval for (PR:5.5) using (5.86) as detailed in Algorithm 7.

**Algorithm 7** Energy-efficient harvesting interval for MAC

**Require:** $\tau_B^*$

1: Given $\epsilon$, $a_T$, $P_D$, $P_U$, and $\kappa$
2: Initialize $\tau_B(0)$
3: $r \leftarrow 0$
4: repeat
5: $\xi = \frac{a_T - 1}{P_D} (\kappa \tau_B(r) + P_U)$
6: $\varphi = \xi \ast (a_T - 1)$
7: $r \leftarrow r + 1$
8: Update $\tau_B(r)$, using (5.86)
9: until $|\tau_B(r) - \tau_B(r - 1)| < \epsilon$
10: $\tau_B^* = \tau_B(r)$

### 5.3.2 Effective Energy Efficiency

In this section, we analyze the impact of exponential decaying QoS parameter $\theta$ on the energy-efficient time allocation strategies. Since effective capacity measures the constant data arrival rate, i.e. throughput in the presence of delay-limited data sources, we focus on the effective-EE to determine the number of bits arrived per a joule of consumed energy by the system. Thus, we formulate an optimization problem considering the three WIPT operation protocols as follow:

(PR:5.6) $\max_{\tau} \eta^e(\tau) \tag{5.87a}$

subject to (5.26b) For MAC $\tag{5.87b}$

(5.37b) For TDMA $\tag{5.87c}$
Knowing that the sum effective capacity in each case is concave function of operating intervals as mentioned in Section 5.1.2 and the corresponding denominators of $\eta^e$ are affine, the above optimization problem (PR:5.6) is generally a concave-linear fractional problem. Hence, optimal solution can be obtained by applying the Dinkelbach’s method as indicated in Algorithm 8.

**Algorithm 8 Effective-EE maximization using Dinkelbach’s algorithm**

1: Given: $\epsilon$
2: Define: $C_{tot} = \sum_{i=1}^{N} C_i(\theta_i, \tau)$
3: $n \leftarrow 0$
4: Initialize $\alpha_0$
5: repeat
6: \[ \tau = \arg\max_{\tau} \{ C_{tot}(\tau) - \alpha_n g(\tau) \} \] (Inner loop)
7: \[ F(\alpha_n) = C_{tot}(\tau) - \alpha_n g(\tau) \]
8: \[ \alpha_{n+1} = \frac{C_{tot}(\tau)}{g(\tau)} \]
9: $n \leftarrow n + 1$
10: until $|F(\tau)| > \epsilon$
11: Set $\tau_B^* = \tau_B^n$ and $\tau_i^* = \tau_i^n$. 

where

$$
\eta^e(\tau) = \begin{cases}
\sum_{i=1}^{N} -\frac{1}{\tau_i} \log \left( E \left\{ \left( 1 + \frac{a_i \tau_B}{1 - \tau_B + a_i \tau_B} \right)^{\frac{-\theta_i (1 - \tau_B)}{\ln(2)}} \right\} \right) \\
E \left\{ P_D \tau_B + P_U (1 - \tau_B) \right\} \\

text{MAC}
\end{cases}
$$

$$
\eta^e(\tau) = \begin{cases}
\sum_{i=1}^{N} -\frac{1}{\tau_i} \log \left( E \left\{ e^{-\theta_i \tau_i \log_2 \left( 1 + a_i \tau_B \right)} \right\} \right) \\
E \left\{ P_D \tau_B + P_U (1 - \tau_B) \right\} \\

text{SH-TDMA}
\end{cases}
$$

$$
\eta^e(\tau) = \begin{cases}
\sum_{i=1}^{N} -\frac{1}{\tau_i} \log \left( E \left\{ \left( 1 + \beta_i \left[ a_B^i \tau_B + \sum_{k=1}^{i-1} \tau_k a_k \right] \right)^{\frac{-\theta_i \tau_i}{\ln(2)}} \right\} \right) \\
E \left\{ P_D (1 - \tau_N) + P_U (1 - \tau_B) \right\} \\

text{ASH-TDMA}
\end{cases}
$$
In regard to the inner loop, we have

\[
\min_{\tau_B} - \sum_{i=1}^{N} C^e_i(\theta, \tau) + \alpha_n g(\tau)
\]

subject to (5.26b) For MAC

(5.37b) For TDMA

where \( C^e_i(\theta, \tau) \) is as defined in (5.19) for MAC, and (5.35a) and (5.35b) for SH-TDMA and ASH-TDMA, respectively. Thus, the corresponding Lagrange function becomes

\[
\mathcal{L} = - \sum_{i=1}^{N} C^e_i(\theta, \tau) + \alpha_n g(\tau) + \mu h(\tau)
\]

(5.90)

where \( h(\tau) = \tau_B(1 - \tau_B) \) for MAC, or \( h(\tau) = \tau_B + \sum_{i=1}^{N} \tau_i - 1 \) otherwise. We note that the above problem is convex, and hence the KKT conditions are necessary and sufficient for global optimality. Thus, applying (K.2a) and (K.2b) on (5.90) considering MAC protocol, we have

\[
\sum_{i=1}^{N} \frac{\partial C^e_i(\theta, \tau_B)}{\partial \tau_B} \bigg|_{\theta=\theta_i} = \alpha_n (P_D - P_U)
\]

(5.91)

assuming that the optimal solution lies \( 0 < \tau^*_B < 1 \). The explicit expression for \( \nabla_{\tau_B} C^e_i \) is as given in (5.30). Similarly, applying the KKT conditions given in (5.40) considering TDMA protocol, we get

For SH-TDMA

\[
\sum_{i=1}^{N} a_i z_i^{-\theta_i \tau_i - 1} - \alpha_n (P_D - P_U) - \mu = 0
\]

(5.92)

\[
\frac{z_i^{-\theta_i \tau_i}}{\mathbb{E}\{z_i^{-\theta_i \tau_i - 1}\}} \left[ \ln (z_i) - \frac{z_i - 1}{z_i} \right] - \mu = 0.
\]
where $z_i = 1 + a_i \frac{\tau_B}{\tau_i}$.

For ASH-TDMA

$$\sum_{i=1}^{N} \frac{\beta_i a_i^i (1 + \beta_i x_i)^{-\theta_i \tau_i}}{E\{(1 + \beta_i x_i)^{-\theta_i \tau_i}\}} + \alpha_n P_U - \mu = 0$$  (5.93)

$$\sum_{i=1}^{N} \frac{\partial C_i^e(\theta_i, \tau)}{\partial \tau_i} - \mu = 0, \quad i \in \{1, 2, \ldots, N-1\}$$

$$\sum_{i=1}^{N} \frac{\partial C_i^e(\theta_i, \tau)}{\partial \tau_N} + \alpha_n P_D - \mu = 0$$

where $x_i = a_i \frac{\tau_B + \sum_{k=1}^{i-1} a_k \tau_k}{\tau_i}$ and

$$\nabla_{\tau_i} C_i^e = \frac{1}{E\{(1 + \beta_i x_i)^{-\theta_i \tau_i}\}} \left(1 + \beta_i x_i\right)^{-\theta_i \tau_i} \left[\ln \left(1 + \beta_i x_i\right) - \frac{\beta_i x_i}{1 + \beta_i x_i}\right] + \sum_{j=i+1}^{N} \frac{\beta_j a_j^i}{\tau_j} \left(1 + \beta_j x_j\right)^{-\theta_j \tau_j - 1}.$$  (5.94)

After making several rearrangements, the above expressions leads to

$$\sum_{i=1}^{N} \frac{\partial C_i^e(\theta_i, \tau)}{\partial \tau_B} - \sum_{i=1}^{N} \frac{\partial C_i^e(\theta_i, \tau)}{\partial \tau_k} = \alpha_n K$$  (5.95)

where

$$K = \begin{cases} P_D - P_U & \text{TDMA} \\ P_U & \text{MAC} \end{cases}$$  (5.96)

for $k \in \{1, 2, \ldots, N-1\}$. If $k = N$, then we have $K = P_D - P_U$ for both cases. As can be observed from the optimality criteria, it is difficult to obtain a closed-form expression for the operating time interval in all the three schemes. However, they can still be solved using standard numerical tools due to convexity of the inner loops.
5.3.3 Numerical Analysis

In this section, we provide numerical results to illustrate impact of channel characteristics and downlink transmitted power level on the system average energy efficiency both in the absence and presence of delay-limited sources. First, we consider two energy harvesting users for the ease of demonstration and discussion, but then extend to more number of users.

![Figure 5.7: EE in (bpJ/Hz) vs. downlink transmit power level under $\varrho_1 = \varrho_2$](image)

Fig. 5.7 and Fig. 5.8 illustrates the impact of downlink transmit power level on the average energy efficiency under various settings of statistical QoS constraints. According to Fig. 5.7, we observe that the performance curve has non-decreasing characteristics which implies broadcasting the energy-bearing signal with higher power level benefits the energy efficiency. Intuitively, increasing the downlink power reduces its operation interval which allows to allocate more time for the uplink information transfer. This benefits not only achievable data rate but also limits the downlink energy consumption, and overall there is a gain on the energy efficiency. However, the incremental gain becomes steady under each operation protocol for higher values of transmitted power $P_a$. Comparing the three WIPT protocols, we observe that SH-MAC is an energy-efficient approach, and it has much better performance regardless of channel characteristics and exponential decaying QoS parameter.
Furthermore, synchronous harvesting with uplink TDMA achieves higher energy efficiency than asynchronous harvesting with $E_{\text{add}} = 0$, but slightly smaller compared with ASH-TDMA$^A$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.8a}
\caption{(a) $EE_{\text{eff}}$ vs. $\theta_2$ under various $P_U$ values, given $\varrho_1 = \varrho_2$ and $\theta_1 = 1$}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.8b}
\caption{(b) $EE_{\text{eff}}$ vs. $\theta_2$ for $\varrho_1 > \varrho_2$ with $\theta_1 = 1$ and $P_U = 2$}
\end{figure}

Figure 5.8: EHCNs energy efficiency under different scenarios

In regard to the impact of statistical QoS constraint, Fig. 5.8a clearly illustrates that the system performance degrades with respect to the exponential decaying parameter $\theta$. In general, each WIPT protocol performance depends on the exponential decay QoS parameter,
channel characteristics and AP energy consumption rates. For instance, assuming that both users have the same average channel condition, SH-MAC achieves better performance compared with ASH-TDMA\(^4\) for smaller power consumption as shown in Fig. 5.8a and it becomes significant as user 2’s exponential QoS decaying factor increases. Meanwhile, as the uplink energy consumption rate, \(P_U\), takes higher values, the performance gap between the two approaches gets very small, and further increase in the power consumption at the AP favors ASH-TDMA instead of SH-MAC as an energy-efficient scheme. These can be explained using how the operating intervals are allocated based on circuit power consumption and user 2’s exponential decaying parameter \(\theta_2\) as shown in Fig. 5.9a and Fig. 5.9b for ASH-TDMA and SH-MAC protocols, respectively. As can be seen in Fig. 5.9a, smaller values of \(P_U\) encourages to allocate more time for the uplink information transfer in order to reduce the energy consumed by WPT during the downlink energy broadcasting phase. Hence, \(\tau_B\) and \(\tau_1\) are relatively very small compared with \(\tau_2\) for \(P_U = 1\). On the other hand, for higher values of \(P_U\), harvesting duration significantly increases with \(\theta_2\) while that of user 2 uplink interval decreases exponentially as expected. Similarly, in the case of MAC protocol, operating intervals are hardly affected by \(\theta_2\) for small value of \(P_U\) as illustrated in Fig. 5.9b. In such cases, the decreasing characteristics of effective energy efficiency shown in Fig. 5.8a is mainly due to user 2’s stricter QoS constraint, i.e., \(\theta_2\). Furthermore, higher power consumption under MAC protocol results allocating more time for energy harvesting operation as shown in Fig. 5.9b, but less change is observed on the system energy efficiency.

On the other hand, Fig. 5.10 illustrate impact of exponential decaying QoS parameter \(\theta_2\) on users’ constant arrival rates while maximizing the system effective energy efficiency. As can be seen from the figures, User 1’s data arrival rate is less affected by the change in \(\theta_2\) under MAC protocol regardless of the channel characteristics, but user 2’s data rate is exponentially decreasing as its QoS constraint gets more strict. Meanwhile, user 2 achieves higher arrival rate for TDMA protocol for any \(\theta_2\) value as shown in the figure for \(\varphi_1 < \varphi_2\).
Under ASH-TDMA protocol

Under SH-MAC protocol

Figure 5.9: Average operating interval in (Sec.) vs. user 2 decaying parameter $\theta_2$ under $\varrho_1 = \varrho_2$

This is because user 2 experience much better channel gain.
Figure 5.10: User effective capacity (bps/Hz) vs. user 2 exponential Qos parameter, $\theta_2$ while maximizing effective energy efficiency under $\varrho_1 < \varrho_2$, i.e., $5\varrho_1 = \varrho_2$. 
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Chapter 6

Full-Duplex Wireless Information and Power Transfer with Non-Zero Mean Input

This chapter mainly studies energy-efficiency optimization for WIPT considering a full-duplex uplink and downlink operations in a hybrid system that consists of energy harvesting and non-energy harvesting nodes. The significance of introducing non-zero mean component on the information-bearing signal is well investigated. The system model is presented in Section 6.1 and throughput maximizing and energy-efficient resource allocation strategies are studied in Section 6.2, and Section 6.3, respectively. Subsequently, numerical results are presented and discussed in Section 6.3.

6.1 System Model

We consider a hybrid wireless network that consists of an AP, an energy-harvesting user (EHU) and multiple non-energy harvesting users (NEHU) as shown in Fig. 6.1. The AP operates in full-duplex mode in the sense that it broadcasts a deterministic signal denoted as $X_A e^{j\theta_h}$ to the EHU while decoding received information transmitted uplink by the NEHUs.
Co-phasing is performed at the transmitter, offsetting the channel phase shifts, in order to harvest additional energy as will be discussed shortly. Each NEHU has embedded power source and transmits information continuously to the AP, whereas EHU harvests energy from the downlink wireless transferred power by the AP as well as the uplink transmitted signal by the NEHUs.

Assuming the channel state information is known both at the transmitter and receiver, each NEHU can introduce a pre-phase-shifted deterministic component in the information bearing-signal to benefit the harvested energy at EHU. Let us denote the transmitted signal from $i^{th}$ NEHU in the $k^{th}$ symbol duration by $X^i[k] \sim \mathcal{N}(\phi_i, \sigma_i^2[k])$. Technically, this can be expressed as follows:

$$X^i[k] = X^i_I[k] + X^i_E[k]$$  (6.1)

where $X^i_I \sim \mathcal{N}(0, \sigma_i^2[k])$ is an information-bearing component and $X^i_E = \phi_i$ is the deterministic component that targets energy transfer only. The transmitted signal power is upper bounded as $\mathbb{E}\{|X^i[k]|^2\} = \sigma_i^2 + \phi_i^2 = P_i[k] \leq P_i^{pk}$.

In regard to the wireless channel, we assume that the link between any transmitter and the receiver experiences frequency-flat fading. The complex fading coefficient for the channel between $i^{th}$ NEHU and the AP is denoted by $h_{id}^i$, and $r_i = |h_{id}^i|^2$ is the channel power gain.
Similarly, $h_e$ denotes the channel coefficient between the EHU and AP. The wireless channel link between the EHU and $i^{th}$ NEHU is denoted by $g_i = |g_i|e^{j\theta_i}$, and $z_i = |g_i|^2$. Hence, the non-zero mean component of NEHU is shifted in phase by $\theta_i$, i.e., $X_E^i = \phi_i e^{-j\theta_i}$, as noted in [95], to benefit the harvested energy. The deterministic component can easily be removed at AP, and hence the received information-bearing signal at the AP in the $k^{th}$ symbol duration is given as

$$Y_D[k] = \sum_{i=1}^{N} h_i^d X_I^i[k] + N_d[k]$$

(6.2)

where $N_d[k] \sim \mathcal{CN}(0, 1)$ is the complex symmetric Gaussian noise component with unit variance at the receiving antenna. Thus, the instantaneous achievable data rate at which the AP decodes the received information in full-duplex WIPT mode is given as

$$R_T = \log_2 \left( 1 + \sum_{i=1}^{N} r_i \sigma_i^2 \right) \text{ (bps/Hz)}. \quad (6.3)$$

where $\sigma_i^2$ is the information-bearing component of the $i^{th}$ NEHU.

Similarly, the received signal at the EHU is expressed as

$$Y_E = \sum_{i=1}^{N} g_i \left( X_I^i + X_E^i \right) + h_e X_A e^{-j\theta_e} + N_e$$

(6.4)

where $N_e$ is the noise component at the energy harvesting receiver. For simplicity, we eliminate the time index ‘$k$’ in the sequel. Hence, the harvested energy at EHU can be determined as follows:

$$\mathcal{E}_{hv} = \mathbb{E}\{|Y_E|^2\}$$

$$= \sum_{i=1}^{N} |g_i|^2 P_i + |h_e|^2 P_A + \sum_{i=1}^{N} 2|g_i||h_e| \mathbb{E}\{X_E^i X_A\}$$

(6.5)

$$= \sum_{i=1}^{N} \left( z_i P_i + \alpha_i \phi_i \right) + C$$
where $\alpha_i = 2|g_i|h_e\sqrt{P_A}$, and $C = |h_e|^2 P_A$ are constants for the given fading states. In addition, we assume that $X_E$ and $X_A$ are independent, i.e., $E\{X_E^i X_A\} = E\{X_E^i\} E\{X_A\}$.

The harvested energy given in (6.5) can be rewritten as follows:

$$
\mathcal{E}_{hv}(\sigma^2, \phi) = \sum_{i=1}^{N} \left( z_i \sigma^2_i + \sum_{i=1}^{N} z_i \phi_i^2 + \alpha_i \phi_i \right) + C
$$

where $\sigma^2 = [\sigma_1^2, \sigma_2^2, \cdots, \sigma_N^2]$ and $\phi = [\phi_1, \phi_2, \cdots, \phi_N]$.

**Lemma 6.1.1** If there are two convex functions $f(x)$ and $g(x)$, then their sum $f(x) + g(y)$ is also jointly convex with respect to the domain of $f(x)$ and $g(y)$.

**Proof:** See Appendix M.

Based on Lemma 6.1.1, the following proposition guarantees that the harvested energy is a convex function in the domain set.

**Proposition 6.1.1** For the wireless-powered node, i.e., EHU, the harvested energy expression given in (6.6) is a convex function of information-bearing component and non-zero mean component of the transmitted signal from each NEHU.

**Proof:** See Appendix N.

Without loss of generality, we assume unit time intervals so that energy and power can be interchangeably used. Based on (6.3) and (6.5), we notice that introducing $\phi_i$ could hurt the throughput, but this might not necessarily be the case when energy efficiency is taken into account. In the following sections, we determine optimal power control strategies taking throughput and energy efficiency as performance metrics.

### 6.2 Throughput Maximizing Power Control Policy

In this case, the goal is to maximize the achievable data rate, and intuitively this can be achieved if all NEHU transmit at peak power level with zero mean gaussian input, i.e.,
\( X^i_E = 0 \ \forall i \in \{1, 2, \cdots, N\} \). However, this might not be the optimum allocation strategy when the harvested energy constraint at the EHU can not be satisfied with zero-mean input signal, and in such a case, it is required to introduce non-zero mean component on the transmitted signals from one or more NEHUs. Therefore, in order to trace the impact of harvested energy constraint on the throughput maximizing power control policy, the following optimization problem is formulated.

\[
\begin{align*}
\text{max} & \quad \mathcal{R}_T \\
\text{s.t.} & \quad \mathcal{E}_{hv} = \chi.
\end{align*}
\] (6.7)

Knowing that the sum-rate capacity is concave with respect to the information-bearing component, and the harvested energy is convex, the above formulated problem (PR:6.1) is a convex optimization problem, and hence the KKT conditions, i.e.,

\[
\begin{align*}
\frac{\partial \mathcal{L}}{\partial \phi_i} &= 0 & \frac{\partial \mathcal{L}}{\partial \sigma^2} &= 0 \\
\mu^*(\mathcal{E}_{hv} - \chi) &= 0 \quad \kappa_i^* P_i (P_i^* - P_i^{pk}) = 0
\end{align*}
\] (6.8a)

(6.8b)

guarantee global optimality where the Lagrange function is defined as

\[
\mathcal{L} = \log_2 \left( 1 + \sum_{i=1}^{N} r_i \sigma_i^2 \right) + \mu \left( \sum_{i=1}^{N} z_i (\sigma_i^2 + \phi_i^2) + \alpha_i \phi_i + C - \chi \right) + \sum_{i=1}^{N} \kappa_i P_i (P_i - P_i^{pk}) \] (6.9)

Intuitively, each NEHU should transmit at peak power level to maximize the throughput, and hence \( P_i^* = P_i^{pk} \) which implies that \( \kappa_i \neq 0 \) according to the complementary slackness condition. Thus, \( \sigma_i^2 + \phi_i^2 = P_i^{pk} \). If the harvested energy is satisfied with \( \phi_i = 0 \ \forall i \in \{1, 2, \cdots, N\} \), then the optimal solution is \( \sigma_i^2 = P_i^{pk} \). In such a case, we have

\[
\mathcal{E}_{hv}' = \sum_{i=1}^{N} z_i P_i^{pk} + C
\] (6.10)
and \( \phi_i = 0 \) holds as long as \( \mathcal{E}'_{hv} \geq \chi \). However, if \( \chi \) exceeds this threshold, then it becomes necessary to introduce non-zero mean component, i.e., \( \phi_i^2 = P_{pk} - \sigma_i^2 \neq 0 \). In this case, the optimal solution can be obtained using \( \phi_i^2 + \sigma_i^2 = P_{pk} \) in the Lagrange function, and applying the first order derivative criteria given in (6.8a). From this, we get

\[
\frac{\partial L}{\partial \sigma_i^2} = \frac{r_i}{\ln(2)(1 + \sum_{i=1}^{N} r_i \sigma_i^2)} - \frac{\mu}{2 \sqrt{P_{pk} - \sigma_i^2}} + \kappa_i = 0 \tag{6.11}
\]

which leads to

\[
\sigma_i^2 = P_{pk} - \frac{4}{\mu^2} \left( \frac{r_i}{A(\sigma_i^2) + \kappa_i} \right)^2 \tag{6.12}
\]

where \( A(\sigma_i^2) = \ln(2) \left( 1 + \sum_{i=1}^{N} r_i \sigma_i^2 \right) \). The power control policy given above is an implicit function, and it can be computed using iterative procedure. Furthermore, the lagrange multipliers \( \mu \) and \( \kappa_i \) \( \forall i \in \{1, 2, \cdots, N\} \) can be determined using subgradient method, and detail procedure is given in Algorithm 9.

**Algorithm 9** Algorithm for throughput maximization of full duplex WIPT

1: Given: Tolerance \( \epsilon \)
2: Compute \( \mathcal{E}'_{hv} \)
3: if \( \mathcal{E}'_{hv} > \chi \) then
4: \( \phi_i = 0, \sigma_i^2 = P_{pk}, k \in S = \{1, 2, \cdots, N\} \)
5: else
6: Assume \( \sigma_0^2 = [\sigma_1^2, \sigma_2^2, \cdots, \sigma_N^2] \)
7: repeat
8: \( j \leftarrow 0 \)
9: repeat
10: for \( i=1:N \) do
11: Compute \( \sigma_{ij}^2 \) using (6.12)
12: end for
13: \( j \leftarrow j + 1 \)
14: until \( \sigma_{ij}^2 - \sigma_{ij-1}^2 \forall j \in S \)
15: update \( \mu \) and \( \kappa_i \) using ellipsoid method
16: until \( \mu \) and \( \kappa_i \) converge to the accuracy \( \epsilon \)
17: end if
18: Compute \( \phi_i = \sqrt{P_{pk} - \sigma_i^2} \forall i \in S \)
6.3 Energy-Efficient Resource Allocation

In this section, we provide energy-efficient resource allocation strategies for full-duplex operation of wireless information and power transfer. As noted earlier, EHU opportunistically harvests energy from the information-bearing signals transmitted by the NEHUs which are intended for the AP. This can lead to much better utilization of available energy resources and higher energy efficiency if the energy demand at the EHU can be satisfied with the energy-efficiency-maximizing input. Nevertheless, this cannot be guaranteed when the demand increases further. For the ease of analysis, we begin with two-users model and then generalize to multiple users settings.

### 6.3.1 Optimal Strategy for Two-Users

In principle, incorporating energy transfer along with information-bearing signal influences not only the optimal transmission policy but also the conventional definition of energy efficiency. Hence, when the information-bearing signal transmitted by NEHU is also used to energize the EHU, the harvested energy should be deducted while analyzing the system’s net energy consumption as discussed in the literature [42] [43]. Based on this remark, the expression to determine the system energy efficiency for two-users model, i.e., one EHU and one NEHU, when transferring $R_T$ bits of information to the destination while supporting the energy demand at EHU is given as

$$\eta_{EE} = \frac{\log_2 \left( 1 + r\sigma^2 \right)}{P_c + P_A + P - \chi}$$

(6.13)

where $\chi$ denotes the required harvested energy at the EHU.

**Proposition 6.3.1** The system energy efficiency $\eta_{EE}$ is a pseudo-concave function of the signal components transmitted by NEHU.
Proof: See Appendix O.

It is clear that both $R_T$ and $E_{hv}$ depend on the transmitted power levels, and any increment in the harvested energy demand requires additional $\Delta P$ that could change the system efficiency by $\Delta \eta$. Thus, we formulate the following maximization problem in order to determine energy efficient solution given the harvested energy constraint.

\[
\begin{align*}
\text{(PR:6.2)} \quad & \max_{\sigma^2, \phi} \quad \eta_{EE} \\
\text{subject to} \quad & E_{hv} \geq \chi \\
& P \leq P_{pk}.
\end{align*}
\]

This is a non-convex problem, and cannot be easily solved using available convex optimization tools. However, since the energy efficiency is a pseudo-concave function according to Proposition 6.3.1 and the constraints are convex, Karush-Kuhn-Tucker conditions are necessary and sufficient to obtain the globally optimal solution. Hence, Lagrangian for the optimization problem (PR:6.2) can be expressed as follows:

\[
L = \eta_{EE} + \gamma (E_{hv} - \chi) + \lambda (P - P_{pk})
\]

where $\gamma$ and $\lambda$ are the Lagrange multipliers associated with the energy constraint and transmitted power level given in (6.14b) and (6.14c), respectively. The corresponding optimality conditions are

\[
\begin{align*}
\frac{\partial L}{\partial \phi} &= 0 \\
\frac{\partial L}{\partial \sigma^2} &= 0 \\
\gamma^* (E_{hv} - \chi) &= 0 \\
\lambda^* (P^* - P_{pk}) &= 0
\end{align*}
\]
Applying (6.16a) to (6.15), we get

\[
\frac{h_d}{\ln(2)} - \frac{\log_2(1 + h_d\sigma^2)}{(K + P)^2} + \gamma h_e + \lambda = 0
\]

\[
-2\phi \log_2(1 + h_d\sigma^2) + \gamma(2\phi h_e + \alpha) + \lambda = 0
\]

(6.17)

where \( K = P_c + P_A - \chi \). For the ease of analysis, we split the problem considering two scenarios based on the slackness condition given in (6.16b), i.e., for the harvested energy.

**Constraint Satisfied with Strict Inequality**

This case refers to the situation when the optimal solution satisfies the harvested energy in (6.14b) with strict inequality, \( E_{hv} > \chi \), while information-bearing signal is transmitted at the energy-efficiency-maximizing power level. However, we assume that only the demand can be harvested, and hence it would be fair to deduct \( \chi \) instead of \( E_{hv} \) from the total energy consumption for energy efficiency analysis. Thus, problem (PR:6.2) can be equivalently expressed as

\[
\text{(PR:6.2a)} \quad \max_{P \in \mathcal{P}} \eta_{EE}.
\]

(6.18)

We know that \( \gamma = 0 \) according to the slackness condition, and hence substituting this into (6.17), we get

\[
\frac{h_d}{\ln(2)} - \frac{\log_2(1 + h_d\sigma^2)}{(K + P)^2} + \lambda = 0
\]

\[
-2\phi \log_2(1 + h_d\sigma^2) + \gamma(2\phi h_e + \alpha) + \lambda = 0
\]

(6.19)

However, this equation is not feasible for \( \forall h_d \neq 0 \) unless either \( \phi = 0 \), i.e. there is no non-zero mean component on the transmitted signal by N-EHU, or \( \sigma^2 = 0 \), i.e., the transmitted signal does not convey information. In fact, it is more energy-efficient to have \( \sigma^2 \neq 0 \) instead of \( \phi \neq 0 \) and \( \sigma^2 = 0 \). Thus, we conclude that transmission of information-bearing signal with non-zero mean is not needed when the required harvested energy at the EHU can be
satisfied with the energy-efficient input.

**Theorem 6.3.1** The analytical expression for the optimal transmit power when the energy demand at the EHU is satisfied with energy-efficiency-maximizing input level is given as

\[
\sigma^2 = \frac{e^{W\left(\frac{h_d K - 1}{e}\right) + 1}}{h_d} - 1 \quad \forall \chi < \chi^*. \tag{6.20}
\]

where \(W(\cdot)\) is Lambert function, and \(\chi^*\) is the maximum demand at which efficiency-maximizing input satisfies the required harvested energy.

**Proof:** See Appendix P.

The above theorem explicitly shows how the transmitted power level from the NEHU changes with the harvested energy demand at the EHU. Accordingly, we observe that an increase in \(\chi\) reduces \(K\), or \(\sigma^2\) in general, as the Lambert function is non-decreasing function. Hence, we claim that the power level decreases with \(\chi\), and this leads to the fact that opportunistically harvesting energy improves the system energy efficiency. Mathematically, let us first substitute (6.20) into (6.13). Then, the expression for the optimal energy efficiency becomes

\[
\eta^*_\text{EE} = \frac{h_d}{\ln(2)} \left[ \frac{W\left(\frac{\Omega}{e}\right) + 1}{\Omega + e^{W\left(\frac{\Omega}{e}\right) + 1}} \right] \tag{6.21}
\]

where \(\Omega = h_d K - 1\). Applying first order derivative on (6.21) with respect to the new parameter \(\Omega\), we get

\[
\frac{\partial \eta^*_\text{EE}}{\partial \Omega} = \frac{h_d}{\ln(2)} \frac{\partial}{\partial \Omega} \left[ \frac{W\left(\frac{\Omega}{e}\right) + 1}{\Omega + e^{W\left(\frac{\Omega}{e}\right) + 1}} \right]
\]

\[
= \left[ \frac{1}{\Omega + e^{W\left(\frac{\Omega}{e}\right) + 1}} \right] \frac{W'}{e} - \left[ W\left(\frac{\Omega}{e}\right) + 1 \right] \frac{1 + W'\left(\frac{\Omega}{e}\right) e^{W\left(\frac{\Omega}{e}\right) + 1}}{(\Omega + e^{W\left(\frac{\Omega}{e}\right) + 1})^2}. \tag{6.22}
\]

After several manipulations, we have

\[
\frac{\partial \eta^*_\text{EE}}{\partial \Omega} = -\frac{(1 - \frac{1}{e})\Omega W'\left(\frac{\Omega}{e}\right) + W\left(\frac{\Omega}{e}\right) + 1}{(\Omega + e^{W\left(\frac{\Omega}{e}\right) + 1})^2}. \tag{6.23}
\]
Thus, it is obvious that $\frac{\partial \eta_{EE}}{\partial \Omega} < 0$ and hence optimal energy efficiency function decreases with each incremental value of $\Omega$. However, $\Omega$ increases with a reduction in $\chi$, which then implies EE is clearly an increasing function of the required harvested energy $\chi$ so long as it is below the threshold level $\chi^*$. Within this range, the system energy efficiency improves with the demand while satisfying the harvested energy constraint with inequality, i.e., $\mathcal{E}_{hv} > \chi$. The threshold $\chi^*$, i.e., the maximum demand which can be satisfied with the energy-efficiency-maximizing input, is at a point where $\mathcal{E}_{hv} = \chi^*$, and this can be obtained by substituting (6.20) into (6.5) with $\phi = 0$. This leads to the following equation:

$$h_d(\chi^* - rP_A) = z\left(e^{W\left(h_d(P_c - \chi^*) + 1\right)} - 1\right).$$

(6.24)

While this is an implicit equation and obtaining a closed-form expression is unlikely, (6.24) can be easily solved for $\chi^*$ using standard numerical tools.

**Constraint Satisfied with Equality**

When the required harvested energy exceeds the threshold $\chi^*$, the constraint given in (6.14b) is active, and in such a case the optimal way is to satisfy the demand is with strict equality. In such a case, the optimization problem given in (PR:6.2) becomes

(PR:6.2b) $\max_{P \in \mathcal{P}} \eta_{EE}$

s.t. $\mathcal{E}_{hv} = \chi$.

(6.25)

This is a concave-linear fractional problem, and (PR:6.2b) can be equivalently solved using its dual problem which is given as

$$\min_{\gamma, \lambda} G(\gamma, \lambda)$$

(6.26)
where $G(\gamma, \lambda) = \max_{\sigma^2, \phi} L(\sigma^2, \phi, \gamma, \lambda)$ and the Lagrange function $L$ is as defined in (6.15).

We know that applying the KKT conditions in (6.16a) lead to (6.17), but now the solution for information-bearing component $\sigma^2$ and the mean $\phi$ of the signal from NEHU depends on its transmitted power level. Hence, we consider two possible scenarios as follows:

**Case I - Inactive peak power constraint:** In this case, the optimal transmitted power is beyond the energy-efficiency maximizing input with zero-mean but it still satisfies the peak power constraint with strict inequality, i.e., $P^* < P_{pk}$. This forces constraint in (6.14c) to be inactive, and hence the slackness conditions given in (6.16b) result in $\lambda = 0$. Thus, substituting this into (6.17), we have

$$\frac{h_d}{(1 + h_d \sigma^2)(K + P)} = \frac{\log(1 + h_d \sigma^2)}{(K + P)^2} - \gamma h_e$$

$$\frac{\log(1 + h_d \sigma^2)}{(K + P)^2} - \gamma h_e = \frac{\gamma \alpha}{2\phi}.$$  

(6.27)

Despite the difficulty in getting analytical expression for the optimal solution of $\sigma^2$ and $\phi$, the above equations in (6.27) can be easily solved using numerical tools, which then can be used to evaluate $G(\gamma, \lambda)$.

**Case II - Active peak power constraint:** In such a case, it is required to utilize all the available resource, i.e., the peak power, to satisfy the harvested energy constraint in (6.14b). Then, $K + P$ becomes a constant given the energy demand, and let us denote this with $k_a = K + P_{pk}$. Thus, simplifying the expressions in (6.17) according to the current scenario, we have

$$\frac{k_a h_d}{(1 + h_d \sigma^2)} = \frac{\gamma \alpha k_a^2}{2\phi}$$

(6.28)

which leads to

$$\phi = \beta \left( \frac{1}{h_d} + \sigma^2 \right)$$

(6.29)
where \( \beta = 0.5\gamma \alpha_{k_a} \). Substituting \( \sigma^2 = P^k - \phi^2 \) into (6.29), and solving for \( \phi \), we get

\[
\phi = \frac{-b + \sqrt{b^2 + 4c}}{2}
\]

(6.30)

where \( b = \frac{1}{\beta} \) and \( c = \frac{1}{h_d} + P^{pk} \). Note that these are solutions given the lagrange multiplies, and hence once \( \sigma^2 \) and \( \phi \) are determined using either (6.27) or (6.30) depending the existing constraints, solutions are substituted into \( \mathcal{L} \) to obtain \( G(\gamma) \) and iteratively update the lagrange multipliers. The detail procedure is given in Algorithm 10 and sub-gradient method is applied to determine the optimal solution.

---

**Algorithm 10** Algorithm for EE full-duplex WIPT

1: Given: Tolerance \( \epsilon \)
2: Compute \( E'_{hv} \) at \( \sigma^2 = P^{pk} \)
3: if \( E'_{hv} < \chi \) then
4: \( \lambda = 0, \phi = 0 \)
5: Compute \( \sigma^2 \) using 6.20
6: else
7: repeat
8: Solve (6.30) for \( \phi \),
9: Compute \( \sigma^2 = P^{pk} - \phi \)
10: update \( \gamma \) and \( \lambda \) using subgradient method
11: until \( \gamma \) and \( \lambda \) converge to the accuracy \( \epsilon \)
12: end if
13: update the solution for \( \sigma^2 \) and \( \phi \)

---

### 6.3.2 Optimal Strategy for Multiuser Settings

Extending the discussion in the previous section to multiple NEHUs, the system energy efficiency is modified as

\[
\eta = \frac{\log_2 \left( 1 + \sum_{i=1}^{N} r_i \sigma_i^2 \right)}{\sum_{i=1}^{N} \sigma_i^2 + \phi_i^2 + P_A + P_{C}^{\text{tot}} - \chi}
\]

(6.31)

where \( P_{C}^{\text{tot}} \) is the total circuit power consumption of the system. Here, the goal is to determine an optimal allocation of information-bearing and non-zero mean component to each transmitting node so that the system energy efficiency is maximized while the harvested en-
ergy constraint is satisfied. Except adding more parameters to control, neither the pseudo-concavity of the objective function nor the characteristics of the optimization problem given for two-users model are changed. Thus, the KKT conditions given in (6.16a) can be directly applied, and these result the following condition:

\[
\frac{h_i}{\ln(2)} \left(1 + h_i^2 \sigma_i^2\right) (K + \sum_{i=1}^{N} P_i) - \frac{\log_2(1 + h_i^2 \sigma_i^2)}{(K + \sum_{i=1}^{N} P_i)^2} + \gamma h_e + \lambda_i = 0 \\
- \frac{2\phi \log_2(1 + h_i^2 \sigma_i^2)}{(K + \sum_{i=1}^{N} P_i)^2} + \gamma(2\phi h_e + \alpha) + \lambda_i = 0
\]  

(6.32)

where \(\lambda_i\) is the lagrange multiplier for the \(i^{th}\) user peak power constraint. From the same argument stated in the proof of Theorem 4.2.1, an energy-efficient strategy allows the user with the best link to transmit and keep the rest silent. In fact, this is the true solution provided that the optimal solution satisfies the harvested energy constraint with inequality. Any incremental in the harvested energy demand could require to transmit at the peak, and beyond this point, the decision relies on whether to allow the NEHU with the second best link to transmit or introduce non-zero-mean at the previous NEHU. Similar approach is followed when the constraint is satisfied with equality, but details are omitted for brevity.

### 6.4 Numerical Results

In this section, we provide simulation results to justify the theoretical frameworks presented in previous sections. For the analysis, we consider that \(h_d = 0.8\) and \(h_e = 0.35\). In addition, \(P_A = 10dB\) and \(P_c = 1dB\). In order to compare the performance improvement and identify the effect of non-zero mean input, we consider two different values based on the channel characteristics, i.e., \(\alpha \in \{0.1, 0.75\}\) and \(g \in \{0.1, 0.75\}\) where \(\alpha \neq g\) as indicated in the figures.

Fig. 6.2a and Fig. 6.3a illustrate the optimal power allocation strategies based on the required harvested energy. As can be seen in Fig. 6.2a, zero-mean input is optimal until
Figure 6.2: Performance parameters under more favorable channel conditions between EHU and AP, i.e., $\alpha = 0.75$ and $g = 0.75$

the demand exceeds a certain threshold. In addition, in this region, the transmitted power level decreases with $\chi$. However, once the demand exceeds the threshold, the transmitted
power level increases with the demand until the sum of information-bearing and non-zero mean components reaches the peak. Similar trends is observed in Fig. 6.3a except that, in this case, the optimal policy encourages to transmit with zero-mean. This is because the link between EH and NEHU experiences very bad channel condition. Hence, we observe that introducing non-zero mean into the information-bearing signal have significance impact when the wireless link from AP to each user has better channel gain compared with between the users, i.e., $\alpha \gg h_d$. Likewise, $\alpha \ll h_d$ encourages NEHU to transmit the signal with zero-mean as can be seen in Fig. 6.3a. On the other hand, the variance and non-zero mean component increases with $\chi$ until the total transmitted power reaches the peak. This is clearly shown in Fig. 6.2a and once $P = P_{pk}$, any incremental energy demand is satisfied by sacrificing the data conveying component, i.e., by reducing $\sigma^2$.

On the other hand, Fig. 6.2b and Fig. 6.3b demonstrate how the system energy efficiency changes with the required harvested energy. We observe that the optimal energy efficiency improves as the demand increases. This is because when the demand is satisfied by the energy-efficiency maximizing input, opportunistic harvesting leads to smaller overall energy consumption, i.e., the net consumed energy is reduced. However, this depends on the channel characteristics, as noted earlier, and the circuit power consumption. This is due to the fact that each incremental energy demand $\Delta \chi$ is satisfied by the increasing transmitted power level or equivalently the variance of the data signal, and hence there is still a gain in the number of bits transferred. Whereas, since relatively higher $\alpha$ value encourages introducing the non-zero mean component when the energy demand increases beyond the threshold $\chi^*$ indicated in (6.20), this hurts the system energy efficiency as can be seen from Fig. 6.2b. Although it is difficult to observe the significance of the non-zero mean component on the overall energy efficiency in Fig. 6.3b, it is more clear to understand in Fig. 6.2b. In this figure, if NEHU transmits the information-bearing component only, the maximum harvested energy is much lower than that can be obtained with non-zero mean component. In addition, while $\eta$ for the zero-mean input starts to decrease, i.e., the slope becomes negative, introduc-
Figure 6.3: Performance parameters under less favorable channel conditions between EHU and AP, i.e., $\alpha = 0.1$ and $g = 0.1$

(a) variance and mean-square (W) vs. required harvested energy

(b) Energy efficiency (bpJ/Hz) vs. required harvested energy, $\chi$

ing a non-zero mean component achieves better efficiency with positive slope. Furthermore, it becomes possible to meet higher energy demand with better efficiency in the presence of
non-zero mean compared with the input having zero mean.

Figure 6.5: Energy efficiency (bpJ/Hz) vs. peak power level

We also demonstrate in Fig. 6.4a the impact of peak power level of the transmitted signal from the NEHU on the variance and non-zero mean component for a given required harvested energy $\chi$. As can be seen from the figure, the optimal allocation policies for $\sigma^2$...
and $\phi$ vary with $P_{pk}$ depending on whether the transmitted power is fully utilized or not. When the available peak power is higher than the optimal transmitted power level for the given harvested energy constraint, i.e., $P^* < P_{pk}$, the solution of the variance and the mean become independent of the peak power constraint. In regard to system energy efficiency $\eta_{EE}$, we observe from Fig. 6.5 that there is an information transfer as long as the available resource is at least sufficient enough to satisfy the required harvested energy.

![Energy efficiency maximizing solution](image)

(a) Energy efficiency maximizing solution

![Throughput maximizing solution](image)

(b) Throughput maximizing solution

Figure 6.6: Transmit power level (W) vs. harvested energy constraint $\alpha_1 = 0.75$, $\alpha_2 = 0.5$, $a$ and $g = 0.75$

In the presence of multiple NEHUs, the optimal power allocation strategy depends on their channel characteristics and the performance metric to maximize. For instance, in the case of energy efficiency maximization, since UE has higher channel gain both with the AP and EHU, it starts to transmit until the required harvested energy forces to UE 2 to introduce non-zero mean component as can be seen from Fig. 6.6a. Further increment in $\chi$ encourages to give more weight to the non-zero mean component, and the information-bearing component begins to decrease when the total transmitted power from the corresponding user reaches the peak. On the other hand, in 6.6b, both users transmit at peak power without having non-zero mean component so long as the harvested energy constraint is not binding. Once this constraint is active, the harvested energy constraint overrides the throughput-efficient solution, and hence non-zero mean becomes important to satisfy the additional
demand. Thus, the information-bearing components of both users decrease with incremental of \( \chi \) until the demand reaches the maximum energy that can be supported by the users under the given channel condition.
Chapter 7

Analysis of Wireless-Powered Cellular Networks

In this chapter, performance analysis of energy harvesting communication networks with randomly distributed access points and user equipments is well studied considering three different scenarios, i.e., downlink WPT and uplink WIT, downlink SWIPT and uplink WIT, and downlink WPT and uplink WPT with mmWave. In all the three scenarios, average harvested energy, SINR coverage probabilities, average achievable rate, and system energy efficiency are characterized as a function of uplink and downlink operating intervals, and other relevant parameters such as AP density and directivity gain. We introduce system model and fundamental concepts in Section 7.1. Then, performance analysis is explicitly carried out for each scenario in Section 7.2, Section 7.3 and Section 7.4. Finally, numerical results are illustrated in Section 7.5.
7.1 System Model and Preliminaries

7.1.1 Cellular Networks Model

We consider a cellular wireless communication networks in which APs and energy-harvesting UEs are spatially distributed according to an independent and homogeneous Poisson point process (HPPP) $\Phi$ and $\Phi_{UE}$ with spatial density $\lambda$ and $\lambda_{UE}$, respectively. We assume that these UEs are more densely deployed compared with the APs, i.e., $\lambda_{UE} > \lambda$, and hence in the cellular region partitioned into Voroni cells as shown in Fig. 7.1 every AP serves at least one UEs within its coverage area. Without loss of generality, due to Sylvinyak Theorem and stationary property of HPPP, the analysis is performed for the typical UE located at the origin of coordinate system. The AP associated with the typical UE is denoted by $AP_0$, whereas the set containing interfering APs is denoted by $\Phi_0$.

![Figure 7.1: Voroni tessellation for the wireless-powered cellular network](image)

Physically, UEs are designed without having an embedded power source, but they operate based on harvest-then-transmit protocol. We assume that APs are directly connected to external power supply, and every active AP operates in two sequential phases: In the first phase, it broadcasts a signal with power $P_a$ over the downlink channel to energize the nearby UEs. Indeed, the typical UE harvests energy not only from the associated AP, but also from the interfering APs located outside the cell. In the case of wireless power transfer,
interference has a positive contribution to the performance of UE, i.e., additional energy can be harvested. All UEs harvest energy simultaneously during the downlink operation from all the APs located within and outside their cell. Then in the second phase, APs receive faded information-bearing signals transmitted uplink by these UEs. Since UEs are highly dense, multiple UEs can be located in a given cell coverage area. In such a case, we assume that the corresponding AP receives information-bearing signals from each UE over non-overlapping time intervals. This avoids any interference from the UEs in the same cell, i.e., intercell interference. However, depending on the distance and transmit power level, APs may still experience interference arising from the signals transmitted by UEs in the other cells as shown in Fig. 7.2. Symbolically, $\tau_B$ denotes the fraction of time allocated for the downlink operation, and hence $T - \tau_B$ becomes available for the uplink data transfer. We assume block fading scenario, and the downlink and uplink operation intervals remain the same over the consecutive fading state realizations. Without loss of generality, we use a normalized unit for each block, i.e., $T = 1$, in the sequel. Similar to
the remark in [64], UEs can store the harvested energy in a battery equipped with a super capacitor which eliminates the randomness of instantaneous received power and provides fixed transmit power. Furthermore, we assume that each wireless-powered user fully utilizes the harvested energy to support data transmission in one cycle or a communication block.

### 7.1.2 Channel Model

As noted above, we assume that fading state realizations, channel gain, and related channel characteristics parameters are constant over a block duration. In order to mathematically model the wireless link, we consider the distance dependent path loss and the small-scale multipath fading. More specifically, the path loss model between a UE and the corresponding AP is given by

\[ g = \left[ \max(d, r) \right]^{-\alpha} \quad (7.1) \]

where \( \alpha \) is path loss exponent, \( r \) is the Euclidean distance between the UE and AP, and \( d \geq 1 \) is used to avoid model inaccuracy for a very short distance [13]. Similarly, \( g_i \) denotes the path loss for the \( i^{th} \) AP and its respective active UE. The probability density function (PDF) of the distance between a typical user and its serving AP is given as

\[ f_r(r) = 2\pi \lambda r e^{-\pi \lambda r^2}. \quad (7.2) \]

In addition, the link between UE and serving AP experiences Rayleigh fading, and the magnitude square of the fading coefficient, which is exponentially distributed with mean \( \mu \), is denoted by \( h_i \sim exp(\mu) \) where \( i \in \Phi \). Note that \( i = 0 \) for the serving AP, i.e., associated to the typical user.

Assuming densely deployed UEs, we stated that each active AP serves at least one UE in its coverage area. However, how a typical UE is associated to a particular AP needs certain criteria. For instance, smallest path loss and highest received power are two ways among other cell association criterion. In this section, we consider that a single cell consists of all
the UEs that achieve the lowest path loss, which is formulated as

\[ g_0 = \min_{i \in \Phi} \left\{ g(r^{(i)}) \right\} \tag{7.3} \]

where \( r^{(i)} \) denotes the Euclidean distance between a typical UE and a serving AP.

### 7.1.3 Downlink Harvested Energy

As mentioned above, every AP operates in half-duplex mode, i.e., it broadcasts energy in the first phase and then decodes the received signals transmitted by wireless-powered UEs in the second phase. Depending on the distance and strength of the transmitted signal, there could be considerable interference due to the AP and UEs in the downlink and uplink operations, respectively. It is obvious that the interference in the second phase reduces the received SINR and degrades the performance, i.e., throughput. Nevertheless, wireless-powered UEs benefit from the interfering APs while harvesting energy from the AP within the associated cell, and this can support to transfer additional bits of information.

Thus, the amount of harvested energy at the typical UE during the downlink operation interval can be computed using

\[
E_{0}^{hv} = \tau_B \mathbb{E} \left\{ P_a h_0 g_0 + \sum_{i \in \Phi \setminus 0} P_a h_i g_i \right\} \tag{7.4}
\]

where the second term describes opportunistically harvested energy from all active interfering APs located outside the associated cell. The above equation can be simply rewritten as

\[
E_{0}^{hv} = \tau_B \left( P_0 + P_I \right) = \tau_B P_0^{hv} \tag{7.5}
\]
and the explicit expressions for $P_0$ and $P_I$ are as follow:

$$P_0 = \mathbb{E}\left\{ P_a h_0 g_0 \right\}$$

$$= \mu P_a \mathbb{E}_r \left\{ \left[ \max(r, d) \right]^{-\alpha} \right\}$$

$$= \mu P_a \left[ \int_0^d d^{-\alpha} f_r(r) dr + \int_{d}^{\infty} r^{-\alpha} f_r(r) dr \right]$$

$$= \mu P_a \frac{1}{2} \left[ d^{-\alpha} \left( - e^{-Cd^2} + 1 \right) + C \frac{\alpha}{2} \Gamma \left( \frac{-\alpha + 2}{2}, Cd^2 \right) \right]$$

(7.6)

where $\Gamma(a, x)$ is the incomplete gamma function, and $C = 2\pi \lambda$. In addition, the second equality above uses the fact that $\mathbb{E}\{h_0\} = \mu$. Similarly,

$$P_I = \mathbb{E} \left\{ \sum_{i \in \Phi \setminus 0} P_a h_i g_i \right\}$$

$$= \mathbb{E} \left\{ \sum_{i \in \Phi \setminus 0} P_a h_i \left[ \max(x_i, d) \right]^{-\alpha} \right\}$$

(7.7)

where $x_i$ is the distance between the typical user and an interfering AP, and indeed $x_i > r$. Applying Campbell’s theorem, which states that $\mathbb{E}\{ \sum_{x \in N} f(x) \} = \lambda \int_{R^d} f(x) dx$ where $N$ denotes a stationary point process defined on the $d$-dimensional Euclidean space, (7.7) becomes

$$P_I = 2\pi \lambda \mu P_a \int_0^\infty \left[ \int_r^\infty \left[ \max(u, d) \right]^{-\alpha} u du \right] f_r(r) dr$$

(7.8)

which leads to

$$P_I = 2\pi \lambda \mu P_a \left[ \int_0^d \left[ 5d^{-\alpha+2} - 0.5d^{-\alpha} r^2 - \frac{d^{-\alpha+2}}{2 - \alpha} \right] f_r(r) dr + \int_{d}^{\infty} \frac{r^{-\alpha+2}}{\alpha - 2} f_r(r) dr \right]$$

$$= \mu P_a \left[ \frac{d^{-\alpha+2}}{2} \left( \frac{1}{2} - \frac{1}{2 - \alpha} \right) \left( - e^{-Cd^2} + 1 \right) + \frac{d^{-\alpha}}{4C} \left( Cd^2 + 1 \right) e^{-Cd^2} - 1 \right] + C \frac{\alpha - 1}{2\alpha - 4} \Gamma \left( \frac{-\alpha + 4}{2}, Cd^2 \right).$$

(7.9)
On the other hand, the amount of harvested energy at UEs which are not near the generic AP can be easily determined using

\[
E_{hv}^i = \tau_B \left[ \sum_{k \in \Phi} P_{ahk} \left[ \max(y, d) \right]^{-\alpha} \right] = \tau_B P_{hv}^i
\]

(7.10)

where \(y\) denotes the distance between UE in the \(i^{th}\) cell and any active AP.

### 7.2 WP Cellular Networks with Harvest-then-Transmit Protocol

In this section, we analyze energy efficiency and throughput of the energy harvesting cellular networks as a function of the downlink-uplink operating intervals. In fact, there is always a tradeoff in allocating time for the downlink energy broadcasting and uplink information transfer since the performance of wireless-powered nodes rely on how much time is allocated for the energy harvesting operation. In addition, the transmit power level from the APs as well as their spatial density have an impact on the network throughput and energy consumption. Hence, in our performance analysis, we initially derive the expressions for SINR coverage probability and achievable data rate as a function of the parameters to be optimized such as harvesting interval.

#### 7.2.1 Received Signal-to-Interference-Noise Ratio

In the uplink information transfer phase, each UE sends an information-bearing signal to the AP that has the lowest path loss link. In case there are multiple UEs associated to a given AP, they will transmit over orthogonal time intervals based on the time-division multiplexing scheme. As noted above, a typical AP in the uplink phase can experience interference from the UEs in the nearby cells. But, the overall impact depends on channel characteristics and
uplink transmitted signal power level of each UE. We assume that each UE utilizes $\beta$ fraction of the harvested energy to transmit information while the rest is consumed by the circuitry to carry out the transmission process. Hence, the uplink transmitted signal power level by the UE that is associated with the $k^{th}$ cell is given as

$$P_k^u = \zeta \beta_k \frac{\tau_B P_k^{hv}}{1 - \tau_B}$$

(7.11)

where $k \in \Phi$, and $\zeta$ is the RF-to-DC conversion efficiency, and without loss of generality, we assume that all UEs have the same conversion efficiency. Thus, the received signal-to-interference-noise ratio (SINR) at the typical AP over the uplink transmission interval is given as

$$SINR_0 = \frac{a_0 h_0 g_0}{\sigma_a^2 + \sum_{i \in \Phi \setminus 0} a_i h_i g_i}$$

(7.12)

where $\sigma_a^2 = \sigma^2 \frac{1 - \tau_B}{\tau_B}$, $a_0 = \zeta \beta_0 P_0^{hv}$, and $a_i = \zeta \beta_i P_i^{hv}$ for $i \in \Phi \setminus 0$. In addition, $g_i = [\max(d, y)]^{-\alpha}$ denotes the pathloss for the link between generic AP and an interfering UE which is found at a distance $y$.

The interference from wireless-powered nodes might be small, specially when they are distant and transmit at low power level, and in such cases, noised-limited scenario is an approximately best model and further simplification can be done to carry out performance analysis. On the other hand, the higher density of UEs might result a significant interference compared with the noise power, and this leads to interference-limited scenario. In the following sections, we formulate mathematical expressions for the achievable ergodic rates and outage capacities considering noise-limited and interference-limited scenarios, and study the corresponding system performance. Thus, we begin with a generalized model considering both noise and interference simultaneously, and then we specifically analyze the characterization for each scenario.
### 7.2.2 Coverage Probability

For energy-harvesting UEs, the uplink transmission coverage probability describes the probability that the received signal from UEs at a randomly chosen AP exceeds a certain threshold. Given the target SINR, \( \gamma_T \), the coverage probability is defined as

\[
P_c = \int_0^\infty \Pr \left\{ \text{SINR} > \gamma_T | r \right\} f_r(r) dr.
\]

(7.13)

Substituting (7.29) into (7.13), and simplifying the expression, we obtain

\[
P_c = \int_0^\infty \Pr \left\{ h_0 > \frac{\gamma_T (I_{int} + \sigma^2_a) r^\alpha}{a_0} | r \right\} f_r(r) dr
\]

\[
= \int_0^\infty e^{-\frac{\gamma_T \mu \sigma^2_\alpha}{a_0} r^\alpha} \mathbb{E} \left\{ \exp(s I_{int}) \right\} f_r(r) dr
\]

(7.14)

where \( s = \frac{\mu \gamma_T r^\alpha}{a_0} \), \( I_{int} = \sum_{i \in \Phi \setminus 0} a_i h_i g_i \). Applying Campbell’s Theorem to \( \mathbb{E} \left\{ \exp(s I_{int}) \right\} \) and computing the expectation over the variable \( h_i \), we get

\[
\mathbb{E} \left\{ e^{s I_{int}} \right\} = \mathbb{E} \left\{ e^{s \sum_{i \in \Phi \setminus 0} a_i h_i g_i} \right\}
\]

\[
= \mathbb{E} \left\{ \prod_{i \in \Phi \setminus 0} e^{-s a_i h_i y^{-\alpha}} \right\}
\]

\[
= \exp \left( -2\pi \lambda \int_r^\infty \left[ 1 - \mathbb{E} \left\{ e^{-s a_i h_i y^{-\alpha}} \right\} \right] y dy \right)
\]

\[
= \exp \left( -2\pi \lambda \int_r^\infty \left[ \frac{s a_i y^{-\alpha}}{\mu + s a_i y^{-\alpha}} \right] y dy \right).
\]

(7.15)
Thus, the probability that the received SINR at a typical AP exceeds a given threshold $\gamma_T$ in the uplink information transmission phase can be expressed as

$$P_c = \int_0^\infty e^{-\frac{\gamma_T \mu \sigma^2}{\sigma_0^2} r^\alpha} \exp \left(- 2\pi \lambda \int_r^\infty \frac{sa_i y^{-\alpha}}{\mu + sa_i y^{-\alpha}} y^\alpha dy \right) f_r(r) dr$$

$$= \int_0^\infty e^{-\frac{\gamma_T \mu \sigma^2}{\sigma_0^2} r^\alpha} \exp \left(- \frac{\pi \lambda r^{2-\alpha}}{\mu (-2 + \alpha)^2} 2F_1 \left( \begin{bmatrix} 1, -2 + \alpha \end{bmatrix}; \frac{2}{\alpha}; -\frac{sa_i r^{-\alpha}}{\mu} \right) \right) f_r(r) dr. \quad (7.16)$$

**Proposition 7.2.1** In the energy-harvesting cellular communication network, coverage probability is an increasing function of the harvesting interval $\tau_B$ under noise-limited scenario.

**Proof:** See Appendix Q

According to Lemma 7.2.1, we see that allocating more time for downlink energy broadcasting improves uplink SNR coverage probability, i.e., as $\tau_B \to 1$, we have $P_c \to 1$. However, this does not necessarily imply that the achievable data rate also increases with $\tau_B$ as will be discussed in the following section.

### 7.2.3 Achievable Data Rate

One of the performance parameter for the wireless-powered cellular network illustrated in Section 7.1.1 is the number of bits successfully received by a typical AP during the uplink transmission interval, and mathematically this can be formulated as

$$R = \int_0^\infty \mathbb{E}\left\{ (1 - \tau_B) \log_2 \left( 1 + SINR \right) \right\} f_r(r) dr$$

which can be further expressed as

$$R = \int_0^\infty \left[ \int_0^\infty Pr\left\{ SINR > \gamma_a \right\} f_r(r) dr \right] dt \quad (7.18)$$
where \( \gamma_a = 2^{1-\tau_B} - 1 \). The inner integral is indeed the SINR coverage probability for the threshold \( \gamma_a \), and this can be computed using the explicit expression provided in (7.33) by replacing \( \gamma_T \) with \( \gamma_a \). Thus, substituting (7.33) into (7.18), we have

\[
R = \int_0^\infty \int_0^\infty K(r,t) \exp \left( H(r) \, _2F_1 \left( \left[ 1, b \right]; c; d \right) \right) f_r(r) dr dt
\]

where \( K(r,t) = e^{-\mu_{\gamma_a} \sigma^2 r^\alpha}, H(r) = -\frac{\pi \lambda r^{2-\alpha}}{\mu(-2+\alpha)}, b = \frac{2+\alpha}{\alpha}, c = 2 - \frac{2}{\alpha}, \) and \( d = -\gamma_a \frac{\alpha}{\alpha_0} \). This is a general expression that takes into account of both noise and interference, and in the following subsections, we explicitly consider noise-limited and interference-limited scenarios.

**Noise-limited scenario**

In this scenario, the thermal noise at the receiving end is assumed to dominate the interference signal from other UEs outside the associated cell, and in such a case, the rate expression given in (7.19) becomes

\[
R_{NL} = \int_0^\infty \mathbb{E}_r \left\{ e^{-c_0 \frac{1-\tau_B}{\tau_B} \left( 2^{1-\tau_B} - 1 \right) r^\alpha} \right\} dt
\]

where \( c_0(r) = \frac{\mu_{\gamma_a}}{\alpha_0} r^\alpha \). Since expectation preserves convexity/concavity and exponential function is convex, the characteristics of rate expression formulated above depends on the function on the exponent, i.e., \( H = \frac{1-\tau_B}{\tau_B} \left[ 2^{1-\tau_B} - 1 \right] \). Applying first order derivative to \( H \), we have

\[
\frac{dH}{d\tau_B} = \frac{-(1-\tau_B)(2^{1-\tau_B} - 1)\tau_B^2}{\tau_B^2} - \frac{2^{1-\tau_B} - 1}{\tau_B} + \frac{t \log(2) 2^{1-\tau_B} \tau_B}{(1-\tau_B) \tau_B^2}.
\]

This is neither an increasing nor a decreasing function of \( \tau_B \), and hence, unlike to the characteristics of SNR coverage probability described in Proposition (7.2.1), it is obvious from (7.21) that the achievable data rate given in 7.20 is not a monotonically increasing function of harvesting interval.
Interference-limited scenario

Due to the highly dense network deployment, noise power could be negligible compared with the aggregated interference power. In this scenario, there is a very strong interference at a typical AP in the uplink transmission compared to the thermal noise, i.e., \( \sigma_n^2 \ll I_{\text{int}} \), and hence the signal-to-interference ratio (SIR) is derived from the SINR as follows:

\[
\text{SINR} = \frac{\frac{\tau_B}{1-\tau_B} \left( \zeta \beta_0 P_0 h_0 g_0 \right)}{\sigma_n^2 + \sum_{i \in \Phi/0} \frac{\tau_B}{1-\tau_B} \left( \zeta \beta_i P_i h_i g_i \right)} \approx \frac{a h_0 r^{-\alpha}}{\sum_{i \in \Phi/0} a_i h_i g_i} = \text{SIR.} \tag{7.22}
\]

Since both the information-bearing signal and the interference change by the same factor \( \frac{\tau_B}{1-\tau_B} \) given the harvesting interval, it is interesting to observe from (7.22) that \( \tau_B \) does not have an impact on the received SIR. Nevertheless, the achievable data rate, which is expressed as

\[
R_{IL} = \int_0^{\infty} \left[ \int_0^{\infty} P_r \left\{ \frac{a h_0 r^{-\alpha}}{\sum_{i \in \Phi/0} a_i h_i g_i} > \gamma_a \right\} dt \right] f_r(r)dr, \tag{7.23}
\]

still depends on the harvesting interval as the threshold \( \gamma_a \) is a function of \( \tau_B \). The expression given in (7.23) can be simplified as

\[
R_{IL} = \int_0^{\infty} \mathbb{E}_r \left\{ \exp \left( -\frac{\pi \lambda r^{2-\alpha}}{\mu (-2 + \alpha)^2} F_1 ([1, b]; c; -\gamma_a \frac{a_i}{a_0}) \right) \right\} dt \tag{7.24}
\]

where \( b = \frac{-2+\alpha}{\alpha}, \) and \( c = 2 - \frac{2}{\alpha}. \)

\subsection*{7.2.4 Energy Efficiency}

An energy-efficient strategy is an essential in the presence of energy constrained nodes in wireless communication systems, and the system energy efficiency can be quantitatively
measured as the bits of information reliably transferred to a receiver per unit consumed energy at the transmitter as well as the receiver. Basically, energy is required in the system to transmit energy-bearing signal to the harvesting nodes as well as due to static power consumption including signal processing, cooling, and so on at the AP. Since the circuitry consumption at the users is supplied by the harvested energy, it will not be included in the net system energy consumption. Let $P_T^D$ and $P_T^U$ denote the total power consumption during downlink and uplink operation intervals, respectively. As mentioned above, the energy consumption during the harvesting interval $\tau_B$ is due to the transmitted energy-bearing signal and the required energy to carry out the signal process, i.e., $P_T^D = \zeta P_a + P_T^D$, where $\frac{1}{\zeta}$ is the efficiency of the power amplifier. On the other hand, energy is consumed at the APs during the uplink operation interval in order to decode the received information, and hence $P_T^U = P_c^U$. Thus, the average energy consumption of APs in the cellular network is given as

$$E_{tot} = \lambda \tau_B (P_c^D + \zeta P_a) + \lambda (1 - \tau_B) P_c^U$$  

(7.25)

where $P_c^U$ and $P_c^D$ denote the static power consumption of a typical AP. Thus, the system energy efficiency of a wireless-powered cellular network, denoted as $\eta_{Cell}$, can be defined as the ratio of network throughput to the average power consumption of the system, i.e.,

$$\eta_{Cell} = \frac{\text{Network throughput}}{P_{tot}}. \quad (7.26)$$

The expression for the cellular throughput of the energy-harvesting network modeled in Section 7.1.1 is given as $\lambda R$ where $R$ is as defined in (7.19). Therefore, the system energy efficiency can be expressed as

$$\eta_{cell}(\tau_B) = \frac{R(\tau_B)}{\tau_B P_T^D + (1 - \tau_B) P_T^U}$$  

(7.27)
where $\mathcal{R} \in \{R_{NL}, R_{IL}\}$. Based on the above characterizations, we understand that there is a trade-off between the time allocated for the downlink harvesting and uplink information transfer. Indeed, if UEs are allowed to scavenge energy over a longer time, they can harvest more energy, but there might not be enough time to support data transfer. Thus, it is necessary to investigate how operating intervals affect the network throughput as well as system energy efficiency.

### 7.3 WP Cellular Network with Downlink SWIPT

In this section, we consider that the randomly distributed APs jointly transfer information and power to the UEs during the downlink operation interval. These UEs are assumed to be equipped with information decoding and energy harvesting components, and hence the transmitted signal from the AP not only targets to power nearby UEs but also conveys information to establish data connectivity. In fact, these users also send their data uplink to their associated APs using the harvested energy. As mentioned earlier, the analysis is conducted for a typical UE located at the origin based on the Slivnyak theorem [96]. We address the performance analysis applying power-splitting scheme at the typical UE, and details are provided for the downlink and uplink operation intervals as follow.

**Phase I: Downlink operation**

A serving AP broadcasts a signal to the typical user for an interval of $\tau_B$ sec., and the harvested energy during this time can be computed as

$$E^{hv}_0 = \tau_B (1 - \rho_0) (P_0 + P_I) \quad (7.28)$$

where $\rho$ denotes the fraction of power allocated to the ID component. Note that the explicit expression for $P_0$ and $P_I$ are as given in (7.6) and (7.9), respectively. As can be seen from the equation, the presence of interference allows to harvest additional energy, and hence $P_I$
could help to allocate more power to the information decoding component which in turn support data rate. The received SINR at UE_0 during the downlink operation is given as

$$SINR_{DL}^{0} = \frac{P_{a}h_{0}g_{0}}{\sigma_{c}^{2} + \sigma^{2} + \sum_{i \in \Phi \setminus 0} P_{a}h_{i}g_{i}}$$  \quad (7.29)$$

where $\sigma_{c}^{2}$ is the noise component introduced due to the conversion of the received bandpass signal to baseband, and in practice, this could be higher than the thermal noise component, i.e., $\sigma^{2} \ll \sigma_{c}^{2}$. Intuitively, when the interference dominates the noise power, the SIR becomes independent of the splitting factor $\rho$, and this encourages to allocate more power to the energy harvesting component. Mathematically, the downlink ergodic rate can be expressed as

$$R_{DL}^{erg} = \int_{0}^{\infty} \mathbb{E} \left\{ \tau_{B} \log_{2} \left( 1 + SINR_{DL}^{0} \right) \right\} f_{r}(r)dr$$  \quad (7.30)$$

which leads to

$$R_{DL}^{erg}(\rho, \tau_{B}) = \int_{0}^{\infty} \int_{0}^{\infty} e^{-r_{B}^{2}/\lambda \mu r^{2}} e^{-\mu \alpha r} \exp \left( - \frac{\pi \lambda r^{2-\alpha}}{\mu (-2+\alpha)} \right) _{2}F_{1} \left( \left[ 1, \frac{-2 + \alpha}{\alpha} \right]; 2 - \frac{2}{\alpha}; \gamma'_{a} \right) f_{r}(r)drdt$$  \quad (7.31)$$

where $\gamma'_{a} = 2 \tau_{B} - 1$, and assuming that $\rho_{i} = \rho_{0} = \rho$. It is clear that the downlink achievable data rate is a function of both the harvesting interval and the power splitting factor. Indeed, allocating more time for the downlink operation improves not only the harvested energy but also the downlink information transfer rate. However, performance for the uplink operation, i.e., uplink data rate, depends on the advantage of the additional harvested energy and the penalty due to less available time for information transfer.

Similarly, the outage capacity when the generic AP transmit data at a fixed rate during the downlink operation can be determined using

$$R_{out}^{DL}(\tau_{B}, \rho_{0}) = P_{c}^{DL}(\rho_{0}) \tau_{B} \log_{2}(1 + \gamma_{T})$$  \quad (7.32)$$
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where $P^D_L$ is the coverage probability, which is given as

$$P^D_L = \int_0^\infty \Pr \left\{ \frac{P_a h_0 g_0}{\sigma^2/\rho + \sigma^2 + \sum_{i \in \Phi \setminus 0} P_a h_i g_i} > \gamma_T | r \right\} f_r(r)dr$$

$$= \int_0^\infty e^{-\frac{\gamma_T \mu^2 r^\alpha}{\rho P_a}} \exp \left( -\frac{\pi \lambda r^{2-\alpha}}{\mu (-2 + \alpha)} \right) F_1 \left( \left[ 1, \frac{-2 + \alpha}{\alpha} \right]; 2 - \frac{2}{\alpha}; -\gamma_T \right) f_r(r)dr. \quad (7.33)$$

Note that the coverage probability depends only on the power splitting factor, but the outage capacity is still benefits from longer harvesting interval. Further simplification can be done considering noise-limited and interference-limited scenarios. For instance, the coverage probability expression in (7.14) under noise-limited scenario becomes

$$P^D_L(\tau_B, \rho_0) = \int_0^\infty \Pr \left\{ h_0 > \frac{\gamma_T \sigma_c^2 r^\alpha}{\rho_0 P_a} | r \right\} f_r(r)dr$$

$$= \int_0^\infty e^{-\frac{\gamma_T \mu^2 r^\alpha}{\rho_0 P_a}} f_r(r)dr \quad (7.34)$$

Now, the coverage probability is dependent on not only the downlink operating interval but also the power splitting factor at the UE. In addition to the coverage probability, we are also interested in the joint complementary cumulative distribution function (JCCDF) of harvested energy and achievable data rate, which is given as

$$F^{D_L}(R_{mn}, \chi) = \Pr \left\{ \mathbb{E} \left\{ R^{D_L}_* \geq R_{mn}, E^{D_L}_{hv} \geq \chi \right\} \right\} \quad (7.35)$$

where $* \in \{\text{erg, out}\}$.

**Phase II: Uplink operation**

In the second phase, UEs send information-bearing signal to their serving AP simultaneously over the entire uplink operation interval. The transmitted signal power level at the typical
UE depends on the amount of harvested energy, and it is expressed as

\[ P_{UL}^0 = \zeta \beta_0 \frac{(1 - \rho_0) E_{0}^{hv}}{1 - \tau_B} \]  

(7.36)

where \( E_{0}^{hv} \) is as defined in (7.5). Hence, received SINR at the serving AP during the uplink interval is given as

\[ SINR_{0}^{UL} = \frac{(1 - \rho_0) a_0 h_0 g_0}{\sigma_a^2 + \sum_{i \in \Phi \setminus 0} (1 - \rho_i) a_i h_i g_i}. \]  

(7.37)

As can be seen from the above equation, the downlink power splitting factor affects the performance of uplink information transfer. More specifically, in noise-limited scenario, each incremental of \( \rho_0 \) at the typical user degrades the \( SINR_{0}^{UL} \) linearly, and this has an impact on the energy efficiency as well as throughput of the system. However, every additional bits of information transferred in the first phase counts toward the overall performance. Thus, following similar procedure as mentioned earlier in Section 7.2, the coverage probability and the ergodic capacity for the wireless-powered cellular network during the uplink operation interval can be explicitly expressed as follow:

\[ P_{UL}^{c} = \int_0^\infty \Pr \left\{ SINR_{0}^{UL} > \gamma_T \bigg| r \right\} f_r(r)dr \]  

(7.38a)

\[ R_{UL}^{erg} = \int_0^\infty \mathbb{E} \left\{ (1 - \tau_B) \log_2 \left( 1 + SINR_{0}^{UL} \right) \right\} f_r(r)dr \]  

(7.38b)

which lead to

\[ P_{UL}^{c} = \int_0^\infty e^{-\frac{\gamma_T a_0^2}{(1 - \rho_0) a_0 y}} \exp \left( -2 \pi \lambda \int_r^\infty \frac{s(1 - \rho_i) a_i y^{-\alpha}}{\mu + s(1 - \rho_i) a_i y^{-\alpha}} y dy \right) f_r(r)dr \]

\[ = \int_0^\infty e^{-\frac{\gamma_T a_0^2}{(1 - \rho_0) a_0 y}} \exp \left( -\frac{\pi \lambda r^{2-\alpha}}{\mu(-2 + \alpha)} \right)^{2} F_1 \left( \left[ 1, \frac{-2 + \alpha}{\alpha} \right]; 2 - \frac{2}{\alpha}; -\frac{s(1 - \rho_i) a_i r^{-\alpha}}{\mu} \right) f_r(r)dr \]  

(7.39)
and

\[ R_{\text{UL}} = \int_0^\infty \int_0^\infty e^{-\frac{\mu \gamma a^2}{(1-\rho_0) a_0} r^\alpha} \exp \left( -\frac{\pi r^{2-\alpha}}{\mu (-2 + \alpha)} \right) \frac{2 F_1 \left( [1, -\frac{2 + \alpha}{\alpha}; 2 - \frac{2}{\alpha}; -\frac{\gamma a}{(1-\rho_0) a_0} \right)}{f_r(r) dr dt}. \]  

(7.40)

Therefore, the total throughput and the system energy efficiency can be computed as

\[ R(\tau_B, \rho) = R_{\text{DL}} + R_{\text{UL}} \]  

(7.41a)

\[ \eta = \frac{R_{\text{tot}}}{\tau_B (\frac{P_D}{P_c} + \zeta P_a) + (1 - \tau_B) P_D} \]  

(7.41b)

### 7.4 WP-Cellular Network with Uplink mm-Wave

In order to increase spectral efficiency, mm-wave is considered as one of promising solution for the ever increasing demand of bandwidth in Internet-of-Things (IoT) where billions of devices will get data connectivity. With this motivation, we assumed that randomly distributed APs can broadcast the energy-bearing signal to the nearby UEs on the unlicensed frequency band, but these users send their data uplink to the corresponding serving APs using mm-wave frequency band. In such a case, the channel modeling for the uplink information transfer experiences different characteristics since the wave length of GHz signals is so small that the mm-wave signals are very sensitive to the blockage effects [72]. Hence, the wireless link between the UEs and APs could be either line-of-sight (LOS) or non line-of-sight (NLOS). According to channel measurements for the LOS/NLOS propagation characteristics, the probability function for being LOS/NLOS can be modeled as exponential function such that \( p(r) = e^{-\beta r} \) where \( \beta \) is a constant which depends on the channel characteristics and \( r \) is the Euclidean distance for the link between AP and UE. Intuitively, the larger the distance, the lesser the probability to establish LOS link. In fact, the geometry of the surrounding and the presence of blockage materials, e.g., buildings, have also significant impact on this probability. Furthermore, the distance-dependent path loss in both scenarios will be different, and they
are defined as \( v_L(r) = K_L r^{-\alpha_L} \) and \( v_{NL}(r) = K_{NL} r^{-\alpha_{NL}} \) for the LOS and NLOS, respectively. Note that \( \alpha_L \) and \( \alpha_{NL} \) are the corresponding path loss exponents, and it is expected that \( \alpha_{NL} > \alpha_L \). We assume that the typical UE and generic AP adjust their antenna steering orientations to maximize the directivity gain, and hence UE\(_0\) establishes LOS link with the serving AP. However, the interfering links could be either in LOS or NLOS. As noted in the literature, an equivalent LOS ball, which is an approximate model for the irregular shape of LOS region, is considered to simplify analysis, and in this section, we assume that the generic AP certainly has LOS link with the nearby the UEs located at a distance \( r < R_B \) where \( R_B \) is the radius of the ball, and otherwise it forms NLOS link. In addition to the path loss, we assume that the every link between UE and AP experiences a small-scale fading, and \( u_i \) denotes the Gamma function for the channel gain assuming an independent Nakagami fading between a generic AP and UE in the \( i^{th} \) cell coverage area.

Assuming sectored antenna model, the array gains for the main lobe and side lobe are constant, and denoted by \( M_* \) and \( m_* \), respectively. Note that the subscript \( * \in \{ u, a \} \) describes whether the antenna directivity gain is for the UE or AP. We assume that there is perfect beam alignment between a typical UE and generic AP, i.e., \( G = M_u M_a \) where \( G \) is total antenna array again. Meanwhile, the beam direction of the interfering nodes is uniformly distributed on \([0, 2\pi]\), and the antenna gain for the link between the generic AP and the UE served by the interfering AP have a discrete probability which is defined as

\[
\begin{align*}
p_1 &= \left( \frac{\theta_a}{2\pi} \right) \left( \frac{\theta_u}{2\pi} \right) \text{ for the gain } G_1 = M_u M_a \\
p_2 &= \left( \frac{\theta_a}{2\pi} \right) \left( \frac{\theta_u}{2\pi} \right) \text{ for the gain } G_2 = M_u m_a \\
p_3 &= \left( \frac{\bar{\theta}_a}{2\pi} \right) \left( \frac{\theta_u}{2\pi} \right) \text{ for the gain } G_3 = M_u m_a \\
p_4 &= \left( \frac{\theta_a}{2\pi} \right) \left( \frac{\bar{\theta}_u}{2\pi} \right) \text{ for the gain } G_4 = m_a m_u
\end{align*}
\]

(7.42)

where \( \theta_* \) and \( \bar{\theta}_* \) for \( * \in \{ a, u \} \) denote the beam width of the main lobe and side lobe, respectively.

As mentioned above, we apply a new operation protocol, known as harvest-then-(mm-
transmit, in which downlink and uplink operations are carried out over different frequency bands, i.e., the UEs transmit information in mm-wave frequency band during uplink operation interval, but the downlink energy broadcasting is performed at lower frequencies. Hence, the harvested energy at the typical UE is given as

$$E_{hv}^0 = \tau_B E \left\{ p_a G_{DL}^0 h_0 g_0 + \sum_{i \in \Phi \setminus 0} \sum_{k=1}^4 p_a h_i g_i \right\}$$

$$= \tau_B (P_0 + P_I)$$

(7.43)

where $G_{DL}^0$ is the directivity gain of the antenna array between the UE and associated AP.

The explicit expressions for $P_0$ and $P_I$ are as follow:

$$P_0^{DL} = E \left\{ p_a G_{DL}^0 h_0 g_0 \right\}$$

$$= \mu p_a G_{DL}^0 E_r \left\{ \left[ \max(r, d) \right]^{-\alpha} \right\}$$

$$= \mu p_a G_{DL}^0 \left[ \int_0^d d^{-\alpha} f_r(r) dr + \int_d^\infty r^{-\alpha} f_r(r) dr \right]$$

$$= \frac{\mu p_a G_{DL}^0}{2} \left[ d^{-\alpha} \left( - e^{-Cd^2} + 1 \right) + C^2 \Gamma \left( \frac{-\alpha + 2}{2}, Cd^2 \right) \right]$$

(7.44)

where $\Gamma(a, x)$ is the incomplete gamma function, and $C = 2\pi \lambda$. In addition, the second equality above uses the fact that $E\{h_0\} = \mu$. Similarly,

$$P_I^{DL} = E \left\{ \sum_{i \in \Phi \setminus 0} \sum_{k=1}^4 p_a G_{DL}^k h_i g_i \right\}$$

$$= \sum_{k=1}^4 E \left\{ \sum_{i \in \Phi \setminus 0} p_a G_{DL}^k h_i \left[ \max(x_i, d) \right]^{-\alpha} \right\}$$

$$= \sum_{k=1}^4 P_{I_k}$$

(7.45)

where $x_i$ is the distance between the typical user and an interfering AP, and indeed $x_i > r$. Applying Campbell’s theorem, which states that $E\left\{ \sum_{x \in N} f(x) \right\} = \lambda \int_{R^d} f(x) dx$ where
\( N \) denotes a stationary point process defined on the \( d \)-dimensional Euclidean space, becomes

\[
P^k_I = 2\pi\mu P_a G_{DL}^k \int_0^\infty [\int_r^\infty \max(u, d)^{-\alpha} u du] f_r(r) dr \tag{7.46}
\]

which leads to

\[
P^k_I = 2\pi\mu P_a G_{DL}^k \left[ \int_0^d \left[ 0.5d^{-\alpha+2} - 0.5d^{-\alpha} r^2 - \frac{d^{-\alpha+2}}{2 - \alpha} \right] f_r(r) dr + \int_d^\infty \frac{r^{-\alpha+2}}{\alpha - 2} f_r(r) dr \right] \\
= \mu P_a G_{DL}^k \left[ \frac{d^{-\alpha+2}}{2} \left( \frac{1}{2} - \frac{1}{2 - \alpha} \right) \left( e^{-Cd^2} + 1 \right) + \frac{d^{-\alpha}}{4C} \left[ (Cd^2 + 1)e^{-Cd^2} - 1 \right] + \frac{C^2^{\alpha-1}}{2\alpha - 4} \Gamma \left( -\alpha + \frac{4}{2}, Cd^2 \right) \right]. \tag{7.47}
\]

During the uplink operation interval, the typical UE sends information-bearing signal to its serving AP uplink over mm-wave bandwidth, and the received SINR is given as

\[
SINR_0^{mm-W} = \frac{P_1 p_1 G_1 u_0 v_0}{\sigma^2 + P_{int}} \tag{7.48}
\]

where \( P_{int} \) is the total interference power, and \( u_0 \) and \( v_0 \) are denote fading power gain and path loss, respectively, in the presence of mm-wave propagation. From Lemma 1 in [72], we note that the probability density function for the distance to the nearest LOS AP given that the typical UE observes at least one LOS AP is expressed as

\[
f(r) = \frac{2\pi rp(r)}{B_L} e^{-2\pi\lambda \int_0^r x p(x) dx} \tag{7.49}
\]

where \( B_L = 1 - e^{-2\pi\lambda \int_0^\infty x p(x) dx} \). According to our assumption, \( p(r) = 1 \) for \( r < R_B \) and \( p(r) = 0 \) otherwise, and hence we have \( B_L = 1 \) and (7.49) becomes

\[
f(r) = 2\pi xe^{-\pi\lambda r^2}. \tag{7.50}
\]
Thus, the conditional coverage probability of a wireless-powered network that operates with harvest-then-mm-transmit protocol is given as

\[
P_c(\gamma_T, \tau_B) = \int_0^\infty \Pr \left\{ \frac{P_0p_1G_1u_0v_0}{\sigma^2 + P_{\text{int}}} > \gamma_T \right\} f(r) dr
\]

\[
= \int_0^\infty \Pr \left\{ u_0 > \frac{\gamma_T^{\alpha_L}(\sigma^2 + P_{\text{int}})}{P_0K_Lp_1G_1} \right\} f(r) dr \tag{7.51}
\]

where \( P_0 = \frac{E_0}{1-\tau_B} \sigma^2 \), and \(|u_0|^2\) is a normalized gamma random variable with parameter \( N_L \) for the link between the typical UE and the generic AP. Based on the tight approximation given in Lemma 6 in [72], we have

\[
\Pr \left\{ u_0 > \frac{\gamma_T^{\alpha_L}(\sigma^2 + P_{\text{int}})}{P_0K_Lp_1G_1} \right\} = \sum_{n=1}^{N_L} (-1)^{n+1} \left( \frac{N_L}{n} \right) \mathbb{E} \left[ e^{-\frac{n\gamma_T^{\alpha_L}(\sigma^2 + P_{\text{int}})}{P_0K_Lp_1G_1}} \right] 
\]

\[
\sum_{n=1}^{N_L} (-1)^{n+1} \left( \frac{N_L}{n} \right) e^{-\frac{n\gamma_T^{\alpha_L}P_{\text{int}}}{P_0K_Lp_1G_1}} \mathbb{E} \left[ e^{-\frac{n\gamma_T^{\alpha_L}(\sigma^2 + P_{\text{int}})}{P_0K_Lp_1G_1}} \right] \tag{7.52}
\]

where \( a = N_L(N_L)^{-\frac{1}{N_L}} \). The term in the expectation is due to the interference signal, and it can be explicitly expressed considering the LOS and NLOS links as indicated below.

\[
\mathbb{E} \left[ e^{-\frac{n\gamma_T^{\alpha_L}P_{\text{int}}}{P_0p_1G_1}} \right] = \mathbb{E} \left[ e^{-\frac{n\gamma_T^{\alpha_L} \sum_{k=1}^{4} \sum_{l \in \Phi_{l/0}} v_l P_k G_k^{1-\alpha_L}}{P_0K_Lp_1G_1}} \right] \mathbb{E} \left[ e^{-\frac{n\gamma_T^{\alpha_L} \sum_{k=1}^{4} \sum_{l \in \Phi_{N_L/0}} v_l P_k G_k^{1-\alpha_L}}{P_0K_Lp_1G_1}} \right] \tag{7.53}
\]
where $\Phi = \Phi_L \cup \Phi_{NL}$, and $\Phi_L / \Phi_{NL}$ denote the PPP in which the the AP forms LOS/NLOS link with the UEs. The first expectation in (7.53) can be further simplified as follow

$$
E \left[ e^{-\gamma_{KL}/P_{K1}G_1} \right] = 4 \prod_{k=1}^{4} e^{-2\pi\lambda\rho_k \int_{RB}^{\infty} \left( \frac{1}{1+\gamma_{KL}/\rho_k G_1} \right)^{NL} p(t) dt}
$$

Similarly, for the NLOS link, we have

$$
E \left[ e^{-\gamma_{KL}/P_{K1}G_1} \right] = 4 \prod_{k=1}^{4} e^{-2\pi\lambda\rho_k \int_{RB}^{\infty} \left( \frac{1}{1+\gamma_{KL}/\rho_k G_1} \right)^{NL} p(t) dt}
$$

Note that based on our assumption, $p(t) = 1$ inside the ball, and hence we can substitute in the above equations accordingly. Therefore, the achievable data rate for a wireless-powered networks operating at mmWave frequency band is given as

$$
R = \int_{0}^{\infty} (1-\tau_B) \mathbb{E} \left\{ \log_2 \left( 1 + SINR_{0}^{m-W} \right) \right\} f_r(r) dr
$$

$$
= \int_{0}^{\infty} \left[ \int_{0}^{\infty} \Pr \{ SINR_{0}^{m-W} > \gamma_b \} f_r(r) dr \right] dt
$$

$$
= \int_{0}^{\infty} P_c(\gamma_b, \tau_B) dt
$$

where $\gamma_b = 2^{1-\tau_B}$, and $P_c(\gamma_b, \tau_B)$ is the coverage probability defined in (7.51).

On the other hand, the system energy efficiency for the wireless-powered network with
uplink mm-Wave can be computed using
\[
\eta_{\text{cell}} = \frac{\mathcal{R}}{\tau_B P^D_T + (1 - \tau_B) \lambda P^U_T} \tag{7.57}
\]

7.5 Numerical Analysis

In this section, we provide numerical results on the performance analysis and optimal resource allocation strategies considering throughput maximization and energy efficiency maximization problems. In both cases, we assume that the uplink and downlink channels of a given UE have the same characteristics, and the channel gains are exponentially distributed with means \(\beta_1\) and \(\beta_2\), respectively.

Fig. 7.3a illustrates how the downlink/uplink operation intervals affect the network throughput. As can be observed from the figure, allocating more time for energy harvesting initially improves the uplink information transfer rate, but once it reaches an optimal point, each incremental harvesting time sacrifices data rate. Besides, the optimal point which maximizes the network throughput depends on the downlink transmit power level. As expected, transmitting energy-bearing signal at higher power level reduces time allocated for energy harvesting operation, for instance \(\tau^*_B = 0.25\) for \(P_a = 10\)dB whereas \(\tau^*_B = 0.16\) for \(P_a = 20\)dB. Furthermore, we observe that this benefits the uplink information transfer. On the other hand, Fig. 7.4b shows that SINR coverage probability improves with harvesting interval, but the characteristics of the curve change with the threshold. We observe that higher threshold forces the allocation of more time to energy harvesting in order to secure SINR coverage.

The impact of downlink transmitted power level on the maximum energy efficiency is shown in Fig. 7.4a. From the figure, we observe that broadcasting at higher power achieves better system energy efficiency, and this is because, more energy can be harvested with shorter downlink operation interval, and hence there will be less power consumption. In addition, this provides extra time for uplink information transfer. As can be seen from the
Figure 7.3: Impact of downlink/uplink operating interval on the network performance
Figure 7.4: Impact of downlink transmit power and AP density while maximizing system energy efficiency.
the energy efficiency increases significantly comparing at $P_a = 10\text{dB}$ and $P_a = 20\text{dB}$ if the circuit consumption is dominant, i.e., $P_c \gg P_a$. On the other hand, AP density also has an affect on the system energy efficiency as illustrated in Fig. 7.4b. It is interesting to observe that there is an optimal AP density at which maximum energy efficiency is obtained. In fact, when the APs are located more densely, the distance between UE and nearby serving AP is expected to reduce, and as a result more energy can be harvested over a given duration. This helps to improve the energy efficiency. However, these characteristics can not be achieved if $\lambda$ exceeds a certain threshold. Furthermore, circuit power consumption determines the impact of AP density on the overall performance. As can be seen from the figure, the uplink consumption has significant effect on average energy efficiency compared with the downlink circuit power consumption. For instance, the maximum EE reaches close to 3.5 b/J for $P_{c}^{U} = 1$ whereas it is below 1b/J when the uplink consumption is increased five fold.

Figure 7.5: Impact of AP density and $\tau_B$ (Sec.) on the network throughput (bps/Hz)

In regard to downlink SWIPT with uplink information transfer for wireless-powered net-
work discussed in Section 7.3, Figure 7.5 and Fig. 7.6 illustrate impact of network parameters in the achievable data rate while maximizing the system energy efficiency. As can be seen from Fig. 7.5, when the AP are densely deployed, the network throughput improves. This is because the distance between the generic AP and typical user decreases, and this reduces the path loss significantly compared with the increase in the aggregate interference. Furthermore, the power splitting factor and the time allocated for the downlink operation affects the system performance, and we observe that allocating too small or too much time for the energy harvesting hurts the network throughput, especially when the density of AP is higher λ values.

Similarly, Fig. 7.6a and Fig. 7.6b show that increasing the downlink transmit power level improves the network throughput, as expected, and for a given downlink operating interval, the point at which maximum achievable data rate is obtained changes accordingly. For instance, at τ = 0.9, higher data rate is obtained for P_a = 10 when ρ = 0.36, but this changes to ρ = 0.45 for P_a = 15. In addition, comparing these two figures, we observe that the time allocated for energy harvesting has an impact on the network throughput, even for the same downlink transmit power level.

On the other hand Fig. 7.7 shows how the system energy efficiency changes in response to the AP density and the power splitting factor at the UE. It is interesting to observe that the energy efficiency improves when the APs are densely populated, and we claim that there exists an energy-efficient downlink/uplink interval given the harvested energy constraint at the UE. In addition, this energy demand has direct impact on the characteristics of the system energy efficiency curve, and more importantly the maximum achievable operating point.
Figure 7.6: Impact of power splitting factor and downlink transmit power level on the throughput (bps/Hz)
Figure 7.7: Impact of various parameters on the system energy efficiency (bpJ/Hz)
Chapter 8

NOMA-Based Energy-Efficient Wireless Powered Communications

In the previous chapters, we considered that multiple transmitting nodes transfer information employing either TDMA or MAC scheme. In this chapter, we study the significance of non-orthogonal transmission for wireless information and power transfer, and the system model is described in Section 8.1. Assuming delay-tolerant sources, optimization strategies are well investigated for half-duplex and asynchronous transmission in Section 8.2. Subsequently, energy-efficient time allocation for the above mentioned protocols are investigated in Section 8.3 for delay-sensitive sources. Despite the difficulty of obtaining analytical expressions for uplink and downlink operating intervals, optimal solution can be obtained numerically and algorithms are included to summarize the procedure.

8.1 System Model

We consider multiple energy harvesting nodes as shown in Fig. 8.1 which operate based on the harvest-then-transmit protocol. The wireless power transmitter (WPT) has an embedded power source, and it broadcasts a deterministic signal, denoted by $W_a$ with power $P_a = |W_a|^2$, over the downlink channel to power the nearby UEs. We employ similar as-
sumptions as in [49] and [56] that each user fully utilizes the harvested energy to support data transmission and circuit power consumption in one cycle. Without loss of generality, we use a normalized unit for each cycle, i.e., $T = 1$.

Figure 8.1: Network model

In regard to the harvest-then-transmit protocol, UEs first harvest energy from the dedicated source (i.e., WPT), and then transmit data uplink to the access point (AP) employing the NOMA scheme\(^1\). More explicitly, we consider two scenarios, namely half-duplex operation and asynchronous transmission, based on how downlink and uplink operations are coordinated.

**Half-duplex operation:**

Here, the downlink and uplink operations are carried out over non-overlapping time intervals, i.e., all the UEs harvest energy while WPT transfers power through the downlink wireless channel over a duration $\tau_0$, and then they simultaneously transmit information-bearing signals to the AP for the rest of the period, i.e., $1 - \tau_0$, as shown in Fig. 8.2a. In such a case, the harvested energy at user $i \in \mathcal{S} = \{1, 2, \cdots, N\}$ in one cycle can be expressed as\(^2\)

$$E_{hi}^{hd} = \tau_0 g_i P_a$$ \hspace{1cm} (Joules) \hspace{1cm} (8.1)

\(^1\)Although the WPT and AP are depicted as separate nodes in Fig. 8.1, they can also be co-located or be the same node.

\(^2\)Note that the formula for the harvested energy generally includes an energy harvesting efficiency factor, which we assume, without any loss of generality, to be equal to one.
where \( \tau_0 \) is the downlink energy harvesting interval which is allocated to all the users, and \( g_i \) denotes the fading coefficient between the \( i^{th} \) user and WPT, and hence \( |g_i|^2 \) is the channel power gain. We assume that the WPT-user links and user-AP links all experience frequency-flat fading, and uplink as well as downlink fading coefficients stay fixed in each frame duration. Thus, the received signal at the AP is expressed as

\[
Y = \sum_{i=1}^{N} h_i X_i + N_{ap}
\]  

(8.2)

where \( h_i \) is fading coefficient capturing the effect of path loss as well as small scale fading for the wireless link between user \( i \) and AP, and \( N_{ap} \sim \mathcal{CN}(0, 1) \) is the circularly symmetric, complex Gaussian noise at the AP with unit variance. In addition, \( X_i \) for \( i \in S \) denotes the uplink signal from UE \( i \) transmitted with power \( P_i \) based on power domain NOMA scheme such that \( P_i > P_j \) for \( |h_i| < |h_j| \). Moreover, the AP decodes the information sent from the users in the reverse order of improving channel qualities, i.e., signal from the UE with the best channel condition is decoded last without any interference from the signals transmitted by other UEs, while the signal from UE with the worst channel is decoded first in the presence of interference from all other users.
If, without loss of generality, we assume that $|h_1| < |h_2| < \ldots < |h_N|$, then the achievable instantaneous information transfer rate of user $i$ over an uplink operation interval of $1 - \tau_0$ is given as

$$R_i = (1 - \tau_0) \log_2 \left( 1 + \frac{\gamma_i}{1 + \sum_{k=i+1}^{N} \gamma_k} \right) \text{bps/Hz} \quad (8.3)$$

where $\gamma_i = |h_i|^2 P_i$ is the received SNR from user $i$. Therefore, the throughput or sum-rate capacity for the half-duplex scenario becomes

$$R_{\text{sum}} = \sum_{i=1}^{N} R_i = (1 - \tau_0) \log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i \right) \text{bps/Hz} \quad (8.4)$$

**Asynchronous transmission**

In this scenario, UEs start harvesting energy at the same time, but as the name implies, they begin transmitting data signals to the AP at different time instants, as depicted in Fig. 8.2b. The advantage of this approach is that it provides an opportunity for some UEs to harvest more energy while others are scheduled for uplink information transfer. Without loss of generality, we assume that UEs are ordered according to their uplink transmission starting sequence, i.e., UE 1 begins sending data first, then user 2 and so on. Hence, the harvested energy at the $i^{th}$ UE is given as follows:

$$E_{i}^{\text{at}} = \left( \tau_0 + \sum_{j=1}^{i-1} \tau_j \right) |g_i|^2 P_a \quad \text{(Joules)} \quad (8.5)$$

where $\tau_i$ is the time interval between the uplink starting points of $i^{th}$ and $(i+1)^{th}$ UEs such that

$$\sum_{i=1}^{N} \tau_i \leq 1 - \tau_0. \quad (8.6)$$

Once each UE has harvested the required energy, it transfers information to the AP until the end of the cycle. This implies that $i$ number of UEs simultaneously carry out the uplink information transfer operation during the interval $\tau_i$. Thus, the received signal at AP during
interval \( \tau_i \) is expressed as

\[
Y_i = \sum_{k=1}^{i} h_k X_k + N_{ap}.
\]  

(8.7)

In addition to the amount of harvested energy, each UE’s transmit power level directly depends on the information decoding order applied at the AP. As noted above, we consider power domain NOMA scheme which encourages the UE with the best channel condition to transmit at the lowest power level as well as to be decoded without interference. As a result, the achievable information rate of UE \( j \in \{1, 2, \ldots, i\} \) over the interval \( \tau_i \) is given as

\[
R_j = \tau_i \log_2 \left( 1 + \frac{\gamma_j}{1 + \sum_{k=j+1}^{i} \gamma_k} \right) \text{ bps/Hz}
\]  

(8.8)

where \( |h_j| < |h_k| \) for \( k = j + 1, j + 2, \ldots, i \). Note that following each incremental operating interval, one or more UEs join the uplink operation, and hence the information decoding order at the receiving end is modified accordingly. Therefore, the total throughput becomes the sum of the sum-rate capacity of the system over each interval until the end of \( \tau_N \). Mathematically, we have

\[
R_{sum} = \sum_{i=1}^{k} \tau_i \log_2 \left( 1 + \sum_{j=1}^{i} \gamma_j \right).
\]  

(8.9)

### 8.2 Energy-Efficient Time Allocation without Statistical QoS Constraint

In this section, we analyze time allocation strategies for energy harvesting and data transmission phases, considering both half-duplex and asynchronous operations. No delay or buffer constraints are imposed initially. Delay-sensitive sources and statistical QoS constraints are introduced into the analysis in Section IV. We consider system energy efficiency which is defined as

\[
\eta = \frac{\text{Throughput}}{\text{Total consumed energy}} \quad \text{(bits/Joule)},
\]  

(8.10)
and let $P_{c_d}$ denote the circuit power consumption at WPT during downlink operation, and assume that it is independent of the transmitted power level for $P_a > 0$. However, if no wireless power is transferred, there is no consumption, i.e., $P_a = 0$ and $P_{c_d} = 0$. Hence, the total energy consumption during the entire downlink-uplink operation of a given cycle becomes

$$E_{tot} = \begin{cases} 
  \tau_0 P_{DT} + (1 - \tau_0) P_{c_U} & \text{Half-duplex} \\
  \left( \tau_0 + \sum_{i=1}^{N-1} \tau_i \right) P_{DT} + P_{c_U} \sum_{i=1}^{N} \tau_i & \text{Asynchronous}
\end{cases} \quad (8.11)$$

where $P_{DT} = P_{c_d} + P_a$, and $P_{c_U}$ is the power consumption at the receiver for decoding information during uplink operation.

### 8.2.1 Optimal Harvesting Interval in the Half-Duplex Protocol

Assuming that the harvesting interval depends on the fading state realizations, the uplink transmitted signal power level from the $i^{th}$ user becomes

$$P_i = \xi_i |g_i|^2 P_a \frac{\tau_0}{1 - \tau_0}. \quad (8.12)$$

Note that $\xi_i$ denotes the fraction of harvested energy utilized for data transmission while the rest, i.e., the fraction of $1 - \xi_i$, is consumed by the circuit to carry out the process. Then, substituting (8.12) into (8.3) and simplifying the expression, we get

$$R_i(\tau_0) = (1 - \tau_0) \log_2 \left( 1 + \frac{\alpha_i \tau_0}{1 - \tau_0 + \sum_{j=i+1}^{N} \alpha_j \tau_0} \right) \quad (8.13)$$

where $\alpha_i = \xi_i |g_i|^2 |h_i|^2 P_a$. We first have the following characterization.

**Lemma 8.2.1** The individual achievable rate of a wireless-powered UE operating in half-duplex mode with uplink NOMA strategy is concave in the harvesting interval $\tau_0$. 

182
Note that the total throughput, i.e., the sum of individual achievable data rates, is given by

\[ R_{\text{sum}}(\tau_0) = \sum_{i=1}^{N} R_i(\tau_0) = (1 - \tau_0) \log_2 \left( 1 + \sum_{i=1}^{N} \alpha_i \frac{\tau_0}{1 - \tau_0} \right). \] (8.14)

Therefore, the system energy efficiency (EE), which measures the numbers of bits of information reliably transmitted to the AP per consumed unit energy, is given as

\[ \eta_{HD}(\tau_0) = \frac{(1 - \tau_0) \log_2 \left( 1 + \sum_{i=1}^{N} \alpha_i \frac{\tau_0}{1 - \tau_0} \right)}{\tau_0(P_{cD} + P_a - P_{cU}) + P_{cU}}. \] (8.15)

Note that each UE’s circuit power consumption is supported by the harvested energy, and hence it is not necessary to consider these explicitly while defining the total energy consumption of the system.

**Proposition 8.2.1** The system EE of a wireless-powered communication network given in (8.15) is a pseudo-concave function of the harvesting interval \( \tau_0 \).

**Proof:** See Appendix [S].

Proposition [8.2.1] guarantees that there is a unique optimal time allocation strategy that maximizes the system EE such that the harvesting interval is within the feasible set. In order to obtain the optimal time allocation for downlink and uplink operations that maximizes the system energy efficiency, we formulate the following optimization problem:

\[
\begin{align*}
\text{(PR:8.1)} & \quad \max_{\tau_0} \eta_{HD}(\tau_0) \\
\text{subject to} & \quad \tau_0(1 - \tau_0) > 0.
\end{align*}
\] (8.16a)
The constraint in (8.16b) dictates that the optimizing parameter \( \tau_0 \) is always within the feasible set, i.e., \( 0 \leq \tau_0 \leq 1 \). Since this constraint is convex, and the objective function is the ratio of a concave function over an affine function, it is obvious that (PR:1) is a concave-linear fractional programming (CLFP) problem. As noted in [93], Dinkelbach’s method can be used to solve concave-convex and concave-linear fractional programming problems, and we employ this method to identify the optimal solution. Thus, (PR:8.1) can be equivalently expressed as

\[
\min_{\lambda} \left\{ \max_{\tau_0} L(\tau_0) \right\} \quad \text{(8.17a)}
\]

subject to (8.16b) \quad \text{(8.17b)}

where \( L(\tau_0) = (1-\tau_0) \log_2 \left( 1 + \frac{\alpha_T \tau_0}{1-\tau_0} \right) - \lambda \left( \tau_0 P_D + P_c \right) \), \( \alpha_T = \sum_{i=1}^{N} \alpha_i \) and \( P_D = P_{cD} + P_a - P_{cU} \). Since \( L(\tau_0) \) is a concave function and the constraint is convex, Karush-Kuhn-Tucker (KKT) conditions, i.e.,

\[
\frac{\partial L}{\partial \tau_0} \bigg|_{\tau_0 = \tau_0^*} = 0 \quad \text{(8.18a)}
\]

\[
\mu^* \left( \tau_0 - \tau_0^2 \right) = 0, \quad \kappa^* \tau_0^* = 0 \quad \text{(8.18b)}
\]

are necessary and sufficient for the global optimality of the solution of the inner maximization problem. From the characteristics of the EE curve, when \( \tau_0^* = 0 \) or \( \tau_0^* = 1 \), we have \( \eta_{HD}(\tau_0^*) = 0 \) for \( P_{cD} \neq 0 \). But, this cannot be the optimal value, which implies \( 0 < \tau_0^* < 1 \).

As a result, \( \mu^* = 0 \) and \( \kappa^* = 0 \) in order to satisfy the complementary slackness conditions given in (8.18b). Taking these into account, and applying the first order optimality criteria given in (8.18a), we obtain

\[
\frac{\alpha_T}{1 - \tau_0 + \alpha_T \tau_0} - \ln \left( 1 + \alpha_T \frac{\tau_0}{1 - \tau_0} \right) - \ln(2) \lambda P_D = 0 \quad \text{(8.19)}
\]
which leads to
\[ z \ln(z) + \Omega z = \alpha' \]  

(8.20)

or equivalently
\[ e^{\ln(z\Omega)} \ln(z\Omega) = \alpha' e^{\Omega} \]  

(8.21)

where \( z = 1 + \alpha_T \frac{\tau_0}{1 - \tau_0} \), \( \Omega = \ln(2)\lambda P_{\Delta} - 1 \), and \( \alpha' = \alpha_T - 1 \). Mathematically, (8.21) has the form of \( X e^X = Y \) whose solution is given by the Lambert function, i.e., \( X = W(Y) \) for \( Y \geq -\frac{1}{e} \). Thus, the solution to (8.21) can be analytically expressed as
\[ z^* = e^{W(\alpha'e^\Omega) - \Omega}. \]  

(8.22)

Therefore, the optimal harvesting time as a function of \( \lambda \) is
\[ \tau_0^*(\lambda) = \frac{\alpha' - W(\alpha' e^{(\lambda P'_\Delta - 1)})}{\alpha' \left[ 1 + W(\alpha' e^{(\lambda P'_\Delta - 1)}) \right]} \]  

(8.23)

where \( P' = \ln(2)\lambda P_{\Delta} \). The parameter \( \lambda \) is iteratively updated until the optimal solution satisfies \( R_{\text{sum}}(\tau^*) - \lambda^* E_{\text{tot}}(\tau^*) = 0 \). We provide the complete procedure below in Algorithm 11.

**Algorithm 11** EE maximization using Dinkelbach’s algorithm

1: Given: \( \epsilon, \lambda_0 \)
2: \( n \leftarrow 0 \)
3: repeat
4: Determine \( \tau_0^* \) using (8.23)
5: \( \mathcal{F}(\lambda_n, \tau_0^*) = R_{\text{sum}}(\tau_0^*) - \lambda_n E_{\text{tot}}(\tau_0^*) \)
6: \( \lambda_{n+1} = \frac{R_{\text{sum}}(\tau_0^*)}{E_{\text{tot}}(\tau_0^*)} \)
7: \( n \leftarrow n + 1 \)
8: until \( |\mathcal{F}(\lambda_n, \tau_0^*)| < \epsilon \)
9: Set \( \tau_0^* = \tau_0^n \).
8.2.2 Energy-Efficient Intervals with Asynchronous Transmission

In this section, we consider overlapping and non-overlapping scenarios for the uplink operation as follow.

Overlapping uplink operation

As noted above in Section II, asynchronous transmission is defined in such a way that UEs do not necessarily begin sending information-bearing signals to the AP at the same time in each downlink-uplink operation cycle. However, if a UE has started transmission, it stays active until the end of the cycle. Assuming that UEs are ordered according to their uplink starting point as mentioned earlier, the transmitted signal power level from UE $i$ is given as

$$P_i = \xi_i \frac{E_{at}^i}{\sum_{k=i}^{N} \tau_k} = \xi_i |g_i|^2 P_a \left[ \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\sum_{k=i}^{N} \tau_k} \right]$$

(8.24)

where $E_{at}^i$ denotes the harvested energy by UE $i$ in the asynchronous scheme, and $\xi_i$ is the fraction of harvested energy utilized for data transmission while the rest, i.e., the fraction of $1 - \xi_i$, is consumed by the circuit to carry out the process.

Then, we substitute (8.24) into (8.8), and derive the expression for the sum-rate capacity (within the interval of duration $\tau_i$ in which $i$ users are transmitting) as a function of the operating intervals as

$$R_{sum}^i(\tau_0, \tau_N) = \tau_i \log_2 \left( 1 + \frac{\sum_{l=1}^{i} b_l \tau_0 + \sum_{j=1}^{i-1} \tau_j}{\sum_{k=i}^{N} \tau_k} \right)$$

(8.25)

which leads to

$$R_{sum}^i(\tau_0, \tau_N) = \tau_i \log_2 \left( a_i + \frac{\sum_{l=1}^{i} b_l}{\sum_{k=i}^{N} \tau_k} \right)$$

(8.26)
where \( b_i = \xi_i |g_i|^2 P_a \), \( a_i = 1 - \sum_{l=1}^{i} b_l \) and \( \tau_N = [\tau_1, \tau_2, \ldots, \tau_N] \).

**Proposition 8.2.2** The achievable sum-rate capacity for the two-user setting during the transmission interval of duration \( \tau_i \) is jointly concave over the operating intervals \((\tau_0, \tau_1, \tau_2)\).

*Proof:* See Appendix T.

From Proposition 8.2.2, we conclude that the system throughput is a jointly concave function since concavity is preserved under summation. Note that the total sum-rate capacity is given as

\[
R_{\text{tot}}(\tau_N) = \sum_{i=1}^{2} \tau_i \log_2 \left( a_i + \sum_{l=1}^{i} \frac{b_l}{\sum_{k=l}^{2} \tau_k} \right) .
\]

(8.27)

Then, the system energy efficiency (EE) for asynchronous transmission scenario becomes

\[
\eta_{AT}(\tau_0, \tau_1, \tau_2) = \frac{\tau_1 \log_2 \left( a_1 + \frac{b_1}{\tau_1 + \tau_2} \right) + \tau_2 \log_2 \left( a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2} \right)}{P_{DT}(\tau_0 + \tau_1) + \left( \tau_1 P_{cu}^1 + \tau_2 P_{cu}^2 \right)}
\]

(8.28)

where \( P_{cu}^i \) denotes the total uplink circuit power consumption during the interval \( \tau_i \).

Since the throughput is proved to be a concave function, and the total consumed power is an affine function of the operation intervals, the system EE given in (8.28) satisfies the criteria for pseudo-concavity based on Proposition 2.9 stated in [93]. Unlike the previous scenario where we had only one parameter to adjust, i.e., \( \tau_0 \), to achieve maximum energy efficiency, now there are 3 optimizing parameters, i.e., \( \tau_0, \tau_1, \tau_2 \), and hence obtaining the optimal time allocation strategy which maximizes the EE is a more challenging task. Thus, we formulate the following optimization problem:

\[
\begin{align*}
\text{(PR:8.2)} & \quad \max_{\tau_0, \tau_N} \eta_{AT} \\
\text{subject to} & \quad \sum_{i=1}^{N} \tau_i \leq 1 - \tau_0 \\
& \quad \tau_i \geq 0, \quad i \in \{0, 1, 2, \ldots, N\}.
\end{align*}
\]

(8.29)
As noted above, the objective function in (8.29a) is pseudo-concave since the total achievable sum-rate capacity is jointly concave with respect to operating intervals \((\tau_0, \tau_1, \tau_2)\). In addition, the constraints (8.29b) and (8.29c), which define the feasible operating intervals, are convex. Thus, the optimization problem (PR:8.2) is also a concave-linear fractional programming problem, and hence it can be easily solved using Dinkelbach’s algorithm following a similar procedure as in the earlier scenario, but we skip the details for brevity.

**Non-overlapping uplink operation**

In this subsection, we consider a special scenario where energy harvesting by a user can still occur concurrently with the data transmission of other users, but the uplink data transmission among users follows time-division multiple access instead of allowing the activated user to use the channel until the end of the block duration. Hence, data transmissions by the users occur over non-overlapping time intervals. In such a case, the system energy efficiency expression for \(N\) users is given by

\[
\eta_{AT}(\tau_0, \tau_N) = \frac{\sum_{i=1}^{N} \tau_i \log_2 \left(1 + b_i \sum_{k=0}^{i-1} \frac{\tau_k}{\tau_i}\right)}{P_{DT}(\tau_0 + \sum_{i=1}^{N-1} \tau_i) + P_{cu} \sum_{i=1}^{N} \tau_i}
\]  

(8.30)

where \(P_{cu}\) denotes the circuit power consumption of a UE assuming that each UE consumes the same amount. Therefore, the optimization problem is reformulated as follows:

\[
\text{(PR:8.3)} \quad \max_{\tau_0, \tau_N} \eta_{AT} \quad \text{subject to} \quad \sum_{i=1}^{N} \tau_i \leq 1 - \tau_0 \quad \text{and} \quad R_i(\tau_0, \tau_i) \geq R^i_{\min}
\]

(8.31a, b, c)

where

\[
R_i(\tau_0, \tau_i) = \tau_i \log_2 \left(1 + b_i \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_i}\right)
\]

(8.32)
and \( \tau_i = [\tau_1, \ldots, \tau_i] \). The additional constraint given in (8.31c) is introduced in order to guarantee that each user’s rate is above a certain minimum level when non-overlapping time slots are being allocated to the users. From Lemma 2 in [56], we know that \( R_i \) is a jointly concave function of downlink and uplink time intervals, i.e., \( \tau_0 \) and \( \tau_i \). Thus, the above optimization problem is still a concave-linear fractional programming problem, and (PR:8.3) can be equivalently expressed as

\[
\min_{\lambda, \mu} \left\{ \max_{\tau_0, \tau_i} G(\tau_0, \tau_i) \right\} \tag{8.33a}
\]

subject to (8.31b) and (8.31c) \( (8.33b) \)

where \( G(\tau_0, \tau_i) = \tau_i \log_2 \left( 1 + b_i \tau_0 + \sum_{j=1}^{i-1} \tau_j \right) - \lambda \left( P_{DT}(\tau_0 + \sum_{i=1}^{N-1} \tau_i) + P_{CU} \sum_{i=1}^{N} \tau_i \right) \), and \( P_\Delta = P_{DT} - P_{CU} \). Given \( \lambda \), the objective function for the inner maximization problem \( G(\tau_0) \) is a concave function while the constraints are convex, and hence Karush-Kuhn-Tucker (KKT) conditions, i.e.,

\[
\frac{\partial L}{\partial \tau_0} \bigg|_{\tau_0 = \tau_0^*} = 0, \quad \frac{\partial L}{\partial \tau_i} \bigg|_{\tau_i = \tau_i^*} = 0 \tag{8.34a}
\]

\[
\zeta^* \left( \sum_{i=0}^{N} \tau_i - 1 \right) = 0, \quad \kappa^* \left( R_i(\tau_0, \tau_i) - R_{i_{\text{min}}} \right) = 0, \tag{8.34b}
\]

are necessary and sufficient for global optimality where the Lagrangian is given as

\[
L = G(\tau_0, \tau_i) + \beta \left( \sum_{i=0}^{N} \tau_i - 1 \right) + \kappa \left( R_i(\tau_0, \tau_i) - R_{i_{\text{min}}} \right). \tag{8.35}
\]
Applying the first order optimality criterion in (8.34a), we obtain

$$\frac{\partial L}{\partial \tau_0} = \sum_{k=1}^{N} \frac{(1 - \kappa_k) b_k}{\ln(2)\left(1 + b_k \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_k}\right)} - \lambda P_{DT} - \beta = 0$$  \hspace{1cm} (8.36a)

$$\frac{\partial L}{\partial \tau_i} = \sum_{k>i}^{N} \frac{(1 - \kappa_k) b_k}{\ln(2)\left(1 + b_k \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_k}\right)} + (1 - \kappa_i) \log_2\left(1 + b_i \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_i}\right) - \frac{(1 - \kappa_i) b_i \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_i}}{\ln(2)\left(1 + b_i \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_i}\right)} - Z = 0$$  \hspace{1cm} (8.36b)

$$\frac{\partial L}{\partial \tau_N} = (1 - \kappa_N) \log_2\left(1 + b_N \frac{\tau_0 + \sum_{j=1}^{N-1} \tau_j}{\tau_N}\right) - \frac{(1 - \kappa_N) b_N \frac{\tau_0 + \sum_{j=1}^{N-1} \tau_j}{\tau_N}}{\ln(2)\left(1 + b_N \frac{\tau_0 + \sum_{j=1}^{N-1} \tau_j}{\tau_N}\right)} - \lambda P_{CU} - \beta = 0$$  \hspace{1cm} (8.36c)

where \( Z = \lambda (P_{DT} + P_{CU}) - \beta \). Taking the difference of (8.36a) and (8.36b), we have

$$-\sum_{k=1}^{i} \frac{(1 - \kappa_k) b_k}{1 + b_k z_k} + (1 - k_i) Z_i(z_i) + \lambda P_{CU} \ln(2) = 0$$  \hspace{1cm} (8.37)

which leads to

$$Z_i(z_i) = \frac{b_i}{1 + b_i z_i} = \frac{\lambda P_{CU} \ln(2)}{1 - k_i} + \sum_{j=1}^{i-1} \frac{b_j}{1 + b_j z_j}$$  \hspace{1cm} (8.38)

where \( Z_i(z_i) = \ln(1 + b_i z_i) - \frac{b_i z_i}{1 + b_i z_i} \) and \( z_k = \frac{\tau_0 + \sum_{j=1}^{k-1} \tau_j}{\tau_k} \). Similarly, from (8.36c), we have

$$Z_N(z_N) - \frac{b_N}{1 + b_N z_N} = \frac{\lambda (P_{DT} + P_{CU}) \ln(2)}{1 - k_N} + \sum_{k=1}^{N-1} \frac{b_k}{1 + b_k z_k}.$$  \hspace{1cm} (8.39)

Applying a similar approach as in [56], the optimal time allocations are given as

$$\tau_N^* = \frac{1}{1 + z_N}$$  \hspace{1cm} (8.40a)

$$\tau_i^* = \frac{1 - \sum_{j=i+1}^{N} \tau_j^*}{1 + z_i}$$  \hspace{1cm} (8.40b)
where

\[ z_i = \frac{1}{b_i} \left[ \frac{w(b_i - 1)}{e^{\phi_{i+1}}} + \phi_i + 1 \right], \quad (8.41) \]

\[ \forall i \in S = \{1, 2, \ldots, N\} \]

\( \phi_i = \frac{\lambda P_{c, U} \ln(2)}{1 - \kappa_i} + \sum_{j=1}^{i-1} \frac{b_j}{1 + b_j z_j} \) and

\[ \phi_N = \frac{\lambda \left( P_{DT} + P_{c, U} \right) \ln(2)}{1 - k_N} + \sum_{k=1}^{N-1} \frac{b_k}{1 + b_k z_k}, \quad (8.42a) \]

Hence, the optimal time interval, \( \tau_0 \), becomes \( \tau^*_0 = 1 - \sum_{i=1}^{N} \tau^*_i \). From the above expressions, we observe that the energy-efficient time allocation depends on the minimum data rate constraint. For instance, if this constraint is inactive for all UEs, then \( \kappa_i = 0 \ \forall i \) due to complementary slackness conditions. However, if it is active for any UE, then the corresponding optimal solution will be changed in such a way that the constraint is satisfied while maximizing the system energy efficiency. Therefore, we first determine the best solution assuming all the rate constraints are satisfied with inequality, i.e., \( \kappa_i = 0 \ \forall i \in S \) and then check if the optimal solution satisfies the rate constraint for each UE. For any constraint violation, the optimal time allocation policy will be updated taking into account all of the active constraints, and the detailed procedure is provided below in Algorithm 12.

### 8.3 Impact of Statistical Queuing Constraints

In this section, we analyze the impact of QoS constraints on the optimal time allocation strategies that target the maximization of the system energy efficiency. Since effective capacity describes the maximum constant data arrival rates, i.e., characterizes the throughput in the presence of delay-limited data sources, we focus on the effective-EE to determine the number arriving bits that can be supported per one joule of consumed energy by the system in the presence of statistical queuing constraints. Let us first address half-duplex opera-
Algorithm 12 Energy-efficient time allocation for non-overlapping scheme

1: Given: $\epsilon$
2: Define: $F(\tau_N) = \mathbb{E}\left\{ \tau \log_2 \left( 1 + b_i \tau_0 + \sum_{j=1}^{i-1} \tau_j \right) \right\}$
3: $g(\tau_N) = \mathbb{E}\left\{ (P_{cD}) (\tau_0 + \sum_{j=1}^{N-1} \tau_j) + P_{cU} \sum_{i=1}^N \tau_i \right\}$
4: $n \leftarrow 0$
5: Initialize $\lambda, \kappa_1 = \kappa_2 = \cdots = \kappa_N = 0$
6: repeat
7: $r \leftarrow 0$
8: repeat
9: Determine $z_i$ using (8.41)
10: Update $\tau_i$ using (8.40)
11: Update $\tau_0 = 1 - \sum_{i=1}^N \tau_i$
12: $r \leftarrow r + 1$
13: for $i=1$ to $N$ do
14: if $|R_i - R_{i,\min}| > \epsilon$ then
15: $\kappa_i \neq 0$
16: Update $k_i$ using gradient method
17: end if
18: end for
19: until $|R_i - R_{i,\min}| < \epsilon$
20: Determine $\Delta_n = F(\tau_N) - \lambda_n g(\tau_N)$
21: $\lambda_{n+1} = \frac{F(\tau_N)}{g(\tau_N)}$
22: $n \leftarrow n + 1$
23: until $|\Delta_n| < \epsilon$
24: Set $\tau_0^* = \tau_0$ and $\tau_i^* = \tau_i$.

Since UEs harvest energy simultaneously and send information-bearing signals to the AP using NOMA, harvesting time becomes the only parameter to optimize for maximum performance. In the case in which each user harvests energy to support data transfer with half-duplex operation, the corresponding effective capacity expression of user $i$ given in (2.5) is modified by incorporating the additional parameter $\tau_0$, i.e., the harvesting interval, as follows

$$C_{i}^{e}(\theta, \tau_0) = -\frac{1}{T\theta_i} \log \left( \mathbb{E}\left\{ e^{-\frac{1}{\tau_0} \log_2 \left( 1 + \frac{\alpha_i \tau_0}{\tau_i + \tau_0} \right)} \right\} \right). \tag{8.43}$$
The sum effective capacity of users transmitting through a multiple access channel can be determined by summing up the individual effective capacities:

\[ C^e(\theta, \tau_0) = \sum_{i=1}^{N} C^e_i(\theta_i, \tau_0) \tag{8.44} \]

where the vector of QoS exponents of different users is denoted as \( \theta = [\theta_1, \theta_2, \ldots, \theta_N] \).

Now, the optimization problem for maximizing the effective-EE with half-duplex operation is formulated as follows:

\[
\text{(PR:8.4a)} \quad \max_{\tau_0} - \sum_{i=1}^{N} \log \left( E\left\{ e^{-(1-\tau_0)\theta_i \log_2 \left( 1 + \frac{\alpha_i \tau_0}{1 + \omega_i \tau_0} \right)} \right\} \right) \quad \frac{T \theta_i E\left\{ \tau_0 P_{DT} + P_{cu} (1 - \tau_0) \right\}}{T \theta_i E\left\{ \tau_0 P_{DT} + P_{cu} (1 - \tau_0) \right\}} \tag{8.45a}
\]

subject to \( \tau_0(1 - \tau_0) \leq 0 \) \hspace{1cm} (8.45b)

Note that in (8.45), the objective function is the system effective energy efficiency while the constraint specifies the feasible range of the harvesting interval.

**Proposition 8.3.1** The effective-EE of energy-harvesting UEs with half-duplex protocol is pseudo-concave with respect to the harvesting interval \( \tau_0 \).

**Proof**: See Appendix U.

Based on Proposition 8.3.1, the objective function of (PR:8.4a) is pseudo-concave and hence the problem is a concave-linear fractional problem, and the optimization procedure described in earlier sections can easily be applied to obtain the optimal solution. Similarly, for the asynchronous transmission scenario, we have

\[
\text{(PR:8.5)} \quad \max_{\tau_0, \tau} \frac{\sum_{i=1}^{N} C^e_i(\theta_i, \tau_B)}{E\left\{ P_{DT}(\tau_0 + \sum_{i=1}^{N-1} \tau_i) + P_{cu} \sum_{i=1}^{N} \tau_i \right\}} \quad \frac{\sum_{i=1}^{N} C^e_i(\theta_i, \tau_B)}{E\left\{ P_{DT}(\tau_0 + \sum_{i=1}^{N-1} \tau_i) + P_{cu} \sum_{i=1}^{N} \tau_i \right\}} \tag{8.46a}
\]

subject to \( \sum_{i=1}^{N} \tau_i \leq 1 - \tau_0 \) \hspace{1cm} (8.46b)
where
\[
C_i(\theta_i, \tau_B) = -\frac{1}{T\theta_i} \log_2 \left( \mathbb{E} \left\{ -\phi_i \log \left( 1 + \frac{b_i p_i}{1 + \sum_{l=1}^{i-1} b_l p_l} \right) \right\} \right)
\]  
(8.47)

with $\theta = [\theta_1, \theta_2, \ldots, \theta_N]$, $\Phi_i = \tau_i \theta_i$ and $p_i = \frac{\sum_{k=0}^{i-1} \tau_k}{\sum_{j=1}^{N} \tau_j}$. Again, similar algorithmic approaches can be employed to solve (PR:8.5).

### 8.4 Numerical Analysis

In this section, we provide numerical results considering two energy harvesting UEs communicating with an AP. We assume that the channel gain for the link between UE $i \in \{1, 2\}$ and the AP is exponentially distributed with mean $\beta_i$. In order to compare the performance gains, we consider three cases denoted by I, II and III. In the first case, we focus on energy efficient solutions that are obtained for both half-duplex and asynchronous transmissions using uplink NOMA, as discussed in this paper. In the second case, we determine the throughput maximizing time allocations for the same problems, and in the last case we apply energy-efficiency maximization for time-division multiple access (TDMA). Additionally, we consider two values, i.e., $P_{cu} = 5dB$ and $P_{cu} = 15dB$, for the uplink power consumption in order to capture its impact on the overall characteristics.

Fig. 8.3 illustrates the performance of WPCN operating in half duplex mode with uplink NOMA. According to Fig. 8.3a, we observe that broadcasting the downlink signal at a higher power level improves the system energy efficiency for case I. This is because, as $P_a$ increases, more energy can be harvested over a smaller time duration $\tau_0$ as shown in Fig. 8.3b, and hence the UEs get an opportunity to transfer information over a longer time period which in turn benefits the energy efficiency. Meanwhile, comparing case I and case II as shown in Fig. 8.3a, we notice that allocating the harvesting interval with the goal to maximize the throughput hurts the system energy efficiency, and the degradation becomes more sig-
significant at higher values of the downlink transmit power level. Furthermore, comparing all the three cases, we observe that NOMA based uplink information transfer outperforms uplink TDMA. According to the figure, throughput maximizing time allocation strategy using
uplink NOMA is more energy-efficient than energy-efficiency maximizing policy for uplink TDMA. One reason for this could be that the latter approach requires more time for downlink operation, and this means more energy consumption over the interval \( \tau_0 \). However, this is not necessarily the case for very high \( P_a \) values.

![Achievable rates (bps/Hz) vs. \( P_a \)](image)

**Figure 8.4:** Achievable rates (bps/Hz) vs. \( P_a \)

In regard to the achievable data rates, intuitively we expect throughput in case II to be higher than that in case I, and Fig. 8.4 demonstrates this fact, i.e., \( R_i \)@ Case II > \( R_i \)@ Case I \( \forall P_a \) where \( i \in \{1, 2\} \). As can be seen from the figure, the performance gain in terms of throughput is not significant at lower downlink transmit power levels, but this changes as \( P_a \) increases. Furthermore, comparing the individual data rates, UE 1 always achieves better channel capacity, but the gap is smaller for case II than case I and this reveals that uplink NOMA encourages fairness in data rate among UEs. It is also interesting to observe that the performance difference between uplink NOMA and uplink TDMA lies in the optimal time allocated to each UE to transmit data uplink to the receiver. As can be seen from Fig. 8.3b, energy-efficient downlink operating intervals for Case I and Case III are very close specially for higher \( P_a \) values, and hence the way uplink interval is allocated
determines the system performance.

Figure 8.5: Average energy efficiency (bpJ/Hz) vs. $P_{cw}$

Figs. 8.5 - 8.7 demonstrate the system performance and the corresponding optimal operating parameters when the UEs operate in the asynchronous transmission mode. As can be seen in Fig. 8.5, the system energy efficiency decreases with an increase in circuit power consumption at the receiving end, and this tradeoff characteristic depends on the wireless link power gain between each UE and the receiver. More specifically, when UEs have relatively favorable channel conditions, i.e., higher gains, each incremental circuit power hurts the EE significantly. This is because the energy efficient strategy dictates both users to harvest and to transmit synchronously, i.e, $\tau_1 = 0$ (as seen in the case with $\beta_1 = 10$ and $\beta_2 = 2$). Besides, more time is allocated to information transfer. On the other hand, worse channel characteristics lead to $\tau_1 \neq 0$, and the reduction in the average energy efficiency decreases as AP circuit power consumption increases. In such a case, more time is allocated to energy harvesting, and this in turn reduces throughput and system energy efficiency. Intuitively, the impact of WPT circuit power depends on the downlink transmit power level and for
higher values of $P_a$, i.e., when $P_a \gg P_{cD}$, the change in EE along with $P_{cD}$ is expected to be small. Meanwhile, from Fig. 8.7, we observe that EE increases with downlink transmit power level (similarly as discussed earlier for the half-duplex operation) unless throughput maximization is the goal as in Case II. In addition, WPCN with uplink NOMA achieves better energy efficiency compared to case III in which TDMA is considered.
Figure 8.7: Performance gain of asynchronous transmission

The impact of QoS parameter on the optimal time allocation strategy and the corresponding system energy efficiency is illustrated in Figs. 8.8a and 8.8b. In general, stricter QoS constraint (i.e., higher value for the QoS exponent $\theta$) degrades the system energy efficiency as can be seen from Fig. 8.8a, and higher circuit power consumption hurts the efficiency further as expected. In addition, we observe that uplink NOMA outperforms the TDMA approach regardless of the value of $\theta$. However, the performance gain due to uplink NOMA diminishes with an increase in the aggregate circuit power consumption of UEs. In regard to the optimal time allocation strategy for TDMA, we observe that higher $\theta$ forces to allocate more time for energy harvesting, i.e., leads to increased $\tau_0$, which in turn reduces the time for uplink information transfer.
Figure 8.8: Impact of QoS parameter $\theta$ and circuit power consumption on the performance characteristics.
Chapter 9

Conclusion

9.1 Summary

In this thesis, performance analysis of wireless information and power transfer in WPCNs has been studied in terms of network throughput and energy efficiency, and optimal resource allocation schemes for SWIPT with orthogonal and non-orthogonal MACs have been determined in the presence of delay-limited sources. Specifically, the contribution of this thesis are summarized below.

In Chapter 3, we studied SWIPT with finite-alphabets input focusing on the throughput for single user and multiple users settings. In this chapter, we introduced non-uniform probability distribution which assigns probability to each signal in the constellation space based on its energy level. This novel approach considers practically appealing finite signal constellations, and we investigated the significance of non-uniform probability assignment to these signals in order to improve the tradeoff in SWIPT. We explicitly defined two approaches, namely static slope and dynamic slope characteristics, to determine each alphabet probability according to the required harvested energy. In both single user and multiple user settings, we discussed that assigning higher probability to the signals with higher energy level allows to allocate more power to the ID component, assuming the receiver applies
power-splitting scheme to perform information-decoding and energy-harvesting operations. We formulated optimization problems that maximize information rates subject to harvested energy constraint and boundaries to the alphabets probabilities. Since obtaining closed form expression for the receiver power-splitting factor is difficult, we provided an algorithm to solve the optimization problem using standard numerical tools. Furthermore, we incorporated delay-sensitive sources and analyzed the impact of exponential decaying QoS exponent on SWIPT. In such a case, we provided explicit expression for the network throughput, i.e., effective capacity, as a function of power-splitting factor and signals probabilities. We considered time-division multiple access scheme for the transmitters, and operating time intervals, signal probabilities and receiver power-splitting factor are optimally adjusted according to the minimum harvested energy constraint such that the performance metric, i.e., effective capacity or system energy efficiency, is maximized. Theoretical formulations are justified using numerical results. According to the rate-energy tradeoff characteristics, we observed that non-uniform probability assignment improved the network throughput given the required harvested energy constraint. In addition, static slope characteristics has better performance compared to the dynamic scheme for lower energy demand. Furthermore, for looser QoS constraint, higher network throughput was attained.

In Chapter 4, we studied the optimal resource allocation strategies for MACs taking energy efficiency as the major performance metric. We provided energy-efficient node selection and power control policy by formulating an optimization problem which maximizes the system energy efficiency subject to peak power constraint. From the control policy, we noted that the node with the best link, i.e., with the highest channel gain, is selected to transmit while the rest nodes are kept silent. Activation of multiple UEs, for instance with the second highest channel gain, is possible when the mathematical solution for the optimal power of the activated UE exceeds its peak power constraint. Furthermore, we observed that the optimal transmitted power follows channel inversion approach, i.e., more power is required when the wireless link experiences very poor condition. Besides, an increase in the circuit power
consumption shifts the optimal transmit power level. On the other hand, we studied energy-efficient SWIPT in MAC considering two types of receiving architecture, namely separated antenna architecture and common antenna architecture. We formulated optimization problems in both scenarios to determine optimal policies, and we provided explicit expressions for the energy-efficient transmission strategies as well as the system energy efficiency. We noted that the node selection, i.e., activation of UEs, and the corresponding optimal transmit power level depend not only on the peak power level but also on the required harvested energy. In addition, the system energy efficiency is always a non-increasing function for the common antenna architecture, but for the separated architecture, there exists a constraint at which the system energy efficiency achieves the highest value. Numerical results justified the theoretical characterizations and impact of peak power constraint on the power allocation policy among the transmitting nodes. In addition, impact of circuit power consumption on the energy-efficient transmit power level and the optimal average energy efficiency were illustrated. We observed that the optimal splitting factor changes logarithmically when the transmitted power is below the peak power level, but once it reaches the peak, the factor linearly changes as the harvested energy increases.

In Chapter 5, we studied the performance of WPCNs in terms of throughput and energy efficiency under various wireless information and power transfer protocols, namely synchronous TDMA, synchronous MAC and asynchronous TDMA. In addition, we investigated the impact of statistical QoS constraints on the optimal harvesting time as well as overall performance of the networks in the presence of delay limited sources. For each operation protocol mentioned above, we formulated throughput maximizing and energy-efficiency maximizing optimization problems. Assuming that the harvesting interval is dependent of the fading state, we determined the KKT conditions to identify the optimal operating intervals. We provided analytical expressions for the operating time intervals in the synchronous MAC protocol, and suboptimal solution for the TDMA protocols. Also, because of the difficulty in obtaining closed-form solution in some cases, we proposed algorithms to solve the
problems numerically. Finally, several insightful observations were made through numerical results. We observed that asynchronous TDMA achieves highest throughput compared with other protocols, but synchronous MAC is an energy efficient protocol. In addition, as the exponential decaying component $\theta$ increases, more time will be allocated for the downlink operation, i.e., energy harvesting, and hence there is less time for information transfer which in turn hurts the sum effective capacity. Meanwhile, we observed that the QoS constraint can override the doubly near-far problem mentioned in the literature, i.e. UEs closer to the AP might not transmit at higher data rate when the distant UEs have loser constraint or lower buffer overflow probability. Furthermore, increasing the downlink transmit power level improves the system average energy efficiency of WPCNs. However, higher $\theta$ value still hurts EE.

In Chapter 6, we investigated the significance of introducing non-zero mean component on the information-bearing signal for full-duplex wireless information and power transfer. We modeled a hybrid system having energy harvesting and non-energy harvesting UEs, and formulated optimization problem subject to harvested energy and peak power constraints considering throughput and energy efficiency as the major performance metrics. In order to offset the channel phase shift and benefit the harvested energy, we applied pre-channel co-phasing to the transmitted signals by the AP and NEHU. Throughput-maximising power control strategies were identified, and an iterative algorithm was proposed to obtain optimal solution numerically. Furthermore, we derived energy efficient policies for two-users model taking various scenarios for the harvested energy constraint. According to the analytical expressions, signals transmitted from the NEHU with zero-mean were considered to be energy-efficient when the harvested energy constraint was not binding, i.e., for smaller demand. Furthermore, simulation results illustrated that introducing a non-zero mean information-bearing signal achieved higher energy efficiency compared with zero-mean based on the harvested energy constraint and channel characteristics. On the other hand, we observed that the optimal energy efficiency improved while the harvested energy demand increased.
within certain boundaries. Any additional increment beyond the boundary hurts the EE.

In Chapter 7, we studied the impact of harvesting time interval, AP density, transmitted power level and related parameters on the overall performance of energy-harvesting cellular networks using stochastic geometry. We provided analytical framework to compute the SINR coverage probabilities, average data rate and energy efficiency for different types of downlink-uplink operation schemes that are categorized as WPT-WIT protocol, SWIPT-WIT protocol and WPT-WIT(mmWave) protocol. For the wireless-powered cellular network operating on lower frequency band with harvest-then-transmit protocol, i.e., WPT-WIT, we explicitly characterized coverage probabilities considering noise-limited and interference limited scenarios. We noted that SNR coverage probability is an increasing function of harvesting interval, but not achievable data rate. Meanwhile, in the case of SWIPT-WIT protocol, allocating more time for energy harvesting benefited the downlink data rate since the splitting factor became higher but the uplink data rate suffered from shorter duration for information transfer despite sufficient energy being harvested. On the other hand, we explicitly characterized average harvested energy and average throughput of cellular UEs when uplink information transfer is done on mmWave frequency band. Finally, several insightful observations have been made through numerical results. More specifically, densely deployed AP improves both the throughput and energy efficiency of WP cellular networks. In addition, transmitting the downlink WPT signal enhances the average energy efficiency. In the case of downlink SWIPT, there exists an optimal power-splitting factor that achieves maximum throughput or energy efficiency, and the downlink transmit power level and the harvesting time interval affects this optimal solution given the AP intensity.

In Chapter 8, we considered energy efficiency as a performance metric, and we investigated impact of uplink-NOMA on the overall performance of energy-harvesting communication networks. We took into account half-duplex and asynchronous transmission downlink-uplink operation modes, and formulated optimization problems in both cases focusing on the maximization of the system energy efficiency. Since these are concave-linear fractional pro-
gramming problems, Dinkelbach’s method can be directly applied. With this, we obtained closed-form characterizations for the optimal time intervals and provided an algorithm to obtain the optimal solution for half duplex operation. Meanwhile, because of the difficulty in obtaining closed-form solutions for asynchronous transmission, we analyzed the optimal solution using standard numerical tools. Finally, several insightful observations were made through numerical results. According to the these results, we observed that downlink transmit power improved the system energy efficiency. In addition, circuit power consumption hurts EE, but this was dependent on the channel characteristics. Time intervals for energy harvesting and data transmission display intricate dependence on system parameters and operational modes. Finally, we noted that stricter delay constraints could lead to degradation in energy efficiency.

9.2 Future Research Directions

9.2.1 Analysis of SWIPT in MIMO Networks with Finite-Alphabet Inputs

In Chapter 3, we studied optimal resource allocation for SWIPT with finite-alphabet input assuming that the transmitter and receiver are equipped with single antenna. On the other hand, in the presence of multiple antennas at both ends, we can exploit more by introducing not only non-uniform probability distribution but also non-zero mean component. In such a case, channel co-phasing can be applied and constellation shifting can be designed so as to improve the overall performance.

9.2.2 NOMA-based SWIPT under Delay-Limited Sources

In Chapter 8, NOMA technique is well investigated for wireless-powered communication networks considering various harvest-then-transmit protocols. This work can be extended
taking into account of delay-limited sources as well as simultaneous transfer of information and power. Indeed, this introduces more variables to control and additional characteristics curves to analyze.

9.2.3 Optimal Resource Allocation for WPCNs with finite block-length

In Chapter 5 and Chapter 8, we assumed that energy harvesting UEs transfer information uplink approximately without error, i.e. infinite block length. However, when finite block length is considered, each UEs uplink and downlink operating interval, i.e., transmitting block length, will be affected and the overall performance changes accordingly.
Appendix A

Proof Theorem 3.1.1

We consider $n$ being even and odd scenarios separately as follows.

I. Square Geometry: $n$-even

Under this assumption, let the constellation has $N_s \times N_s$ square configuration with $(x, y)$ coordinates in a 2-dimensional space where $x, y \in \{-K, \ldots, -3, -1, 1, 3, \ldots K\}$, $K = \sqrt{M} - 1$ and $N_s = K + 1$. Assuming the constellation is centered at the origin, it can be divided into four $N_s/2 \times N_s/2$ symmetrical sub-squares in which the number of different energy levels in the constellation space, $N$, is the same as in one of the quadrants. Without loss of generality, considering the $1^{st}$ quadrant, $x, y \in \{1, 3, \ldots K\}$, we have

\[
E_s = \begin{bmatrix}
E_{11} & E_{13} & \ldots & E_{1K} \\
E_{31} & E_{33} & \ldots & E_{3K} \\
\vdots & \vdots & \ddots & \vdots \\
E_{K1} & E_{K3} & \ldots & E_{KK}
\end{bmatrix}
\]

where $E_s$ is a matrix consisting of each signal energy level, $E_{ij} = |X_{(i,j)}|^2$, at constellation coordinate point $(i, j)$ in the square QAM constellation. For $E_{ij} = E_{ji}$, it is optimal to have $p_{ij} = p_{ji}$, where $p_{ij}$ is the probability of the signal located at $(i, j)$. Let $Q$ be a vector having only different energy levels, i.e., $Q = \{E_{11}, \ldots, E_{KK}\}$ for $i, j = \{1, 3, \ldots K\}$ with $i < j$. Note
that $\mathcal{E}_s$ is symmetrical, and hence the number of different energy levels in this quadrant, $N^1 = |Q|$, can be determined using either upper or lower diagonal matrix of $\mathcal{E}_s$ as follows

$$N^1 = \left[ \left( \frac{N_s}{2} - 1 \right) + \cdots + \left( \frac{N_s}{2} - \left( \frac{N_s}{2} - 1 \right) \right) \right] + \frac{N_s}{2}$$

(A.1)

$$= \sum_{i=0}^{\frac{N_s}{2} - 1} \left( \frac{N_s}{2} - i \right).$$

Therefore, based on the fact that $N = N^1$, the total number of different energy levels can be expressed as in (3.31a).

II. Rectangular geometry: n-odd

In this case, let each signal coordinate be denoted as $(x, y)$ where $x \in \{-K_a, \cdots, -3, -1, 1, 3, \cdots K_a\}$, $K_a = \sqrt{M/2} - 1$ and $y \in \{-K_b, \ldots, -3, -1, 1, 3, \ldots K_b\}$, $K_b = \sqrt{2M} - 1$. The constellation has $N_a \times N_b$ rectangular configuration with $N_a = K_a + 1$ and $N_b = K_b + 1$, and using similar arguments as stated above, we consider the 1st quadrant to determine the number of different energy levels. Hence, we have

$$\mathcal{E}_r = \begin{bmatrix}
\mathcal{E}_{11} & \mathcal{E}_{13} & \cdots & \mathcal{E}_{1K_b} \\
\mathcal{E}_{31} & \mathcal{E}_{33} & \cdots & \mathcal{E}_{3K_b} \\
\cdots & \cdots & \cdots & \cdots \\
\mathcal{E}_{K_a1} & \mathcal{E}_{K_a3} & \cdots & \mathcal{E}_{K_aK_b} 
\end{bmatrix}$$

where $\mathcal{E}_r$ is a matrix consisting of each signal’s energy level in the rectangular constellation.

Since $N_a/2 < N_b/2$, $\mathcal{E}_r$ can be partitioned into two sub-matrices $\mathcal{E}_r^{aa} = N_a/2 \times N_a/2$ and $\mathcal{E}_r^{ab} = N_a/2 \times (N_b/2 - N_a/2)$ whose numbers of different energy levels are denoted as $N^{aa}$ and $N^{a(b-a)}$, respectively. Since $\mathcal{E}_r^{aa}$ has square configuration, $N^{aa}$ can be easily determined using (A.1), whereas in the case of $\mathcal{E}_r^{ab}$, it is obvious that each coordinate has a unique energy level. Hence,
\[ N^{aa} = \sum_{i=0}^{\frac{N_a}{2} - 1} \left( \frac{N_a}{2} - i \right) \quad \text{(A.2a)} \]

\[ N^{a(b-a)} = \frac{N_a}{2} \left( \frac{N_b}{2} - \frac{N_a}{2} \right). \quad \text{(A.2b)} \]

Therefore, the total number of different energy levels in \( N_a \times N_b \) constellation space becomes \( N = N^{aa} + N^{a(b-a)} \), which is the same as given in (3.31b) after a minor substitution.
Appendix B

Proof of Proposition 3.1.1

As noted in Theorem 3.1.1, signals are grouped based on energy levels so that it is possible to adjust their probabilities in such a way that the subset with the highest energy level signals, $S_N \in S_{sc}$, gets high priority for transmission as the minimum required harvested energy level increases. Considering the boundaries, when $X = 0$ input is uniformly distributed with $p_j = \frac{1}{|S|}$, $\forall X_j \in S$ according to Remark 3.1.1, whereas when $X = E_{mx}$, only highest energy signals are chosen, i.e., $p_j = 0$, $\forall X_j \notin S_N$. In the latter case, assuming $|S_N| \neq 1$, the transmitted signal can be either among these signals that are equiprobable, $p_j = \frac{1}{|S_N|}$, or one of them almost surely, i.e, $\{X_a, X_b\} \in S_N$ with $\Pr\{X = X_a\} = 1$ but $\Pr\{X = X_b\} = 0$, $\forall b = \{1, 2, \ldots, |S_N|\}$ and $b \neq a$. In both cases, the same amount of energy is harvested; however, equiprobable assignment benefits information transfer under opportunistic or ideal harvesting/decoding scheme.
Appendix C

Proof of Proposition 3.1.2

First, let us re-write the achievable rate expression given in 3.19 as follows:

\[ R(\rho) = -\sum_{k=1}^{M} \frac{p_k}{\pi N_0} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-|v|^2} f_k(\rho) dv_1 dv_2 \]  

(C.1)

where

\[ f(\rho) = \log \left( \sum_{j=1}^{M} p_j e^{a_j \rho} \right) \]  

(C.2)

and \( a_i = -|v + \gamma_d|^2 + |v|^2 \). Since non-negative weighted summation and integration preserves convexity, it is necessary and sufficient to show the convexity of the function \( f(\rho) \) in order to verify that \( R(\rho) \) is concave in \( \rho \). Thus, applying second-order derivative, we get

\[ \frac{\partial^2 f(\rho)}{\partial \rho^2} = \frac{\sum_i p_i a_i^2 e^{a_i \rho}}{\sum_i p_i e^{a_i \rho}} - \frac{\left( \sum_i p_i a_i e^{a_i \rho} \right) \left( \sum_i p_i a_i e^{a_i \rho} \right)}{\left( \sum_i p_i e^{a_i \rho} \right)^2} \]  

(C.3)
\[
\left[ \sum_i p_i e^{\alpha_i \rho} \right]^2 \left[ \sum_i e^{2\alpha_i \rho} - \left( \sum_i p_i e^{\alpha_i \rho} \right)^2 \right] - \left( \sum_i p_i e^{\alpha_i \rho} \right)^2
\]

where \( z = [p_1a_1, p_2a_2, \ldots, p_na_n] \) and \( v = [e^{\alpha_1 \rho}, e^{\alpha_2 \rho}, \ldots, e^{\alpha_n \rho}] \). From the Cauchy-Schwarz inequality, we know that

\[
|\langle X, Y \rangle|^2 \leq \langle X, X \rangle \cdot \langle Y, Y \rangle
\]

where \( X \) and \( Y \) are vectors, and \( \langle \cdot, \cdot \rangle \) is the inner product. Hence, we claim that \( (z^T z)(v^T v) \geq (z^T v) \), and this guarantees \( \frac{\partial^2 f(\rho)}{\partial \rho^2} \geq 0 \). Therefore, \( f(\rho) \) is a convex function of \( \rho \).
Appendix D

Proof of Theorem 4.2.1

Without loss of generality, we assume that \( h_1 < h_2 < \cdots < h_N \). The Lagrangian of (PR:3.1) is

\[
\mathcal{L} = \log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i \right) \frac{P_C + \sum_{i=1}^{N} P_i}{P_C + \sum_{i=1}^{N} P_i} - \sum_{i=1}^{N} \phi_i P_i (P_i - P_{i}^{mx})
\] (D.1)

where \( \phi_i \)s are the Lagrange multipliers associated with the power constraints. Hence, the corresponding KKT conditions are

\[
\frac{\partial \mathcal{L}}{\partial P_i} = 0, \quad \phi_i P_i (P_i - P_{i}^{mx}) = 0
\] (D.2)

where \( i \in S \). Based on the complementary slackness condition, \( \phi_i = 0 \) for \( 0 < P_i < P_{i}^{mx} \), and the boundary conditions \( P_i = P_{i}^{mx} \) will be considered later. Now, the first order optimality criterion is given by

\[
\frac{\partial \eta}{\partial P_i} = \frac{h_i}{\ln(2) \left( 1 + \sum_{i=1}^{N} \gamma_i \right) \left( P_C + \sum_{i=1}^{N} P_i \right)} - \frac{\log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i \right)}{\left( P_C + \sum_{i=1}^{N} P_i \right)^2} = 0
\] (D.3)

By rearranging the terms, we can rewrite (D.3) as

\[
\omega \ln(\omega) - \omega = \Gamma_N
\] (D.4)
which can be further expressed as

$$e^{\ln(x)} \ln\left(\frac{\omega}{e}\right) = \frac{\Gamma_N}{e}$$  \quad (D.5)

where $\Gamma_N = \sum_{j=1}^{N-1} (h_N - h_j) P_j - 1 + h_N P_C$ and $\omega = 1 + \sum_{i=1}^{N} \gamma_i$. Mathematically, (D.5) has the functional form of $Xe^X = Y$ whose solution is given by the Lambert function $\mathcal{W}$, i.e., $X = \mathcal{W}(Y)$ for $Y \geq -\frac{1}{e}$. Thus, the solution to (D.5) can be analytically expressed as

$$\omega^* = e^{\mathcal{W}\left(\frac{\Gamma_N}{e}\right) + 1}, \quad \Gamma_N \geq -1. \quad (D.6)$$

Given $P_j^*$ for $j = 1, \ldots, N - 1$, the optimal transmit power level from node $N$ becomes

$$\bar{P}_N = \frac{\omega^* - 1 - \sum_{j=1}^{N-1} \gamma_j}{h_N}. \quad (D.7)$$

Substituting (D.6) and (D.7) into (4.6), we have

$$\eta(\Gamma_N) = c \frac{\mathcal{W}(\frac{\Gamma_N}{e}) + 1}{(\Gamma_N + e^{\mathcal{W}(\frac{\Gamma_N}{e}) + 1})} \quad (D.8)$$

where $c = \frac{h_N}{\ln(2)}$. Thus, the optimal efficiency depends on $\Gamma_N$, and considering its slope characteristics using $W'(x) = \frac{W(x)}{x + xW(x)}$, we obtain

$$\frac{\partial \eta}{\partial \Gamma_N} = -c \left[ \frac{\mathcal{W}(\frac{\Gamma_N}{e}) + 1}{(\Gamma_N + e^{\mathcal{W}(\frac{\Gamma_N}{e}) + 1})^2} \right] \leq 0. \quad (D.9)$$

This implies that energy efficiency is a decreasing function of $\Gamma_N$, and hence the maximum energy efficiency is achieved at the lowest value of $\Gamma_N$. This occurs when $P_j = 0$ for all $h_j < h_N$ and $j \in \{1, 2, \ldots, N - 1\}$. Therefore, the user with the highest channel gain will be active, and its optimal transmit power is given as

$$\bar{P}_N = \frac{e^{\mathcal{W}(\frac{\Gamma_N}{e}) + 1} - 1}{h_N} \bigg|_{\forall P_j = 0, P_C = P_c}. \quad (D.10)$$
However, if \( \tilde{P}_N \) exceeds the peak, then node \( N \) operates at \( P^*_N = P^m_N \). In such a case, other nodes could be allowed to transmit based on the corresponding optimal strategy. Let us assume that the nodes \( N, N-1, \ldots, k+1 \) are transmitting at their peak power levels, i.e., \( P^*_N = P^m_N, \ldots, P^*_k+1 = P^m_{k+1} \). Then, the transmit power for node \( k \), under the assumption \( h_N > \cdots > h_{k+1} > h_k \), needs to be determined in such a way that the system energy efficiency

\[
\eta = \frac{\log_2(1 + \gamma_k + \sum_{j=k+1}^{N} h_j P^m_j)}{P_c + \sum_{j=k+1}^{N} P^m_j + P_k}
\]

is maximized. Applying the optimality criteria and following a similar procedure as noted earlier, we get

\[
\tilde{P}_k = \frac{e^{\Gamma_k} - 1 - \sum_{j=k+1}^{N} h_j P^m_j}{h_k}
\]

where \( \Gamma_k = \sum_{j=k+1}^{N} (h_k - h_j) P^m_j - 1 + h_k P_c \). Note again that unless \( \tilde{P}_k \) exceeds the peak power level, we again have to set \( P^*_i = 0 \) for \( i = 1, \ldots, k-1 \) in order to maximize the energy efficiency.
Appendix E

Proof of Theorem 4.3.1

Without loss of generality, we again assume that \( h_1 < h_2 < \cdots < h_N \). The Lagrangian for problem (PR:4.2a) is expressed as

\[
L = \log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i \right) - \sum_{i=1}^{N} \phi_i P_i (P_i - P_{i \text{max}})
\]

where \( \{\phi_i\} \) are the Lagrange multipliers associated with the power constraints. The complementary slackness condition is the same as stated in (D.2), and KKT conditions for the first order optimality are

\[
\frac{\partial \eta_s}{\partial P_i} = \frac{h_i}{\ln(2) \left( 1 + \sum_{i=1}^{N} \gamma_i \right) \left( P_C + \sum_{i=1}^{N} (1 - g_i) P_i \right)} - \frac{(1 - g_i) \log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i \right)}{\left( P_C + \sum_{i=1}^{N} (1 - g_i) P_i \right)^2} = 0, \quad \text{for } B > \chi
\]

(E.2a)

\[
\frac{\partial \eta_s}{\partial P_i} = \frac{h_i}{\ln(2) \left( 1 + \sum_{i=1}^{N} \gamma_i \right) \left( P_C + \sum_{i=1}^{N} P_i - \chi \right)} - \frac{\log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i \right)}{\left( P_C + \sum_{i=1}^{N} P_i - \chi \right)^2} = 0, \quad B = \chi
\]

(E.2b)
i) $B > \chi$ : When the additional harvested energy beyond the demand can be stored, we have (E.2a) and this can be expressed as

$$\omega \ln(\omega) - \omega = \Gamma_i$$

(E.3)

where $\omega = 1 + \sum_{i=1}^{N} \gamma_i$ and $\Gamma_i = \sum_{j=1, j \neq i}^{N} (h_i - h_j)P_j - 1 + h_i \frac{P_c}{1-g_i}$. Based on (E.3), the problem is feasible if

$$\Gamma_i = \Gamma_j$$

(E.4)

when nodes $i$ and $j$ are transmitting. Following a similar procedure as in the proof of Theorem 4.2.1, we conclude that $\eta$ is a decreasing function of $\Gamma_i$ and hence energy efficiency is maximized at the lowest possible value of the corresponding $\Gamma_i$. As a result, we have

$$\Gamma_N = -1 + h_N \frac{P_c}{1 - g_N}$$

(E.5a)

assuming $P_j = 0, \forall j \in \{1, \ldots, N-1\}$, and

$$\Gamma_{N-k} = -1 + h_{N-k} \frac{P_c^k}{1 - g_{N-k}} + \sum_{j=0}^{k-1} \left( h_{N-k} - h_{N-j} \right) P_{N-j}$$

(E.5b)

for $k = 1, 2, \ldots, N-1$, assuming $P_j = 0, \forall j \in \{1, \ldots, N-k-1\}$. It seems there are $N$ different node selection strategies, but we show by contradiction that the one with the best channel link should be active for maximum energy efficiency. For instance, let us consider $\Gamma_{N-1}$, and in this case, both $P_N \neq 0$ and $P_{N-1} \neq 0$ implying node $N$ and node $N-1$ are active. This leads to $\Gamma_{N-1} > \Gamma'_N = -1 + h_N \frac{P_c}{1 - g_N} + (h_N - h_{N-1})P_{N-1}$ for $P_c^{N-1} > P_c$, but $\Gamma'_N > \Gamma_N$ which contradicts the optimality condition in (E.4). Therefore, $P_j = 0, \forall j \in \{1, \ldots, N-1\}$ and

$$\tilde{P}_N = e^{\left( \frac{h_N P_c}{\frac{P_c}{e^{1 - g_N}}} \right)^{+1}} - 1.$$ 

(E.6)
\( ii) \) \( B = \chi \): In case there is a limited capacity to store harvested energy, i.e., \( B = \chi \), the optimality condition given in (E.2b) is similar to (D.3) except the additional term \( \chi \). Hence, applying the same procedure as in the proof of Theorem 4.3.1 we get \( P_j = 0 \) \( \forall h_j < h_N \) and
\[
\tilde{P}_N = e^{W\left(\frac{h_N(P_c-\chi)}{e}\right)+1} - 1. \tag{E.7}
\]

In both cases above, when the optimal solution \( \tilde{P}_N \) exceeds the peak power constraint, the transmitted power level from node \( N \) is kept at \( P_{mx}^N \), and similar steps can be followed as in Appendix D to determine \( \tilde{P}_{N-1} \) and iteratively the other power levels if peak power constraints become active. Furthermore, the threshold at which the harvested energy constraint becomes active can be determined, for instance, by substituting \( \tilde{P}_N = \frac{\chi^*}{g_N} \) into (E.6) or (E.7) and solving for \( \chi^* \). Thus, we have
\[
W\left(\frac{h_N\Phi - 1}{e}\right) + 1 = \ln \left(1 + \frac{h_N}{g_N}\chi^*\right) \tag{E.8}
\]
where
\[
\Phi = \begin{cases} 
\frac{P_c}{1-g_i} & B > \chi \\
P_c - \chi & B = \chi.
\end{cases} \tag{E.9a}
\]

It is difficult to get a closed-form expression for \( \chi^* \) from this equation, which, nevertheless, can be easily solved using numerical tools.
Appendix F

Proof of Proposition 4.3.1

Without loss of generality, we assume that $h_i > h_j$ for $i, j \in \{1, 2\}$, and the conditions in (4.26) are explicitly expressed as

$$
\frac{h_i}{\ln(2)\left(1 + \sum_{i=1}^{N} \gamma_i\right)\left(P_C + \sum_{i=1}^{N} P_i - \chi\right)} - \frac{\log_2 \left(1 + \sum_{i=1}^{N} \gamma_i\right)}{\left(P_C + \sum_{i=1}^{N} P_i - \chi\right)^2} = \mu g_i 
$$

$$
\frac{h_j}{\ln(2)\left(1 + \sum_{i=1}^{N} \gamma_i\right)\left(P_C + \sum_{i=1}^{N} P_i - \chi\right)} - \frac{\log_2 \left(1 + \sum_{i=1}^{N} \gamma_i\right)}{\left(P_C + \sum_{i=1}^{N} P_i - \chi\right)^2} = \mu g_j,
$$

assuming the two-user setup. Accordingly, there are two possible conditions that need to be addressed independently.

(a) $h_i > h_j$ and $g_i > g_j$: When user $i$ has higher power gains with the ID and EH components than user $j$, (F.1) holds true if either $P_i = 0$ or $P_j = 0$. Since user $j$ achieves a lower EE for the same transmit power, it is better to keep user $j$ in silent mode and let user $i$ to transmit. The maximum energy that can be harvested from user $i$ is $\chi'_a = g_i P_{mx}^i$. When the demand exceeds this, user $j$ begins transmission to satisfy the extra energy demand $\Delta \chi = \chi - \chi'_a$.

(b) $h_i > h_j$ but $g_i < g_j$: In this case, (F.1) can be satisfied with $P_i \neq 0$ and $P_j \neq 0$. Now, we have

$$
\left(\frac{h_i}{g_i} - \frac{h_j}{g_j}\right) \frac{1}{1 + \sum_i \gamma_i} = \left(\frac{1}{g_i} - \frac{1}{g_j}\right) \frac{\ln \left(1 + \sum_i \gamma_i\right)}{\left(P_c + P_i + P_j - \chi\right)}
$$
which leads to

\[
A = z \ln(z) - z
\]  \hspace{1cm} (F.3)

where \( A = P_p \left( \frac{h_i g_j - h_j g_i}{g_j - g_i} \right) + \chi \left( \frac{1-g_i}{g_j} \left( \frac{h_i g_j - h_j g_i}{g_j - g_i} \right) - \frac{h_j}{g_j} \right) - 1 \) and \( z = 1 + \chi \frac{h_i}{g_j} + P_i \left( h_i - \frac{h_i g_j}{g_j} \right) \).

Hence, solving for \( P_i \), we obtain

\[
P_i^* = \frac{g_j e^{W(\frac{A}{e}) + 1} - g_j - h_j \chi}{g_j h_i - g_i h_j}
\]  \hspace{1cm} (F.4)

and substituting this into \( g_j P_j^* = \chi - g_i P_i^* \), we get

\[
P_j^* = \frac{-g_i e^{W(\frac{A}{e}) + 1} + g_i + h_i \chi}{g_j h_i - g_i h_j}.
\]  \hspace{1cm} (F.5)

Then, the maximum energy \( \chi'_b \) that can be harvested from user \( i \) while user \( j \) is silent can be obtained by setting \( P_j^* = 0 \) and \( \chi = \chi'_b \) in (F.5). This results in

\[
\ln \left( \frac{h_i}{g_i} \chi'_b + 1 \right) = W \left( \frac{A}{e} \right) \bigg|_{\chi=\chi'_b} + 1,
\]  \hspace{1cm} (F.6)

which can be solved numerically. Thus, user \( j \) becomes active when \( \chi > \chi'_b \), and this continues until \( P_j = P_j^{\text{max}} \) which occurs at \( \chi = \chi'' \). Any additional demand \( \Delta \chi = \chi - \chi'' \) will be satisfied by user \( i \) until it reaches its peak.
Appendix G

Proof of Theorem 4.3.2

The Lagrangian of (PR:4.3) is given by

\[ \mathcal{L} = \eta_c - \sum_{i=1}^{N} \kappa_i (P_i - P_{i}^{mx}) + \sum_{i=1}^{N} \phi_i P_i. \]  

\[ \text{(G.1)} \]

Applying similar procedure as in proof of Theorem 4.2.1, the first order criteria, which is given as

\[ \frac{\partial \eta_c}{\partial P_i} = \frac{h_i}{\ln(2) \left( 1 + \sum_{i=1}^{N} \gamma_i - \chi \right) \left( P_C + \sum_{i=1}^{N} P_i - \chi \right)} - \frac{\log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i - \chi \right)}{\left( P_C + \sum_{i=1}^{N} P_i - \chi \right)^2} = 0, \]

\[ \text{(G.2)} \]

can not be satisfied, i.e., \( \frac{\partial \eta_c}{\partial P_i} \neq \frac{\partial \eta_c}{\partial P_j} \) for \( h_i \neq h_j \), unless a single node is active at a time while the rest silent. Since the energy-efficient approach is to let the node with the highest channel gain transmit, from (G.2) we have

\[ \phi \ln \phi - \phi = \Omega_N \]

\[ \text{(G.3)} \]
where $\Omega_N = h_N P_c - 1 + \chi (1 - h_N)$ and $\phi = 1 + \gamma_N - \chi$, and the corresponding optimal transmit power becomes

$$P^*_N = \frac{e^{W(\frac{\Omega_N}{\epsilon})+1} + \chi - 1}{h_N}. \quad (G.4)$$

An increment in harvested energy requires transmission at a higher power level, and eventually this leads to transmission at the peak power. Hence, the maximum demand $\chi_{mx}^N$ that can be satisfied by node $N$ is obtained by solving

$$h_N P^m_N + 1 = e^{W\left(\frac{h_N P_{N-1}^m + \chi_{mx}^N (1-h_N)}{e}\right)} + \chi_{mx}^N \quad (G.5)$$

which is derived from (G.4). The threshold at which node $N-1$ becomes active depends on its the impact on the optimal energy efficiency. For $\chi > \chi_{mx}^N$, we have

$$\eta_c = \log_2 \left(1 + h_N P^m_N + h_{N-1} P_{N-1} - \chi\right) \frac{P_c + P^m_N + P_{N-1} - \chi}{P_c + P^m_N + P_{N-1} - \chi}, \quad (G.6)$$

and following the same procedure as in the previous cases, the transmitted power level from node $N-1$ becomes

$$P^*_N = \frac{e^{W\left(\frac{b_{N-1} + a_{N-1} - a_1}{h_{N-1}}\right)+1} - a_1}{h_{N-1}} \quad (G.7)$$

where $a_1 = 1 + h_N P^m_N - \chi$ and $b_1 = P_c + P^m_N - \chi$. Mathematically, $P^*_N$ can take any value, but note that it is feasible only for $P^*_N - 1 \geq 0$. Hence, the maximum demand at which node $N-1$ is still silent can be computed by substituting $P^*_N - 1 = 0$ in (G.7), and this results in

$$W\left(\frac{c_{N-1} + d_{N-1} \chi}{e}\right) \bigg|_{\chi=\chi_{mn}^N} + 1 = \ln \left(1 + h_N P^m_N - \chi\right) \bigg|_{\chi=\chi_{mn}^N} \quad (G.8)$$

where $c_{N-1} = h_{N-1} P_c + (h_{N-1} - h_N) P^m_N - 1$ and $d_{N-1} = 1 - h_{N-1}$. Therefore, for $\chi_{mn}^N > \chi > \chi_{mx}^N$ the optimal strategy dictates node $N-1$ to be silent while node $N$ transmits at its peak. Beyond this threshold, node $N-1$ operates based on (G.7) until $P^*_N = P^m_{N-1}$. In
general, for node \( N - k \), its transmitted signal power level is determined as follows:

\[
P_{N-k}^* = \frac{e^{W\left(\frac{h_{N-k}b_k-a_k}{e}\right)}+1 - a_k}{h_{N-k}}
\]

where

\[
a_k = 1 + \sum_{j=k}^{N} h_j P_{j}^{\text{max}} - \chi
\]

and

\[
b_k = P_{c}^k + \sum_{j=k}^{N} P_{j}^{\text{max}} - \chi.
\]

Correspondingly, the minimum and maximum demand, i.e., \( \chi_{k}^{\text{mn}} \) and \( \chi_{k}^{\text{mx}} \), for which node \( k \) operates within the boundaries can be obtained by substituting \( P_{N-k}^* = 0 \) and \( P_{N-k}^* = P_{N-k}^{\text{max}} \) into (G.9) and solving for \( \chi \).
Appendix H

Proof of Proposition 5.1.1

Applying second-order derivative criterion to the instantaneous service rate of user $i$, we get

$$
\ln(2) \frac{\partial R_i(\tau_B)}{\partial \tau_B} = - \ln \left(1 + \frac{a_i \tau_B}{(1 - \tau_B) + \tau_B a_*}\right) + (1 - \tau_B) \frac{a_i}{(1 + \tau_B(a_i + a_* - 1))(1 - \tau_B + a_\tau B)}
$$

$$
\ln(2) \frac{\partial^2 R_i(\tau_B)}{\partial \tau_B^2} = - \left[ \frac{(1 - \tau_B) \left(2a_i a_\tau + a^2_i\right) + 2a_i a_* \tau_B (a_* + a_i)}{(1 - \tau_B + a_\tau B)^2 \left(1 - \tau_B + \tau_B a_i + a_* \tau_B\right)^2} \right].
$$

(H.1)

Hence, it can be inferred from (H.1) that $\frac{\partial^2 R_i}{\partial \tau_B^2} < 0$ for all $\tau_B \in (0, 1)$, and hence the instantaneous service rate is concave in the domain set. This completes the proof.
Appendix I

Proof of Proposition 5.1.2

First, let us consider that the downlink and uplink operating intervals, i.e., $\tau_B, \tau_1, \cdots, \tau_N$, are non-overlapping. Let $H_i$ denote the Hessian of $R_i(\tau_B, \tau_i)$ with respect to $\tau_B$ and $\tau_i$ where $i \in S$. Thus, the diagonal and off-diagonal entries given in [56] are modified as:

\[
\begin{align*}
\d_{m,m}^{(i)} &= \begin{cases} 
-a_{i}^m \tau_i 
& (\tau_i + a_i^B \tau_B + \sum_{j=1}^{i-1} a_j \tau_j)^2, \quad m < i \\
-\frac{(a_i^B \tau_B + \sum_{j=1}^{i-1} a_j \tau_j)^2}{\tau_i (\tau_i + a_i^B \tau_B + \sum_{j=1}^{i-1} a_j \tau_j)^2}, \quad m = i \\
0 & \text{otherwise}
\end{cases} \\
\d_{m,n}^{(i)} &= \begin{cases} 
-a_{i}^m a_{i}^n \tau_i 
& (\tau_i + a_i^B \tau_B + \sum_{j=1}^{i-1} a_j \tau_j)^2, \quad m < i \text{ and } n < i \\
\frac{a_m (a_i^B \tau_B + \sum_{j=1}^{i-1} a_j \tau_j)}{(\tau_i + a_i^B \tau_B + \sum_{j=1}^{i-1} a_j \tau_j)^2}, \quad m < i \text{ and } n = i \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]

Hence, for every non-zero column vector denoted by $z = [z_1, z_2, \cdots, z_{i-1}]^T$, we have

\[
z^T H_i z = -\frac{1}{\tau_i (\tau_i + \beta_i)^2} \left( \tau_i \sum_{m=1}^{i-1} z_m a_m - z_i \beta_i \right)^2 \leq 0 \tag{I.3}
\]
where $\beta^i = a^i_B \tau_B + \sum_{j=1}^{i-1} a_j \tau_j$. This shows that $H_i$ is a negative semi-definite matrix, and hence based on Theorem 21.5 given in [97], $R_i(\tau_i)$ is a concave function of operation intervals, and this completes the proof.
Appendix J

Proof of Theorem 5.2.1

First, let $h_i(\tau_B) = (1 - \tau_B) \log \left( 1 + \frac{a_i^k \tau_B}{1 + (a_i^k - 1) \tau_B} \right)$ and $H_i(\tau_B) = -\frac{1}{\theta_i} \log \left( \mathbb{E}\{e^{-\theta_i h_i(\tau_B)}\} \right)$ where $\theta_i$'s are assumed to be known. Earlier from (U.1), we observed that $h_i(\tau_B)$ is concave or $-h_i(\tau_B)$ is convex in the domain set. Applying the second-order derivative criterion to $h_i(\tau_B)$, we get

\[
\ln(2) \frac{\partial h(\tau_B)}{\partial \tau_B} = -\log \left( 1 + \frac{a_i \tau_B}{(1 - \tau_B) + \tau_B a_*} \right) + (1 - \tau_B) \frac{a_i}{(1 + \tau_B(a_i + a_* - 1))(1 - \tau_B + a_* \tau_B)}
\]

\[
\ln(2) \frac{\partial^2 h(\tau_B)}{\partial \tau_B^2} = - \left[ \frac{(1 - \tau_B)(2a_i a_* + a_i^2) + 2a_i a_* \tau_B(a_* + a_i)}{(1 - \tau_B + a_* \tau_B)^2(1 - \tau_B + a_i \tau_B + a_* \tau_B)^2} \right].
\]

(J.1)

It can be inferred from (U.1) that $\frac{\partial^2 h_i(\tau_B)}{\partial \tau_B^2} < 0$ for all $\tau_B \in (0, 1)$, and hence $h_i(\tau_B)$ is concave or $-h_i(\tau_B)$ is convex in the domain set. This implies that $e^{-h(\tau_B)}$ is log-convex, and $\mathbb{E}\{e^{-h(\tau_B)}\}$ is log-convex as well, as log-convexity is preserved under sums. Noting that $\log(g(\cdot))$ is convex for log-convex $g(\cdot)$ [98], clearly $H(\tau_B)$ is a concave function of $\tau_B$ for $0 < \tau_B < 1$. Meanwhile, the sum effective capacity can be re-written as

\[ C^e(\tau_B) = \frac{H_{sm}(\tau_B)}{T} \] 

(J.2)
where $H_{sm} = \sum_{i=1}^{2} H_i(\tau_B, \theta_i)$. Since convexity/concavity is preserved under sums, it is
obvious that $H_{sm}$ is also a concave function. Thus, $C^e(\tau_B)$, is a concave function. Theorem
5.2.1 is then proved.
Appendix K

Proof of Proposition 5.2.1

First, the Lagrangian of (PR:5.1) is

\[ L = -\frac{1}{T\theta_1} \log (E \{ e^{-\theta_1 R_1} \}) + \lambda (\tau_B (1 - \tau_B)). \]  (K.1)

Since the problem is convex, KKT conditions are necessary and sufficient for optimality, and they are given as

\[ \frac{\partial L}{\partial \tau_B} = 0 \]  (K.2a)
\[ \lambda^* (\tau_B^* - \tau_B^{*2}) = 0. \]  (K.2b)

In regard to the complementary slackness condition given in (K.2b), we have \( \lambda^* \neq 0 \) provided \( \tau^* = 0 \) or \( \tau^* = 1 \). However, in both cases it is not possible to transfer a single bit of information. Hence, the optimal solution lies \( 0 < \tau_B^* < 1 \), and this implies \( \lambda^* = 0 \). Thus, we have

\[ \frac{e^{-\theta_1 R_1}}{TE\{e^{-\theta_1 R_1}\}} \frac{\partial R_1}{\partial \tau_B} = 0 \]  (K.3)
which leads to
\[
\ln \left( 1 + \frac{a_1 \tau_B}{1 - \tau_B} \right) - \frac{a_1}{1 - \tau_B + a_1 \tau_B} = 0. \quad (K.4)
\]

After several manipulations, we get
\[
e^{\ln(\frac{\omega}{e})} \ln \left( \frac{\omega}{e} \right) = \frac{A}{e} \quad (K.5)
\]

where \( A = a_1 - 1 \) and \( \omega = 1 + \frac{a_1 \tau_B}{1 - \tau_B} \). The above equation has the form of \( X e^X = Y \) whose solution is given by the Lambert function, i.e., \( X = \mathcal{W}(Y) \) for \( Y \geq -\frac{1}{e} \). Thus, the solution to (K.5) can be analytically expressed as
\[
Z^* = \begin{cases} 
  e^{\mathcal{W} \left( \frac{A}{e} \right) + 1}, & A \geq -1 \\
  e^{\mathcal{W}_{-1} \left( \frac{A}{e} \right) + 1}, & -1 \leq A \leq 0.
\end{cases} \quad (K.6a) \]

Hence, the optimal harvesting time interval during \( k^{th} \) fading state is determined by
\[
\tau^*_B = \frac{z^* - 1}{z^* - 1 + a_1}. \quad (K.7)
\]

Accordingly, \( \tau^*_B \) has two mathematical solutions when \( -1 \leq \Gamma \leq 0 \), but only one of them is the solution as will be noted later. Using the fact that \( \tau_B \) is neither negative nor zero, i.e., \( \tau_B > 0 \), we have
\[
Z^* > 1 \quad (K.8)
\]

Substituting (K.6a) and (K.6b) into (K.8), it results
\[
\mathcal{W} \left( \frac{A}{e} \right) > -1 \quad (K.9a)
\]
\[
\mathcal{W}_{-1} \left( \frac{A}{e} \right) > -1 \quad (K.9b)
\]
Nevertheless, (K.9a) cannot be satisfied with strict inequality as \( W_{-1}(A/e) < -1 \) for \(-1 < A < 0\), whereas (K.9b) is always feasible based on its definition. Therefore, the solution becomes

\[
z^* = e^{W(\frac{A}{e})} + 1. \tag{K.10}
\]

The harvesting interval is independent of the exponential decay component, and this completes the proof.
Proof of Proposition 5.2.2

Knowing that service rates of wireless-powered users are concave function of operating intervals for TDMA scheme as stated in Section II, we claim that each user effective capacity, and the total throughput, preserves concavity for the same argument given in the proof of Theorem 5.2.1.
Appendix M

Proof of Lemma 6.1.1

Assuming that \( f(x) \) and \( g(y) \) are convex function, their sum \( h(x, y) = f(x) + g(y) \) will be convex if

\[
h(\lambda x_1 + (1 - \lambda)x_2, \lambda y_1 + (1 - \lambda)y_2) \leq \lambda h(x_1, y_1) + (1 - \lambda)h(x_2, y_2). \tag{M.1}
\]

In order to compare, let us simplify the LHS and RHS as follow:

\[
h(\lambda x_1 + (1 - \lambda)x_2, \lambda y_1 + (1 - \lambda)y_2) = f(\lambda x_1 + (1 - \lambda)x_2) + g(\lambda y_1 + (1 - \lambda)y_2) \tag{M.2}
\]

\[
\lambda h(x_1, y_1) + (1 - \lambda)h(x_2, y_2) = \lambda f(x_1) + (1 - \lambda)f(x_2) + \lambda g(y_1) + (1 - \lambda)g(y_2) \tag{M.3}
\]

which leads to

\[
f(\lambda x_1 + (1 - \lambda)x_2) + g(\lambda y_1 + (1 - \lambda)y_2) \leq \lambda f(x_1) + (1 - \lambda)f(x_2) + \lambda g(y_1) + (1 - \lambda)g(y_2)
\]

\[
f_{\Delta} + g_{\Delta} \leq 0 \tag{M.4}
\]

where \( f_{\Delta} = f(\lambda x_1 + (1 - \lambda)x_2) - \lambda f(x_1) + (1 - \lambda)f(x_2) \) and \( g_{\Delta} = g(\lambda y_1 + (1 - \lambda)y_2) - \lambda g(y_1) + (1 - \lambda)g(y_2) \). Based on the fact that \( f(x) \) and \( g(y) \) are convex, we claim that \( f_{\Delta} \leq 0 \) and \( g_{\Delta} \leq 0 \). Therefore, \( f_{\Delta} + g_{\Delta} \leq 0 \) which guarantees that \( g(x, y) \) is convex.
Appendix N

Proof of Proposition 6.1.1

First of all, it is obvious that \( f(\sigma^2) \) is an affine function of \( \sigma_i^2 \), and hence it is convex/concave. Then, let \( g(\Phi) = \sum_{i=1}^{N} h_i(\Phi_i) \) where \( h_i = z_i\Phi_i^2 + \alpha_i\phi_i + C_i \) and \( C_i = \frac{C}{N} \). Here also, we can see that \( h_i \) is a quadratic function, and hence it is convex since \( z_i > 0 \). According to Lemma 6.1.1, \( g(\Phi) \) is also a convex function of \( \Phi_1, \Phi_2, \cdots, \Phi_N \). Therefore, again Lemma 6.1.1 guarantees that the harvested energy function \( \mathcal{E}_{hv} \) is also jointly convex since both \( f(\sigma^2) \) and \( g(\Phi) \) are convex.
Appendix O

Proof of Proposition 6.3.1

First, let us express $\eta_{EE} = \frac{q(\cdot)}{p(\cdot)}$. According to Proposition 2.9 stated in \[93], $\eta_{EE}$ is a pseudo-concave provided that $q(\cdot)$ and $p(\cdot)$ are concave and convex, respectively. In addition, both should be differentiable, and non-negative. In this case, it is obvious that $q(\sigma^2) = \log_2 (1 + r\sigma^2)$ is a concave function as $\frac{\partial^2 q(\cdot)}{\partial (\sigma^2)^2} \leq 0$. Meanwhile, the denominator can be equivalently expressed as $p(\sigma^2, \phi) = P_k + \sigma^2 + \phi^2$ where $P_k = P_c + P_A - \chi$ is a constant for a given harvested energy demand. In order to check convexity, we determine the Hessian matrix

$$M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}.$$  

for which we have

$$M^T \nabla^2 p(\cdot) M = 2M_{22}^2 \geq 0$$  \hspace{1cm} (O.1)

This implies $p(\cdot)$ is a convex function. Hence, $\eta_{EE}$ is a pseudo-concave function.
Appendix P

Proof of Corollary 6.3.1

Substituting $\gamma = 0$ and $\phi = 0$ into (6.17), we have

$$\frac{h_d}{\ln(z)} \frac{\log(1 + h_d \sigma^2)}{(K + \sigma^2)^2} + \frac{\log(1 + h_d \sigma^2)}{(K + \sigma^2)^2} + \lambda = 0.$$  (P.1)

Based on the slackness conditions given in (6.16b), we know that $\lambda \neq 0$ only when $\sigma^2 = P_{pk}$. Otherwise, $\lambda = 0$ and (P.1) is simplified as

$$h_d(K + \sigma^2) = (1 + h_d \sigma^2) \ln(1 + h_d \sigma^2)$$

$$\Omega = z \ln(z) - z$$  (P.2)

where $\Omega = h_dK - 1$ and $z = 1 + h_d \sigma^2$. The above equation has the form of $X e^X = Y$ whose solution is given by the Lambert function, i.e., $X = W(Y)$ for $Y \geq -\frac{1}{e}$. After several steps, the solution becomes

$$z^* = e^{W(\frac{\Omega}{z})+1}.$$  (P.3)

Therefore,

$$\sigma^2 = \frac{z^* - 1}{h_d}.$$  (P.4)
Appendix Q

Proof of Proposition 7.2.1

When the interference signals from energy harvesting UEs are assumed to be insignificant compared with the thermal noise, the signal-to-noise (SNR) coverage probability becomes

$$\Pr_c = \int_0^\infty e^{-lG(\tau_B)} f_r(r) dr \quad (Q.1)$$

where $G(\tau_B) = \frac{1-\tau_B}{\tau_B}$ and $l = \frac{\tau \mu \sigma^2 \alpha}{\sigma_0}$. Applying the first order derivative to $G(\tau_B)$, we get $-\frac{1}{\tau_B}$, and this shows that $G$ is a decreasing function of $\tau_B \in [0, 1]$. Since exponential functions are monotonic, we immediately observe that $e^{-lG}$ is an increasing function. Furthermore, noting that $e^{-lG}$ is monotonically increasing function and integration preserves monotonicity for nonnegative measurable functions [99], we have, $\Pr_c$ is an increasing function of $\tau_B$. 
Appendix R

Proof of Proposition 8.2.1

The expression given in (8.13) can be re-written as

\[ R_i(\tau_0) = (1 - \tau_0) \log_2 \left( 1 + \frac{\alpha_i \tau_0}{1 + \omega_i \tau_0} \right) \]  

(R.1)

where \( \omega_i = -1 + \sum_{j=i+1}^{N} \alpha_j \). Hence, applying the second order derivative criteria to (R.1), we have

\[ \frac{\partial^2 R_i(\tau_0)}{\partial \tau_0^2} = -\alpha_i \left[ \frac{\alpha_i ((2\omega_i + 1)\tau_0 + 1) + 2(\omega_i + 1)(\omega_i \tau_0 + 1)}{(\omega_i \tau_0)^2 (\alpha_i \tau_0 + \omega_i \tau_0 + 1)^2} \right] \]

(R.2)

Knowing \( \omega_i \geq -1 \) and \( 0 < \tau_0 < 1 \), it is obvious that \((2\omega_i + 1)\tau_0 \leq 1\) if \( \omega_i < 0 \), otherwise \((2\omega_i + 1)\tau_0 > 1\). This guarantees \( \frac{\partial^2 R_i(\tau_0)}{\partial \tau_0^2} < 0 \) for any \( \alpha_i \neq 0 \), and hence \( R_i \) is a concave function.
Proof of Proposition 8.2.1

Proof: Since the system EE in (8.15) is a fractional function, it will satisfy pseudo-concavity according to Proposition 2.9 stated in [93] if the numerator is concave and denominator is convex. In this case, the denominator is an affine function, and hence we only need to show that the throughput, i.e., the numerator, is concave with respect to \( \tau_0 \). Using the fact that concavity is preserved under summation and \( R_i(\tau_0) \) is a concave function of \( \tau_0 \) based on Lemma 1, we conclude that \( R_{\text{sum}} \), i.e., the throughput, is concave as well.
Appendix T

Proof of Proposition 8.2.2

For the case of two users, we have $\tau_1$ and $\tau_2$, and hence we show that the throughput in each interval is jointly concave with respect to the operating intervals:

(i) During $\tau_1$: In this case, only UE 1 transmits information uplink to the access point, i.e.,

$$R_{\text{sum}}^1 = \tau_1 \log_2 \left( a_1 + \frac{b_1}{\tau_1 + \tau_2} \right). \quad (T.1)$$

Let $F^i$ denote the Hessian matrix of $R_{\text{sum}}^i$ with respect to $\tau_1$ and $\tau_2$. Then, applying the second-order derivatives, we get

$$F_{11}^1 = \frac{\partial^2 R_{\text{sum}}^1}{\partial \tau_1^2} = -\frac{b_1(2a_1\tau_2(\tau_2 + \tau_1)) + b_1(2\tau_2 + \tau_1)}{(\tau_1 + \tau_2)^2(a_1(\tau_1 + \tau_2) + b_1)^2}$$

$$F_{22}^1 = \frac{\partial^2 R_{\text{sum}}^1}{\partial \tau_2^2} = \frac{b_1\tau_1(2a_1(\tau_2 + \tau_1)) + b_1}{(\tau_1 + \tau_2)^2(a_1(\tau_1 + \tau_2) + b_1)^2} \quad (T.2)$$

$$F_{12}^1 = \frac{\partial^2 R_{\text{sum}}^1}{\partial \tau_1 \partial \tau_2} = -\frac{b_1(a_1(\tau_2 - \tau_1)(\tau_2 + \tau_1) + b_1\tau_2)}{(\tau_1 + \tau_2)^2(a_1(\tau_1 + \tau_2) + b_1)^2}.$$

Since $F_{11}^1 F_{22}^1 - (F_{12}^1)^2 \leq 0$, the Hessian $F$ is a negative semi-definite matrix. Based on Theorem 21.5 given in [97], $R_{\text{sum}}^1$ is a jointly concave function of $\tau_1$ and $\tau_2$.

(ii) During $\tau_2$: Here, both UE 1 and UE 2 are transmitting, and the corresponding achievable...
sum-rate capacity is given as

\[ R_{\text{sum}}^2 = \tau_2 \log_2 \left( a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2} \right), \quad (T.3) \]

and applying the second order derivative, we get

\[
\begin{align*}
F_{11}^2 &= \frac{\partial^2 R_{\text{sum}}^2}{\partial \tau_1^2} = \frac{2b_1(\tau_1 + \tau_2)(a_2 + \frac{b_2}{\tau_2}) + b_1^2}{(\tau_1 + \tau_2)^4(a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2})^2} \\
F_{22}^2 &= \frac{\partial^2 R_{\text{sum}}^2}{\partial \tau_2^2} = -\frac{2b_1 y}{(\tau_1 + \tau_2)^3} - \frac{\tau_1(-\frac{b_2}{\tau_2} - \frac{b_1}{(\tau_1 + \tau_2)^2})^2}{a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2}} \\
F_{12}^2 &= \frac{\partial^2 R_{\text{sum}}^2}{\partial \tau_1 \partial \tau_2} = -\frac{b_1 \tau_2(a_2 \tau_2(\tau_1 - \tau_2) + \tau_1 (2b_2 + b_1 \frac{\tau_2}{\tau_1 + \tau_2}))}{(\tau_1 + \tau_2)^3(\tau_2(a_2 + \frac{b_1}{\tau_1 + \tau_2}) + b_2)^2}.
\end{align*}
\]

It is obvious that \( F_{11}^2 F_{22}^2 - (F_{12}^2)^2 \leq 0 \) and hence \( R_{\text{sum}}^2 \) is also a jointly concave function of the operating intervals using a similar argument as stated above.
Appendix U

Proof of Proposition \textbf{8.3.1}

First, let $h_i(\tau_B) = (1 - \tau_B) \log_2 \left( 1 + \frac{a_i \tau_B}{1 + (a_i - 1) \tau_B} \right)$ and $H_i(\tau_B) = -\frac{1}{\theta_i} \log \left( \mathbb{E}\{e^{-\theta_i h_i(\tau_B)}\} \right)$ where $\theta_i$'s are assumed to be known. Applying the second-order derivative criterion to $h_i(\tau_B)$, we get

$$
\ln(2) \frac{\partial h(\tau_B)}{\partial \tau_B} = - \log \left( 1 + \frac{a_i \tau_B}{1 - \tau_B + \tau_B a_*} \right) + \frac{a_i}{(1 - \tau_B + \tau_B a_*)(1 - \tau_B + a_* \tau_B)}
$$

and

$$
\ln(2) \frac{\partial^2 h(\tau_B)}{\partial \tau_B^2} = - \left[ \frac{1 - \tau_B}{(1 - \tau_B + a_* \tau_B)^2} \left( 2 a_i a_* + a_i^2 + 2 a_i a_* \tau_B \left( a_* + a_i \right) \right) \right]
\left[ \frac{1 - \tau_B}{1 - \tau_B + a_* \tau_B} \right]^2
$$

(U.1)

, and it can be inferred from (U.1) that $\frac{\partial^2 h_i(\tau_B)}{\partial \tau_B^2} < 0$ for all $\tau_B \in (0, 1)$, and hence $h_i(\tau_B)$ is concave or $-h_i(\tau_B)$ is convex in the domain set. This implies that $e^{-h(\tau_B)}$ is log-convex, and $\mathbb{E}\{e^{-h(\tau_B)}\}$ is log-convex as well, as log-convexity is preserved under sums. Noting that log$(g(\cdot))$ is convex for log-convex $g(\cdot)$ \cite{log-convexity}, clearly $H(\tau_B)$ is a concave function of $\tau_B$ for $0 < \tau_B < 1$. Meanwhile, the sum effective capacity can be re-written as

$$
C^e(\tau_B) = \frac{H_{sm}(\tau_B)}{T}
$$

(U.2)
where $H_{sm} = \sum_{i=1}^{N} H_i(\tau_B, \theta_i)$. Since convexity/concavity is preserved under sums, it is obvious that $H_{sm}$ is also a concave function. Thus, $C^e(\tau_B)$, is a concave function, completing the proof.
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