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ABSTRACT

In this dissertation, we investigate two problems, both of which require the recovery of unknowns from measurements that are potentially corrupted by outliers. The first part focuses on the problem of robust principal component analysis (PCA), which aims to recover an unknown low-rank matrix from a corrupted and partially-observed matrix. The robust PCA problem, originally nonconvex itself, has been solved via a convex relaxation based approach principal component pursuit (PCP) in the literature. However, previous works assume that the sparse errors uniformly spread over the entire matrix and characterize the condition under which PCP guarantees exact recovery. We generalize these results by allowing non-uniform error corruptions over the low-rank matrix and characterize the conditions on the error corruption probability of each individual entry based on the local coherence of the low-rank matrix, under which correct recovery can be guaranteed by PCP. Our results yield new insights on the graph clustering problem beyond the relevant literature.

The second part of the thesis studies the phase retrieval problem, which requires recovering an unknown vector from only its magnitude measurements. Differently from the first part, we solve this problem directly via optimizing nonconvex objectives. As the nonconvex objective is often constructed in such a way that the true vector is its global optimizer, the difficulty here is to design algorithms to find the global optimizer efficiently and provably. In order to solve this problem, we propose a gradient-like algorithm named reshaped Wirtinger flow (RWF). For random Gaussian measurements, we show that RWF enjoys linear convergence to a global optimizer as long as the number of measurements is on the order of the dimension of the unknown vector. This achieves the best possible sample complexity as well as the state-of-the-art computational efficiency.

Moreover, we study the phase retrieval problem when the measurements are corrupted
by adversarial outliers, which models situations with missing data or sensor failures. In order to resist possible observation outliers in an oblivious manner, we propose a novel median truncation approach to modify the nonconvex approach in both the initialization and the gradient descent steps. We apply the median truncation approach to the Poisson loss and the reshaped quadratic loss respectively, and obtain two algorithms $\text{median-TWF}$ and $\text{median-RWF}$. We show that both algorithms recover the signal from a near-optimal number of independent Gaussian measurements, even when a constant fraction of measurements is corrupted. We further show that both algorithms are stable when measurements are corrupted by both sparse arbitrary outliers and dense bounded noises. We establish our results on the performance guarantee via the development of non-trivial concentration measures of the median-related quantities, which can be of independent interest.
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CHAPTER 1
INTRODUCTION

This dissertation contains two topics: robust PCA and nonconvex phase retrieval, both of which require recovering unknowns from measurements that are potentially corrupted by outliers. The robust PCA problem is to recover a low-rank matrix from an observed matrix which contains random and sparse error corruptions. We provide a more refined analysis for robust PCA via local coherence, which is further shown to have rich implication on the graph clustering problem. The phase retrieval problem is to recover a vector from only its magnitude measurements. We develop new nonconvex methods that are faster and (or) more robust than existing ones and establish the theoretical performance guarantee for the proposed methods. At last, for the sake of completeness, my earlier Ph.D works investigate the problems on information theoretical security, which are summarized in Section 1.3.

1.1 Robust Principal Component Analysis (PCA)

Classical PCA is a widely-used technique in modern data analysis and dimension reduction. Mathematically, it is to find the first $k$ principal components (eigenvectors corresponding to the $k$ largest eigenvalues) of an observed matrix $M$, and can be formulated as solving
the following optimization problem

\[
\begin{align*}
\text{minimize}_L & \quad \|M - L\| \\
\text{subject to} & \quad \text{rank}(L) \leq k;
\end{align*}
\]

where \( \| \cdot \| \) denotes the spectral norm, i.e., the largest singular value. This optimization problem can be solved efficiently via \textit{singular value decomposition} (SVD).

However, the classical PCA is sensitive to grossly corrupted observations: a single corrupted entry in \( M \) could make the resulting \( L \) arbitrarily far from the ground truth. In order to perform PCA effectively when the data matrix is subject to gross corruptions, the robust PCA problem has been widely studied [5–12]. Mathematically, the robust PCA problem is to decompose an observed matrix \( M \) into the sum of a low-rank matrix \( L \) and a sparse error matrix \( S \). A direct optimization formulation for the robust PCA problem can be written as

\[
\begin{align*}
\text{minimize}_{L,S} & \quad \text{rank}(L) + \lambda \|S\|_0 \\
\text{subject to} & \quad M = L + S,
\end{align*}
\]

(1.1)

where \( \| \cdot \|_0 \) denotes the number of non-zero entries and \( \lambda \) is the hyper-parameter that controls the balance between minimizing the rank of \( L \) and the sparsity of \( S \). However, the optimization (1.1) is non-convex and intractable in polynomial time.

One way to deal with the above difficulty is to consider the convex relaxation of (1.1). Specifically, the rank(\( \cdot \)) can be relaxed as the nuclear norm \( \| \cdot \|_* \), i.e., the sum of singular values, and \( \| \cdot \|_0 \) can be relaxed as the \( l_1 \) norm, i.e., the sum of absolute values of all entries. In [13,14], the following principal component pursuit (PCP) is proposed to solve the robust PCA problem,

\[
\begin{align*}
\text{PCP:} & \quad \text{minimize}_{L,S} \quad \|L\|_* + \lambda \|S\|_1 \\
& \quad \text{subject to} \quad M = L + S.
\end{align*}
\]

(1.2)

Surprisingly, it has been shown in [13,14] that if the ground truth \( L_0 \) and \( S_0 \) satisfy certain
assumptions, then PCP returns the exact $L_0$ and $S_0$ with high probability.

Intuitively, in order to demix $M$ correctly, the two matrices $L_0$ and $S_0$ should be distinguishable from each other in properties. This requires that $L_0$ is not sparse and $S_0$ is not low-rank. One important quantity that determines how similar $L_0$ is to a sparse matrix is the coherence of $L_0$, which measures how the column and the row spaces of $L_0$ are aligned with the canonical basis and between themselves. Such a coherence parameter is defined to be the maximum over all of the column and the row spaces of $L$ in [13], which can be viewed as the global parameter for the entire matrix $L$. It has been shown in [13] that exact decomposition can be guaranteed with high probability if the percentage of the corrupted entries is small enough as well as the corrupted entries are uniformly distributed over the entire matrix, and the low-rank matrix is incoherent. Consequently, such a characterization of the result is based on the global (and in fact the worst case) coherence parameter.

However, such results do not capture the fact that different parts of the low-rank matrix have different sensitivities to the error corruption. Our contribution is that we associate each entry $(i, j)$ of the low-rank matrix $L$ with a local coherence parameter. Such local coherence parameters allow us to study how robust each individual entry of $L$ is to resist the error corruption. Our results also yield rich implications on the graph clustering problem. My Ph.D work with regard to the robust PCA problem so far has lead to one journal preparation and one conference publication [15].

1.1.1 Our Contribution: Robust PCA via Local Coherence

In our study of the robust PCA problem, we assume that the error corruptions are distributed non-uniformly over the entire matrix, and if the data matrix $M$ is partially observed, the probability of observing each entry of $M$ is non-uniform as well. We characterize the conditions that guarantee correct matrix decomposition by PCP in terms of the entry-wise error probability and the entry-wise observation probability with the local coherence parameter.

More specifically, for the full observation model (i.e., all entries are observed), we pro-
vide a more refined analysis of robust PCA than those in [13, 14] that captures how robust each entry of the low-rank matrix combats error corruption. Moreover, we demonstrate that our results have several immediate implications on the graph clustering problem. For the partial observation model, we establish the performance guarantee of matrix recovery from both error corruption and partial observation based on the local coherence by an adaptive PCP. In order to deal with non-uniform error corruption and non-uniform missing observation, our technical proof introduces a new weighted norm and develops/exploits the concentration properties for such a norm.

1.1.2 Related Works

Matrix completion. A closely related but different problem from robust PCA is matrix completion, in which a low-rank matrix is partially observed and is to be completed. Such a problem has been previously studied in [16–20], and it was shown that a rank-$r$ $n$-by-$n$ matrix can be provably recoverable with as few as $\Theta(\max\{\mu_0, \mu_1\}nr \log^2 n)$ observed entries\(^1\), where $\mu_0$ and $\mu_1$ are the coherence parameters determined by the underlying low-rank matrix and the definitions are introduced in Chapter 2. Later on, it was shown in [21] that $\mu_1$ does not affect sample complexity for matrix completion and hence $\Theta(\mu_0nr \log^2 n)$ observed entries are sufficient for guaranteeing correct matrix completion. It was further shown in [22] that a coherent low-rank matrix (i.e., with large $\mu_0$) can be recovered with $\Theta(nr \log^2 n)$ observations as long as the sampling probability is proportional to the leverage score (i.e., localized $\mu_0$). Our problem can be viewed as its counterpart in robust PCA, where the difference lies in the fact that the local coherence in our problem depends on both localized $\mu_0$ and $\mu_1$.

Moreover, matrix completion with bounded or random noise (i.e., sub-Gaussian noise) has been studied in [23–25], where the error bounds between the recovered matrix and the underlying low-rank matrix were established in terms of the noise magnitude or variance.

\(^1\) $f(n) = \Theta(g(n))$ represents $k_1 \cdot g(n) \leq f(n) \leq k_2 \cdot g(n)$ for some positive $k_1, k_2$. 
The matrix recovery problem with random measurements has also been studied in literature. In [26], matrix recovery is guaranteed from Gaussian measurements (i.e. each entry of a measurement matrix is independent standard Gaussian random variable) via a convex heuristic algorithm, which is in spirit similar to PCP. Furthermore, rank-one measurements were considered in [27], which greatly reduces the complexity. The performance guarantee was established under the ROP condition.

Robust PCA. Besides the works [13, 14, 28–30] mentioned in previous sections, [31] further showed that if signs of nonzero entries in the sparse matrix are randomly chosen, then an adjusted convex optimization can produce exact decomposition even when the percentage of corrupted entries goes to one (i.e., error is dense). Moreover, [26] discussed how to decompose two matrices if the observations are linear measurements and [32] considered the low-rank and sparse decomposition under data compression. Compared to previous studies, our work aims at understanding how local coherence affects susceptibility of each matrix entry to error corruption and missing observation, and provides a more refined (i.e. entry-wise) view of robust PCA with random error matrix.

Signal demixing. The problems of decoupling multiple signals which are sparse in corresponding bases have also been studied in convex demixing literature [33–36]. When specialized to the low-rank and sparse demixing problem (i.e., robust PCA), such a formulation assumes that the singular vectors of the low-rank matrix are drawn from orthonormal basis randomly. Sharp phase transition has been established between the low-rank matrix and the sparse matrix that are generally incoherent. Our work differentiates from these studies because we assume that the low-rank matrix is unknown but deterministic and moreover we focus on how the coherence pattern (locally) of the low-rank matrix affects the success of PCP.

Nonconvex approach. More recently, provable nonconvex approaches have been developed to solving the matrix decomposition problem, e.g., [37,38] and the matrix completion problem, e.g., [17,39–43]. The general idea is to minimize a nonconvex loss function
by first estimating a good initial seed and then refining the estimation via iterative method. 
The proof of the performance guarantee typically exploits the geometry of the loss function around the neighborhood of the global minimizer. While our focus is along the line of convex relaxation to solve the robust PCA problem, we anticipate that our perspective of analyzing non-uniform error corruption and missing observation is also an important issue to address when applying nonconvex approaches.

1.2 Phase Retrieval via Nonconvex Optimization

The formulation of phase retrieval is motivated by the problem in X-ray crystallography and coherent diffraction imaging [49–51], which requires the recovery of the structure of an object from the recorded far field diffracted intensity when a source beam is incident on the object. Mathematically, the phase retrieval problem is formulated as recovering a vector $x \in \mathbb{R}^n/\mathbb{C}^n$ from measurements $y_i$ given by

$$y_i = |\langle a_i, x \rangle|^2, \quad \text{for } i = 1, \ldots, m,$$

where $a_i \in \mathbb{R}^n/\mathbb{C}^n$ are random design vectors (known).

Various algorithms have been proposed to solve this problem since 1970s. The error-reduction methods proposed in [52, 53] work well empirically but lack theoretical guarantees. More recently, by using the lifting trick, the phase retrieval problem is solved via convex relaxations [45, 54–59] which estimate a rank-one positive semidefinite matrix $X = xx^T$ from linear measurements. In particular, when the measurement vectors $a_i$’s are composed of independent and identically distributed (i.i.d.) Gaussian entries, Phaselift [45] perfectly recovers all $x \in \mathbb{R}^n$ with high probability as long as the number $m$ of measurements is on the order of signal dimension $n$. The reader can refer to the review paper [60] to learn more about applications and algorithms of the phase retrieval problem.

While with good theoretical guarantee, these convex methods often suffer from com-
putational complexity especially when the signal dimension is large. Another natural idea is to recover the signal as a solution to some loss minimization problem:

$$\min_z \frac{1}{2m} \sum_{i=1}^{m} \ell(z; y_i)$$

(1.4)

where $\ell(z, y_i)$ is postulated using the negative likelihood of Gaussian or Poisson noise model. Since the measurements are quadratic in $x$, the objective function is nonconvex.

Recently, Candès et al. introduced *Wirtinger flow* (WF) algorithm [1], which minimizes the following nonconvex loss function

$$\ell_{WF}(z) := \frac{1}{4m} \sum_{i=1}^{m} (|a_i^T z|^2 - y_i)^2.$$  

(1.5)

The WF algorithm first obtains a good initialization by the spectral method and then iteratively refines the estimation via the gradient descent scheme. It is proved that the WF algorithm guarantees signal recovery with $O(n \log n)$ Gaussian measurements and attains $\epsilon$-accuracy within $O(mn^2 \log 1/\epsilon)$ flops.

The WF algorithm is further improved by *truncated Wirtinger flow* (TWF) algorithm [61]. TWF adopts a Poisson loss function of $|a_i^T z|^2$, which is given by

$$\ell_{Poi}(z) := \frac{1}{2m} \sum_{i=1}^{m} \left(|a_i^T z| - y_i \log |a_i^T z| \right)^2.$$

(1.6)

When calculating the initial seed and every step of gradient, TWF keeps only well-behaved measurements based on carefully designed truncation thresholds. Such truncation assists to yield linear convergence with a fixed step size and reduces the sample complexity to $O(n)$ and the convergence time to $O(mn \log 1/\epsilon)$.

Furthermore, incremental/stochastic methods have been proposed to solve the phase retrieval problem. Specifically, [62, 63] demonstrated the excellent empirical performance of the randomized Kaczmarz method but did not establish the non-asymptotic global conver-
gence guarantee. [64] proposed another stochastic algorithm named *incremental truncated Wirtinger flow* (ITWF) which is developed upon TWF.

Our results improve over previous methods from two directions. We propose an algorithm “reshaped Wirtinger flow (RWF)”, which is much faster than other existing nonconvex solvers by employing a new loss function. We further propose a median truncation approach to robustify the process of phase retrieval when observations are corrupted by arbitrarily-valued outliers. In a summary, my Ph.D work on the phase retrieval problem so far has lead to two journal submissions [65, 66] and two conference publications [67, 68].

### 1.2.1 Our Contribution: Reshaped Wirtinger Flow

We adopt the following loss function for solving the phase retrieval problem:

\[
\ell(z) := \frac{1}{2m} \sum_{i=1}^{m} (|a_i^T z| - \sqrt{y_i})^2. \tag{1.7}
\]

Compared to the loss function (1.5) of WF that adopts the quadratic loss of $|a_i^T z|^2$, the above loss function adopts the quadratic loss of $|a_i^T z|$ and hence has lower-order variables. While both loss functions are nonconvex in $z$, our loss function in (1.7) is also nonsmooth.

To minimize such a nonconvex and nonsmooth loss function (1.7), we develop a gradient descent algorithm, which sets the “gradient” to zero corresponding to nonsmooth samples. We refer to such an algorithm together with an initialization using a new spectral method (different from that employed in TWF or WF) as *reshaped Wirtinger flow* (RWF).

We show that this loss function has great advantage in both statistical and computational efficiency, in spite of nonsmoothness. We further develop incremental/stochastic versions of RWF, called incremental RWF (IRWF), and show that IRWF also enjoys the advantageous local curvature of RWF, and achieves excellent statistical and computational performance. Along the way, we establish the convergence analysis of the randomized Kaczmarz method by interpreting it as a variant of IRWF.
Statistically, we show that RWF recovers the true signal with $O(n)$ Gaussian measurements, which is order-wise optimal. Thus, RWF improves the sample complexity $O(n \log n)$ of WF, and achieves the same sample complexity as TWF but without truncation in the gradient descent loops. Computationally, RWF converges linearly to the true signal with a constant step size, requiring $O(mn \log(1/\epsilon))$ flops to reach $\epsilon$-accuracy. Again, without truncation in the gradient descent step, RWF improves the computational cost $O(mn^2 \log(1/\epsilon))$ of WF and achieves the same computational cost as TWF. Numerically, RWF and its incremental versions require fewer parameters, e.g., truncation thresholds, than TWF in practice. RWF is generally two times faster than TWF and four to six times faster than WF in terms of both the number of iterations and time cost. IRWF also outperforms existing incremental as well as batch algorithms.

1.2.2 Our Contribution: Median Truncation Approach

The WF-type algorithms are evaluated based on their statistical and computational performances: statistically, we hope the sample complexity $m$ to be as small as possible; computationally, we hope the run time to be as small as possible. As can be seen, existing WF-type algorithms are already near-optimal both statistically and computationally. We now introduces a third consideration, which is the robustness to outliers, where we hope that the algorithm continues to perform well even in the presence of outliers that may take arbitrary values. This bears great importance in practice, because outliers arise frequently from the phase imaging applications [71] due to various reasons such as detector failures, recording errors, and missing data.

Specifically, suppose the set of $m$ measurements are given as

$$y_i = |\langle a_i, x \rangle|^2 + \eta_i, \quad i = 1, \cdots, m,$$

(1.8)

where $\eta_i \in \mathbb{R}/\mathbb{C}$ for $i = 1, \ldots, m$ are outliers that can take arbitrary values. We assume
that outliers are sparse with no more than \( sm \) nonzero entries, i.e., \( \| \eta \|_0 \leq sm \), where \( \eta = \{ \eta_i \}_{i=1}^m \in \mathbb{R}^m / \mathbb{C}^m \). Here, \( s \) is a nonzero constant, representing the faction of measurements that is corrupted.

We aim to develop phase retrieval algorithms with both statistical and computational efficiency, and provable robustness to arbitrary-valued outliers. None of the existing algorithms meet all of the three considerations simultaneously. The performance of WF-type algorithms (WF, TWF and RWF) is very sensitive to outliers which introduce anomalous search directions when their values are excessively deviated. While a form of Phaselift [72] is robust to a constant fraction of outliers, it is computationally too expensive.

In the presence of outliers, the signal of interest may no longer be the global optima of (1.4). Therefore, we want to only include the clean samples in the optimization, which is, however, impossible as we do not assume any \textit{a priori} knowledge of the outliers. Our key strategy is to prune the bad samples adaptively and iteratively, using a gradient descent procedure that proceeds as follows:

\[
  z^{(t+1)} = z^{(t)} - \frac{\mu}{m} \sum_{i \in T_{t+1}} \nabla \ell(z^{(t)}; y_i).
\]

(1.9)

where \( z^{(t)} \) denotes the \( t \)th iterate of the algorithm, \( \nabla \ell(z^{(t)}; y_i) \) is the gradient of \( \ell(z^{(t)}; y_i) \) for \( t = 0, 1, \ldots, \) and \( \mu \) is the step size. In each iteration, only a subset \( T_{t+1} \) of data-dependent and iteration-varying samples contributes to the search direction. But how to select the set \( T_{t+1} \)? Note that the gradient of the loss function typically contains the term \( |y_i - |a_i^T z^{(t)}|^2| \) (for WF and TWF) or \( |\sqrt{y_i} - |a_i^T z^{(t)}|| \) (for RWF), which measures the residual using the current iterate. With \( y_i \) being corrupted by arbitrarily large outliers, the gradient can deviate the search direction from the signal arbitrarily.

Inspired by the utility of \textit{median} to combat outliers in robust statistics [73], we prune samples whose gradient components \( \nabla \ell(z^{(t)}; y_i) \) are much larger than the \textit{sample median} to control the search direction. Hiding some technical details, this gives the main ingredient.
of our median-truncated gradient descent update rule\(^2\), i.e., for each iterate \( t \geq 0 \):

\[
T_{t+1} := \{ i : |y_i - |\alpha_i^Tz^{(t)}|^2| \lesssim \text{med}(\{|y_i - |\alpha_i^Tz^{(t)}|^2|^m_{i=1}\}) \}, \quad \text{for TWF,} \tag{1.10}
\]

\[
T_{t+1} := \{ i : |\sqrt{y_i} - |\alpha_i^Tz^{(t)}|| \lesssim \text{med}(\{ |\sqrt{y_i} - |\alpha_i^Tz^{(t)}|||^m_{i=1}\}) \}, \quad \text{for RWF,} \tag{1.11}
\]

where \( \text{med}(\cdot) \) denotes the sample median. The robust property of median lies in the fact that the median cannot be arbitrarily perturbed unless the outliers dominate the inliers [73]. This is in sharp contrast to the sample mean, which can be made arbitrarily large even by a single outlier. Thus, using the sample median in the truncation rule can effectively remove the impact of outliers.

By applying the median truncation strategy to the loss functions used in TWF and RWF, we obtain two new median-truncated gradient descent algorithms, median-TWF and median-RWF, respectively. The median-TWF and median-RWF algorithms do not assume a priori knowledge of the outliers, such as their existence or the number of outliers, and therefore can be used in an oblivious fashion. Importantly, we establish the following performance guarantees.

For the Gaussian measurement model, we show that with high probability, median-TWF and median-RWF recover all signal \( x \) up to the global sign at a linear rate of convergence, even with a constant fraction of outliers, as long as the number of measurements \( m \) is on the order of \( n \log n \). Furthermore, the reconstruction is stable in the presence of additional bounded dense noise. Statistically, the sample complexity of both algorithms is near-optimal up to a logarithmic factor, and to reassure, they continue to work even when outliers are absent. Computationally, both algorithms converge linearly, requiring a mere computational cost of \( O(mn \log 1/\epsilon) \) to reach \( \epsilon \)-accuracy. More importantly, our algorithms now tolerate a constant fraction of arbitrary outliers, without sacrificing performance otherwise. To the best of our knowledge, this is the first application of the median to

\(^2\)Please see the exact form of the algorithms in Chapter 4.
robustify high-dimensional statistical estimation in the presence of arbitrary outliers with rigorous non-asymptotic performance guarantees.

1.2.3 Related Works

Along the line of developing nonconvex algorithms with global performance guarantee for the phase retrieval problem, [78] developed alternating minimization algorithm, [1, 61, 67, 79] developed/studied first-order gradient-like algorithms, and a recent study [80] characterized geometric structure of the nonconvex objective and designed a second-order trust-region algorithm.

The work “reshaped Wirtinger flow” is most closely related to [1, 61, 67, 69], but develops a new gradient-like algorithm based on new loss function that yields advantageous statistical/computational efficiency. The quadratic loss function of magnitudes was also used in the early literature of phase retrieval [53] with Fourier magnitude measurements. However, no global convergence guarantee was available in [53]. Stochastic algorithms were also developed for the phase retrieval problem. [64] studied the incremental truncated Wirtinger flow (ITWF) and showed that ITWF needs much fewer passes of data than TWF to reach the same accuracy. [62] adapted the Kaczmarz method to solve the phase retrieval problem and demonstrated its fast empirical convergence. We show that IRWF is closely related to Kaczmarz-PR, and empirically runs faster than ITWF thanks to the advantageous curvature of the loss function.

After our work was posted on arXiv, an independent work [70] was subsequently posted, which also adopts the same loss function but develops a slightly different algorithm called TAF (i.e., truncated amplitude flow). One major difference is that RWF does not require truncation in the gradient loops while TAF still employs truncation. Hence, RWF has fewer parameters to tune, and is easier to implement than TAF in practice. Furthermore, RWF demonstrates the performance advantage of adopting a lower-order loss function even without truncation, which cannot be observed from TAF. The two algorithms
also employ different initialization strategies. Moreover, we analyze stochastic algorithms based on the new loss function while [70] does not.

The work of median truncated approach for robust phase retrieval is closely related to the TWF algorithm [61] which is a truncated gradient descent algorithm for phase retrieval. However, the truncation rule in TWF is based on the sample mean, which is very sensitive to outliers. In [71, 72, 98], the problem of phase retrieval under outliers is investigated, but the proposed algorithms either lack performance guarantees or are computationally too expensive.

The adoption of median in machine learning is not unfamiliar, for example, $K$-median clustering [74] and resilient data aggregation for sensor networks [75]. Our work here further extends the applications of median to robustifying high-dimensional estimation problems with theoretical guarantees. Another popular approach in robust estimation is to use the trimmed mean [73], which has found success in robustifying sparse regression [76], subspace clustering [77], etc. However, using the trimmed mean requires knowledge of the number of outliers, whereas median does not require such information.

More generally, various problems have been studied by minimizing nonconvex loss functions. For example, a partial list of these studies include matrix completion [17, 39–43, 81, 82], low-rank matrix recovery [83–88], robust PCA [37], robust tensor decomposition [89], dictionary learning [90, 91], community detection [92], phase synchronization [93], blind deconvolution [94, 95], etc.

## 1.3 Secret Key Generation over a Source Network

At he earlier stage of my Ph.D, I studied the secret key generation problems using the information theoretic approaches. I briefly introduce my work on this topic here for the completeness of the thesis.

The problem of secret key generation via public discussion under the source model was
initiated by [99, 100]. In the basic source-type model, two legitimate terminals observe correlated source sequences and wish to establish a common secret key by communicating with each other over a public channel which can be accessed by eavesdroppers. The secret key is required to be kept secure from eavesdroppers. The main observation is that, due to the correlation between two source sequences, terminal $Y$ can recover terminal $X$’s source sequence by letting terminal $X$ send limited amount of information using distributed source coding technique [101]. Then both terminal $X$ and terminal $Y$ can generate a shared secret key based on terminal $X$’s source sequence. The key capacity is given by

$$C(K) = H(X) - H(X|Y) = I(X;Y),$$  \hfill (1.12)

which can be interpreted as the information rate in terminal $X$’s source sequence subtracting the rate of information released over the public channel. The close connection between the distributed source coding and secret key generation also holds for more general source-type models [102]. In particular, [102] studied a general source network with multiple terminals, in which a subset of terminals need to agree on a common secret group key and the remaining terminals act as dedicated helpers. It was shown in [102] that the secret key capacity is equal to the joint entropy of all source observations subtracting the minimum amount of communications needed to enable the subset of terminals to recover all source observations. Consider an example case, in which all terminals in the set $M$ wish to agree on a secret key. Then in [102], the secret key capacity is given by

$$C(K) = H(X_M) - R_{CO},$$  \hfill (1.13)

where $X_M = (X_i : i \in M)$ and $R_{CO}$ is the minimum rate of “communication for omniscience”. Here, omniscience means that all legitimate terminals recover source observations of all terminals. We note that the secret key capacity in (1.13) can be intuitively interpreted as the entire source information rate $H(X_M)$ minus the minimum transmission
rate $R_{CO}$ revealed to the public in order to achieve omniscience at all terminals.

Such problems of single-key generation were also studied for other scenarios in [103–107]. However, for some practical scenarios, multiple keys need to be simultaneously generated. For instance, suppose that a number of terminals have different security clearance levels, and each terminal is allowed to access the confidential documents up to its own clearance level. In such a case, terminals with the same clearance level should share the same key, and should be kept ignorant of higher level keys.

**Capacity Region for Secret-key Private-key Model.** One fundamental multi-key generation model that captures the above hierarchical scenario is initialized by Ye and Narayan [108], which has been referred to as the secret-key private-key model in literature. In the model of [108], three terminals with correlated source observations wish to agree on a common secret key required to be secure from an eavesdropper, while two designated terminals aim to generate another private key required to be secure from both the eavesdropper and the third terminal. [108] provided outer and inner bounds on the key capacity region and showed that the inner and outer bounds match for one special case, but left the problem whether the bounds match for the other two cases open. In our work, we developed a novel random binning and joint decoding scheme which achieves the outer-bound for the other cases and fully characterized the key capacity region. These results have been published in [109, 110].

**Multiple Key Generation over a Cellular Network.** Another type of multi-key models are referred to as cellular models, e.g., [111, 112], in which a central terminal (base station) wishes to agree on independent keys respectively with a number of (mobile) terminals. These models are well-motivated in cellular networks, in which mobile terminals need to share independent secret keys with the base station in order to achieve secure communication. In our work, we studied the models of generating two keys simultaneously over four terminals with a helper and characterized the key capacity region under various secrecy constraints. Moreover, we also characterized the key capacity region for generat-
ing arbitrary number of secret keys simultaneously, which significantly extends the result reported in the previous work [112]. These results have been published in [113–115].

**Secret Key Capacity with Vocal Constraint.** As we introduce at the beginning of this section, the secret key capacity of generating one key over \( m \) terminals is established in [102] by applying the “omniscience” scheme. Namely, each terminal reveals information to the public until the omniscience attains, i.e., every terminal knows all terminals’ observations. However, such an omniscience scheme is not always necessary to achieve the secret key capacity. In our work, we characterized a sufficient condition when a specific terminal does not have to talk to achieve the secret key capacity and further gave a sufficient condition when a specific terminal must talk, which disproves the conjecture made in [116] when \( m > 3 \). Our results published in [118] on various situations, jointly with one more situation studied in [117] fully solved this problem.

1.4 **Organization of the Dissertation**

The rest of the dissertation is organized as follows. In Chapter 2, we describe the algorithm and theory for robust PCA via local coherence. In Chapter 3, we present the reshaped Wirtinger flow algorithm for solving the phase retrieval problem. In Chapter 4 we present our results for robust phase retrieval. In Chapter 5, we describe directions for future work.
CHAPTER 2
ANALYSIS OF ROBUST PCA VIA
LOCAL COHERENCE

In this chapter, we study the robust PCA problem via local coherence. We first formulate the problem mathematically in Section 2.1. We then present our main results on the full observation model and the partial observation model in Section 2.2 and Section 2.3. We describe the numerical experiments in Section 2.4 and summarize this chapter in Section 2.5. At last, we provide technical proofs in Section 2.6.

We provide some notations that are used throughout this chapter. A matrix $X$ is associated with five norms: $\|X\|_F$ denotes the Frobenius norm, $\|X\|_*$ denotes the nuclear norm (i.e., the sum of singular values), $\|X\|$ denotes the spectral norm (i.e., the largest singular value), and $\|X\|_1$ and $\|X\|_\infty$ respectively represent the $l_1$ and $l_\infty$ norms of the long vector stacked by $X$. The inner product between two matrices is defined as $\langle X, Y \rangle := \text{trace}(X^*Y)$, where $X^*$ represents the conjugate transpose of $X$. For a linear operator $A$ that acts on the space of matrices, $\|A\|$ denotes the operator norm given by $\|A\| = \sup\{\|X\|_F = 1\} \|AX\|_F$. 
2.1 Problem Statement

As we introduce in Chapter 1.1, the robust PCA problem aims to decompose an observation matrix, say $M$, into the sum of a low-rank matrix, say $L$, and a sparse matrix (i.e., the error matrix), say $S$. A popular algorithm to solve this problem is PCP, which is formulated as the following optimization problem:

$$
PCP: \min_{L,S} \|L\|_* + \lambda\|S\|_1 \quad \text{subject to} \quad M = L + S,
$$

where $\| \cdot \|_*$ denotes the nuclear norm, i.e., the sum of singular values, and $\| \cdot \|_1$ denotes the $l_1$ norm i.e., the sum of absolute values of all entries.

The success of PCP is highly related with the coherence of the low-rank matrix $L$ and the sparsity of the matrix $S$. We next introduce the definition of coherence mathematically. Namely, suppose that $L$ is a rank-$r$ matrix with SVD $L = U\Sigma V^*$, where $\Sigma$ is a $r \times r$ diagonal matrix with singular values as its diagonal entries, $U$ is a $n \times r$ matrix with columns as the left singular vectors of $L$, $V$ is a $n \times r$ matrix with columns as the right singular vectors of $L$, and $V^*$ denotes the transpose of $V$. The coherence of $L$ is measured by $\mu = \max \{ \mu_0, \mu_1 \}$, where $\mu_0$ and $\mu_1$ are defined as

$$
\|U^*e_i\| \leq \sqrt{\frac{\mu_0 r}{n}}, \quad \|V^*e_j\| \leq \sqrt{\frac{\mu_0 r}{n}}, \quad \text{for all } i, j = 1, \cdots, n \tag{2.2}
$$

$$
\|UV^*\|_{\infty} \leq \sqrt{\frac{\mu_1 r}{n^2}}. \tag{2.3}
$$

Previous studies of robust PCA, e.g., [13, 29–31], often assume that every entry of the low-rank matrix is corrupted with the same probability and show that correct decomposition via PCP requires the error density to be below a certain threshold determined by the coherence parameter $\mu$ of the low rank matrix $L$.

In this chapter, on the contrary, we investigate the robust PCA problem under the as-
umption that the errors (non-zero entries) are non-uniformly distributed over the entire sparse matrix and entries are observed non-uniformly. Such model generalization naturally requires to connect the robustness of each entry to the local coherence. We thus define the following local coherence parameters $\mu_{ij}$,

$$
\mu_{0ij} := \frac{n}{2r} \left( \|U^*e_i\|^2 + \|V^*e_j\|^2 \right), \quad \mu_{1ij} := \frac{n^2([UV^*]_{ij})^2}{r} \quad (2.4)
$$

$$
\mu_{ij} := \max\{\mu_{0ij}, \mu_{1ij}\}. \quad (2.5)
$$

It is clear that $\mu_{0ij} \leq \mu_0$ and $\mu_{1ij} \leq \mu_1$ for all $i, j = 1, \ldots, n$. We note that although $\max_{i,j} \mu_{ij} > 1$, some $\mu_{ij}$ might take values as small as zero.

We note that the notion of local coherence was first introduced in [21] for studying the matrix completion problem, in which local coherence determines the local sampling density in order to guarantee correct matrix completion. Here, local coherence plays a similar role, and determines the maximal allowable error density at each entry to guarantee correct matrix decomposition. The difference lies in that local coherence here depends on both localized $\mu_0$ and $\mu_1$ rather than only on localized $\mu_0$ in matrix completion. This difference is unavoidable due to the further challenge arising in robust PCA, in which locations of error corrupted entries are unknown [13, 30].

Mathematically, the model can be described as follows.

- Assume that $L$ is an $n \times n$ rank $r$ matrix, where $r < n$. Assume that $L$ is unknown, to be recovered\(^1\).
- Suppose that $L$ is partially observed on a set $O \subset [n] \times [n]$, where $O$ is random defined by Bernoulli sampling such that

$$
\mathbb{P}((i, j) \in O) = \alpha_{ij}. \quad (2.6)
$$

- Each observed entry $L_{ij}, (i, j) \in O$ is corrupted by an arbitrary noise $S_{ij}$ with prob-

\(^1\)Here, we focus on square matrices for simplicity. Our results can be extended to rectangular matrices.
ability $\rho_{ij}$ independently. We denote the support set of $S$ by $\Omega$, and hence $\Omega \subseteq O$. Conditioning on $(i, j) \in O$, assume that $(i, j) \in \Omega$ for $i, j \in [n]$ are independent events with

$$P((i, j) \in \Omega | (i, j) \in O) = \rho_{ij}, \quad (2.7)$$

which implies that

$$P((i, j) \in \Omega) = \alpha_{ij} \rho_{ij}. \quad (2.8)$$

- Define a set $\Gamma := O \setminus \Omega$, then

$$P((i, j) \in \Gamma) = \alpha_{ij} (1 - \rho_{ij}). \quad (2.9)$$

- We observe $M = P_O(L) + S$, where $P_O(\cdot)$ denotes the projection on set $O$. The aim is to recover the low-rank matrix $L$ based on the observation matrix $M$.

We study both the random sign and fixed sign models for $S$. For the fixed sign model, we assume that the signs of nonzero entries in $S$ are arbitrary and fixed, whereas for the random sign model, we assume that the signs of nonzero entries in $S$ are independently distributed Bernoulli variables, randomly taking values $+1$ and $-1$ with probability $1/2$ as follows:

$$[\text{sgn}(S)]_{ij} = \begin{cases} 1 & \text{with prob. } \alpha_{ij} \rho_{ij}/2 \\ 0 & \text{with prob. } 1 - \alpha_{ij} \rho_{ij} \\ -1 & \text{with prob. } \alpha_{ij} \rho_{ij}/2. \end{cases} \quad (2.10)$$

Under the assumption of full observation ($\alpha_{ij} = 1$, for all $i, j = 1, \ldots, n$), the problem reduces to the robust PCA problem, i.e., decomposing matrix $M = L + S$ into a low-rank
matrix $L$ and a sparse (error) matrix $S$.

In this chapter, our goal is to characterize conditions on $\alpha_{ij}$ and $\rho_{ij}$ that guarantee correct recovery of $L$ and $S$ with observation of $M$ via a convex programming algorithm.

### 2.2 Full Observation Model

In this section, we consider the full observation model, i.e., the robust PCA problem, where $M$ is fully observed, and provide the performance guarantee under which $L$ and $S$ can be recovered correctly via convex programming. Then we discuss several implications of our results on the graph clustering problem.

We first consider the full observation problem under the random sign model as introduced in Section 2.1. The following theorem characterizes the condition that guarantees correct recovery by PCP.

**Theorem 2.1.** Consider the full observation problem under the random sign model. If

$$1 - \rho_{ij} \geq \max \left\{ C_0 \sqrt{\frac{\mu_{ij}r}{n} \log n}, \frac{1}{n^3} \right\}$$

for some sufficiently large constant $C_0$ and for all $i, j \in [n]$, then PCP yields correct matrix decomposition of $L$ and $S$ with $\lambda = \frac{1}{32 \sqrt{n \log n}}$, with probability at least $1 - cn^{-10}$ for some constant $c$.

We note that the term $1/n^3$ is introduced to justify dual certificate conditions in the proof (see Section 2.6). We further note that satisfying the condition in Theorem 2.1 implies $C_0 \sqrt{\mu r/n \log n} \leq 1$, which is an essential bound required in our proof and coincides with the conditions in previous studies [13, 29]. Although we set $\lambda = \frac{1}{32 \sqrt{n \log n}}$ for the sake of proof, in practice $\lambda$ is often determined via cross validation.

The above theorem suggests that the local coherence parameter $\mu_{ij}$ is closely related to the robustness of individual entry of $L$ to error corruption in matrix decomposition.
An entry corresponding to smaller $\mu_{ij}$ (i.e., lower coherent) tolerates larger error density $\rho_{ij}$. This is consistent with the result in [21] for matrix completion, in which lower local coherence requires lower local sampling rate. The difference lies in that here both $\mu_{0ij}$ and $\mu_{1ij}$ play roles in $\mu_{ij}$ whereas only $\mu_{0ij}$ matters in matrix completion. This is the critical difference between the proofs of robust PCA and matrix completion. The necessity of $\mu_{1ij}$ for robust PCA is further demonstrated in Section 2.2.1 via an example.

Theorem 2.1 also provides a more refined view for robust PCA in the dense error regime, in which the error corruption probability approaches one. Such an interesting regime was previously studied in [30, 31]. In [31], it is argued that PCP with adaptive $\lambda$ yields exact recovery even when the error corruption probability approaches one if errors take random signs and the dimension $n$ is sufficiently large. In [30], it is further shown that PCP with a fixed $\lambda$ also yields exact recovery and the scaling behavior of the error corruption probability is characterized. The above Theorem 2.1 further provides the scaling behavior of the local entry-wise error corruption probability $\rho_{ij}$ as it approaches one, and captures how such scaling behavior depends on local coherence parameters $\mu_{ij}$. Such a result implies that robustness of PCP depends not only on the error density but also on how errors are distributed over the matrix with regard to $\mu_{ij}$.

We next consider the full observation problem under the fixed sign model as introduced in Section 2.1. In this case, non-zero entries of the error matrix $S$ can take arbitrary and fixed values, and only locations of non-zero entries are random.

**Theorem 2.2.** Consider the full observation problem under the fixed sign model. If

$$ (1 - 2\rho_{ij}) \geq \max \left\{ C_0 \sqrt{\frac{\mu_{ij} r}{n}} \log n, \frac{1}{n^3} \right\} $$

for some sufficiently large constant $C_0$ and for all $i, j \in [n]$, then PCP yields correct recovery with $\lambda = \frac{1}{32 \sqrt{n \log n}}$, with probability at least $1 - cn^{-10}$ for some constant $c$.

Theorem 2.2 follows from Theorem 2.1 by adapting the elimination and derandomiza-
tion arguments [13, Section 2.2] as follows. Let \( \rho \) be the matrix with each \((i, j)\)-entry being \( \rho_{ij} \). If PCP yields exact recovery with a certain probability for the random sign model with the parameter \( 2\rho \), then it also yields exact recovery with at least the same probability for the fixed sign model with locations of non-zero entries sampled using Bernoulli model with the parameter \( \rho \). The detailed argument is provided in Section 2.6.2.

We now compare Theorem 2.2 for robust PCA with non-uniform error corruption to Theorem 1.1 in [13] for robust PCA with uniform error corruption. It is clear that if we set \( \rho_{i,j} = \rho \) for all \( i, j \in [n] \), then the two models are the same. It can then be easily checked that conditions \( \sqrt{\mu r/n \log n} \leq \rho_r \) and \( \rho \leq \rho_s \) in Theorem 1.1 of [13] implies the conditions in Theorem 2.2. Thus, Theorem 2.2 provides a more relaxed condition than Theorem 1.1 in [13]. Such benefit of condition relaxation should be attributed to the new golfing scheme introduced in [29,30], and we provides a more refined view of robust PCA by further taking advantage of such a new golfing scheme to analyze local coherence conditions.

More importantly, Theorem 2.2 characterizes relationship between local coherence parameters and local error corruption probabilities, which implies that different areas of the low-rank matrix have different levels of ability to resist errors: a less coherent area (i.e., with smaller \( \mu_{ij} \)) can tolerate more errors. Thus, Theorem 2.2 illustrates the following interesting fact. Whether PCP yields correct recovery depends not only on the total number of errors but also on how errors are distributed. If more errors are distributed to less coherent areas (i.e., with smaller \( \mu_{ij} \)), then more errors in total can be tolerated. However, if errors are distributed in an opposite manner, then only small number of errors can be tolerated.

### 2.2.1 Implication on Graph Clustering

In this subsection, we further illustrate our result when the low-rank matrix is a cluster matrix. Although robust PCA and even more sophisticated approaches have been applied to solve clustering problems, e.g., [119–121], our perspective here is to demonstrate how
local coherence affects entry-wise robustness to error corruption, which has not been well addressed in previous studies.

Suppose there are \( n \) elements to be clustered. We use a cluster matrix \( L \) to represent the clustering relationship of these \( n \) elements with \( L_{ij} = 1 \) if elements \( i \) and \( j \) are in the same cluster and \( L_{ij} = 0 \) otherwise. Thus, with appropriate ordering of the elements, \( L \) is a block diagonal matrix with all diagonal blocks containing all ‘1’s and off-diagonal blocks containing all ‘0’s. Hence, the rank \( r \) of \( L \) equals the number of clusters, which is typically much smaller than \( n \). Suppose these entries are corrupted by errors that flip entries from one to zero or from zero to one. This can be thought of as adding a (possibly sparse) error matrix \( S \) to \( L \) so that the observed matrix is \( L + S \). Then PCP can be applied to recover the cluster matrix \( L \).

More specifically, for a cluster matrix \( L \), we use \( K_l \) to denote the size of the \( l \)th cluster, and further use \( K_{(i)} \) to denote the size of the cluster containing element \( i \). We use \( \rho_{ij} \) to denote the probability of flipping \( L_{ij} \), i.e., the probability of error corruption of the entry \((i, j)\). Then following Theorem 2.2, we obtain the following conditions that guarantee PCP to recover the true cluster matrix \( L \).

**Corollary 2.3.** Consider the problem of recovering the cluster matrix \( L \) via PCP. If

\[
1 - 2\rho_{ij} \geq \begin{cases} 
C_0 \sqrt{\frac{1}{2K_{(i)}} + \frac{1}{2K_{(j)}}} \log n & \text{for } i, j \text{ in different clusters} \\
C_0 \frac{\sqrt{n}}{K_{(i)}} \log n & \text{for } i, j \text{ in the same cluster}
\end{cases} \tag{2.11}
\]

for some sufficiently large constant \( C_0 \) and for all \( i, j \in [n] \), then PCP yields correct recovery with \( \lambda = \frac{1}{32\sqrt{n \log n}} \), with probability at least \( 1 - cn^{-10} \) for some constant \( c \).

**Proof.** The proof of this corollary is immediate by applying Theorem 2 with specific \( \mu_{ij} \).
given by the clustering problem, where $\mu_{ij} = \max\{\mu_{0ij}, \mu_{1ij}\}$ and

$$
\mu_{0ij} = 1 \text{ for all } (i, j), \quad \text{and} \quad \mu_{1ij} = \begin{cases} 
r, & (i, j) \text{ is in diagonal blocks}, \\
0, & (i, j) \text{ is in off-diagonal blocks}. 
\end{cases}
$$

In comparison, the result (Theorem 4) in [122] requires

$$
(1 - 2\rho_{ij}) \geq C_0 \frac{\sqrt{n}}{K_{\min}} \log n
$$

with $K_{\min}$ being the smallest cluster size, which gives a worst-case bound on every $\rho_{ij}$. However, our result captures the fact that different locations have different sensitivities to error corruption: off-diagonal entries are more robust to error corruptions than block-diagonal entries and large clusters are more robust than small clusters. To further illustrate these facts, we first consider an example with clusters having equal size $n/r$. We set $n = 600$ and $r = 4$ (i.e., four equal-size clusters). We apply errors to diagonal-block entries and off-diagonal-block entries respectively with the probabilities $\rho_d$ and $\rho_{od}$. In Figure 2.1(a), we plot recovery accuracy of PCP for each pairs of $(\rho_{od}, \rho_d)$. It is clear from the figure that failure occurs for larger $\rho_{od}$ than $\rho_d$, which implies that off-diagonal blocks are more robust to errors than diagonal blocks. This can be explained by Corollary 2.3 as follows. For a cluster matrix with equal cluster size $n/r$, Corollary 2.3 requires

$$
1 - 2\rho_{ij} \geq \begin{cases} 
C_0 \frac{r \log n}{\sqrt{n}}, & (i, j) \text{ is in diagonal blocks} \\
C_0 \sqrt{\frac{r}{n}} \log n, & (i, j) \text{ is in off-diagonal blocks} 
\end{cases}
$$

to guarantee correct recovery. Clearly, off-diagonal entries allow larger $\rho_{ij}$ compared to diagonal entries.

Moreover, this example also demonstrates the necessity of $\mu_1$ in the robust PCA problem. [21] showed that $\mu_1$ is not necessary for matrix completion and argued informally that $\mu_1$ is necessary for robust PCA by connecting the robust PCA problem to hardness of find-
Fig. 2.1: Error vulnerability on different parts for cluster matrix. In both cases, for each probability pair, we generate 10 trials of independent random error matrices and count the number of successes of PCP. We declare a trial to be successful if the recovered $\hat{L}$ satisfies $\|\hat{L} - L\|_F / \|L\|_F \leq 10^{-3}$. Color from white to black represents the number of successful trials changes from 10 to 0.

(a) Diagonal-block error vs. off-diagonal-block error

(b) Error vulnerability with respect to cluster sizes 500 vs. 100

We then consider the case with two clusters that have different sizes, i.e., Cluster 1 has size 500 and Cluster 2 has size 100. Hence, $r = 2$. We apply errors to block diagonal entries corresponding to clusters 1 and 2 respectively with the probabilities $\rho_1$ and $\rho_2$. In Figure 2.1(b), we plot the recovery accuracy of PCP for each pair of $(\rho_1, \rho_2)$. It is clear that failure occurs for larger $\rho_1$ than $\rho_2$, which thus implies that entries corresponding to the larger cluster are more robust to errors than entries corresponding to smaller clusters. This can be explained by Corollary 2.3 because the error corruption probabilities for block-diagonal entries satisfy $1 - 2\rho_{ij} > C_0 \frac{\sqrt{n}}{p_i^{(i)}} \log n$ for correct recovery, and hence a larger cluster can resist denser errors. This also coincides with the results on graph clustering in [119].

Furthermore, Corollary 2.3 also implies a natural bound on the minimum cluster size $K_{\min} \geq \sqrt{n} \log n$ as $n$ goes to infinity, which is consistent with the bound on the smallest
clique size in the classical planted clique problem [123] up to a logarithm factor. The planted clique problem is described as follows. For an Erdos-Renyi random graph $G(n, \frac{1}{2})$, randomly pick a subset of $K_{\min}$ nodes and make them fully connected (i.e., these $K_{\min}$ nodes form a clique), where the modified graph is represented by $G'$. The goal is to find the clique in the graph $G'$. This problem is believed to be intractable in polynomial time for the regime of $K_{\min} = o(\sqrt{n})$ [124,125]. Corollary 2.3 is consistent with such a general belief by suggesting that if the size of the planted clique is greater than $\sqrt{n} \log n$, then it is possible to find such a clique via PCP, which performs efficiently in polynomial time.

2.3 Partial Observation Model

In this section, we generalize our main results to the case when the matrix is partially observed, as described in Section 2.1. Such a study can also be viewed as a refined analysis of studies [13,29,30], which are based on a global coherence parameter.

In order to establish the performance guarantee of the low-rank matrix recovery from both error corruptions and missing observations, we modify the original PCP as follows:

$$\text{Adaptive PCP:} \quad \min_{L,S} \|L\|_* + \|\Lambda \circ S\|_1$$
subject to $Y = P_O(L) + S$. \hfill (2.12)

We set parameter $\Lambda_{ij}$ according to the local observation probability $\alpha_{ij}$. Hence, the parameter $\Lambda = [\Lambda_{ij}]$ is an $n \times n$ matrix instead of a scalar in previous results. We note that such setting is for obtaining a tighter bound in the proof rather than for the effectivity of the algorithm. The following theorem characterizes the conditions under which the adaptive PCP returns correct recovery.

**Theorem 2.4.** Consider the partial observation model under the random sign assumption. Suppose that the partial observation probabilities $\alpha_{ij}$ are known and $\alpha_{ij} > \log^2 n/n$. Then
if
\[ \sqrt{\alpha_{ij}(1 - \rho_{ij})} \geq C_0 \sqrt{\frac{\mu_{ij}^T}{n}} \log n \quad \text{and} \quad C_0 \sqrt{\frac{\mu^T}{n}} \log n \leq 1 \]
for some sufficiently large constant \( C_0 \), the adaptive PCP with \( \Lambda = \left[ \frac{1}{32\sqrt{\alpha_{ij} \log n}} \right] \) recovers the true low-rank matrix \( L \) with probability at least \( 1 - cn^{-10} \) for some constant \( c \).

We note that here the minimal observation probability is \( \frac{\log^2 n}{n} \), which is essentially from the proof of Lemma 4 and consistent with the result of [122]. We note that \( \lambda_{\min} \leq \|\Lambda\|_\infty \leq \lambda_{\max} \), where \( \lambda_{\min} = \frac{1}{32\sqrt{n \log n}} \) and \( \lambda_{\max} = \frac{1}{32 \log^2 n} \). This result generalizes Theorem 2.1 to the partial observation model. It coincides with the results in [29, 30] when all \( \rho_{ij} \) are the same and all \( \alpha_{ij} \) are the same. In the case when the sampling probability \( \alpha_{ij} \) is unknown, standard PCP still recovers \( L \) by treating unobserved entries as being corrupted by error \( S \). Hence, the following performance guarantee holds.

**Proposition 2.5.** The standard PCP with \( \lambda = \frac{1}{32\sqrt{n \log n}} \) recovers the true low-rank matrix \( L \) with high probability given
\[ \alpha_{ij}(1 - \rho_{ij}) \geq C_0 \sqrt{\frac{\mu_{ij}^T}{n}} \log n \quad \text{and} \quad C_0 \sqrt{\frac{\mu^T}{n}} \log n \leq 1, \]
for some sufficiently large constant \( C_0 \).

**Proof.** If we view the missing observation as error corruption, then the entry \( (i,j) \) is corrupted with probability \( \rho'_{ij} := (1 - \alpha_{ij}) + \alpha_{ij} \rho_{ij} \). Thus \( 1 - \rho'_{ij} \) satisfies the condition in Theorem 2.1, which concludes the proof. \( \square \)

### 2.4 Numerical Experiments

In this section, we provide numerical experiments to demonstrate our theoretical results. In these experiments, we adopt an augmented Lagrange multiplier algorithm in [127] to solve the PCP. We set \( \lambda = 1/\sqrt{n \log n} \). A trial of PCP (for a given realization of error locations) is declared to be successful if \( \hat{L} \) recovered by PCP satisfies \( \| \hat{L} - L \|_F / \| L \|_F \leq 10^{-3} \).
We apply the following three models to construct the low-rank matrix $L$.

- **Bernoulli model**: $L = XX^*$ where $X$ is $n \times r$ matrix with entries independently taking values $+1/\sqrt{n}$ and $-1/\sqrt{n}$ equally likely.

- **Gaussian model**: $L = XX^*$, where $X$ is $n \times r$ matrix with entries independently sampled from Gaussian distribution $\mathcal{N}(0, 1/n)$.

- **Cluster model**: $L$ is a block diagonal matrix with $r$ equal-size blocks containing all ‘1’s.

In order to demonstrate that the local coherence parameter affects local robustness to error corruptions, we study the following two types of error corruption models.

- **Uniform error corruption**: $\text{sgn}(S_{ij})$ is generated as (2.10) with $\rho_{ij} = \rho$ for all $i, j \in [n]$, and $S = \text{sgn}(S)$.

- **Adaptive error corruption**: $\text{sgn}(S_{ij})$ is generated as (2.10) with $\rho_{ij} = \rho \frac{n^2 \sqrt{1/\mu_{ij}}}{\sum_{ij} \sqrt{1/\mu_{ij}}}$ for all $i, j \in [n]$, and $S = \text{sgn}(S)$.

It is clear in both cases, the error matrix has the same average error corruption percentage $\rho$, but in adaptive error corruption, the local error corruption probability is adaptive to the local coherence.

---
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(a) Bernoulli model  
(b) Gaussian model  
(c) Cluster model

Fig. 2.2: Recovery failure frequency of PCP versus error corruption percentage.

Our first experiment demonstrates that robustness of PCP to error corruption not only depends on the number of errors but also depends on how errors are distributed over the matrix. For all three low-rank matrix models, we set $n = 1200$ and rank $r = 10$. For each
Fig. 2.3: Recovery failure frequency of PCP versus observation percentage: adaptive error.

Fig. 2.4: Recovery failure frequency of PCP versus observation percentage: adaptive observation.

low-rank matrix model, we apply the uniform and adaptive error matrices, and plot the failure frequency of PCP versus the error corruption percentage $\rho$ in Figure 2.2. For each value of $\rho$, we perform 50 trials of independent error corruption and count the number of failures of PCP. Each plot of Figure 2.2 compares robustness of PCP to uniform error corruption (the red square line) and adaptive error corruption (the blue circle line). We observe that PCP can tolerate more errors in the adaptive case. This is because the adaptive error matrix is distributed based on the local coherence parameter, where error density is higher in areas where matrices can tolerate more errors. Furthermore, comparison among the three plots in Figure 2.2 illustrates that the gap between uniform and adaptive error matrices is the smallest for Bernoulli model and the largest for cluster model. Our theoretic results suggest that the gap is due to the variation of the local coherence parameter across the matrix, which can be measured by the variance of $\mu_{ij}$. Larger variance of $\mu_{ij}$ should yield larger gap. Our
numerical calculation of the variances for three models yield $\text{Var}(\mu_{\text{Bernoulli}}) = 1.2109$, $\text{Var}(\mu_{\text{Gaussian}}) = 2.1678$, and $\text{Var}(\mu_{\text{cluster}}) = 7.29$, which confirms our explanation.

We next consider the partial observation setting. For this series of experiments, we assume the uniform observation, i.e., each entry is observed with the same probability. The observation probability changes from 1 to 0.2 with a step size 0.1. For each observed matrix, we apply the uniform and adaptive error matrices, with the same error percentage 0.2. We perform 50 trials for each of the Bernoulli Model, Gaussian Model and Cluster Model, and Figure 2.3 shows the simulation results. It is clear from the figure that PCP becomes more successful with an adaptive error under the partial observation setting. Note that the gaps between uniform error and adaptive error are not as large as those under the fully observation setting. This is because missing observations play the same role as uniform errors, so that the total errors do not adapt to local coherence as well as in the full observation model. We then further consider the setting where the noise is uniformly distributed with the error percentage 0.1, and the observation can be either adapted to the local coherence $\mu_{ij}$ or not with the probability of observation ranging from 1 to 0.2. The results are shown in Figure 2.4. Each plot of Figure 2.4 compares robustness of PCP to a uniform error corruption under either uniform missing observations (the red square line) or adaptive missing observations (the blue circle line). We observe that PCP can tolerate more missing observations in the adaptive case. This is because the adaptive missing observations are distributed based on the local coherence parameter.
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Fig. 2.5: Allowable error corruption percentage versus rank of $L$ given PCP yields correct recovery.
Lastly, we study the phase transition between the rank of the low-rank matrix and error corruption probability. For the three low-rank matrix models, we set $n = 1200$. In Figure 2.5, we plot the error corruption percentage versus the rank $L$ for both uniform and adaptive error corruption models. Each point on the curve records the maximum allowable error corruption percentage under the corresponding rank such that PCP yields correction recovery. We count a $(r, \rho)$ pair to be successful if nine trials out of ten are successful. We first observe that in each plot of Figure 2.5, PCP is more robust in adaptive error corruption due to the same reason explained above. We further observe that the gap between the uniform and adaptive error corruption changes as the rank changes. In the low-rank regime, the gap is largely determined by the variance of coherence parameter $\mu_{ij}$ as we argued before. As the rank increases, the gap is more dominated by the rank and less affected by the local coherence. Eventually for large enough rank, no error can be tolerated no matter how errors are distributed. This is because the correctness of PCP is influenced by the coherence parameter and the rank in a same manner, as indicated in Theorem 2.1.

2.5 Conclusion

We characterize refined conditions under which PCP recovers correctly the low-rank matrix under both error corruptions and missing observations. Our result shows that the correct recovery via PCP depends not only on the total number of corrupted and missing entries but also on locations of these entries, more essentially on the local coherence of the low-rank matrix. Such result is well supported by our numerical experiments. Moreover, our result has rich implication when the low-rank matrix is a cluster matrix, and our result not only coincides with recent studies on clustering problems via low-rank cluster matrix recovery but also provides complementary insights for these problems. Our introduction of the new weighted norm for analysis of performance guarantee can be useful for studying other problems under non-uniform error corruptions or non-uniform random sampling.
2.6 Technical Proofs

2.6.1 Proof of Theorem 2.4 (and Theorem 2.1)

In this subsection, we provide the proof for Theorem 2.4, which yields Theorem 2.1 by specializing \( \alpha_{ij} = 1 \) and \( \Lambda_{ij} = \frac{1}{32\sqrt{n\log n}} \) for all \( i, j = 1, \ldots, n \).

The proof of Theorem 2.4 follows the general idea established in [13] and further developed in [29, 30]. The main novel technical development lies in analysis of non-uniform error corruption based on local coherence parameters, for which we introduce a new weighted norm \( l_{\mu(\infty)} \), and establish concentration properties and bounds associated with this norm. As a generalization of matrix infinity norm, \( l_{\mu(\infty)} \) incorporates both \( \mu_{0ij} \) and \( \mu_{1ij} \), and is hence different from the weighted norms \( l_{\mu(\infty)} \) and \( l_{\mu(\infty,2)} \) in [22]. We next provide the main steps of the proof, with the proofs of technical lemmas regulated to Section 2.6.3.

We first introduce some notations. We define the subspace \( T := \{UX^* + YV^* : X, Y \in \mathbb{R}^{n \times r} \} \), where \( U, V \) are left and right singular matrix of \( L \). Then \( T \) induces a projection operator \( P_T \) given by \( P_T(M) = UU^*M + MVV^* - UU^*MV^* \). Moreover, the complement subspace \( T^\perp \) to \( T \) induces an orthogonal projection operator \( P_{T^\perp} \) with \( P_{T^\perp}(M) = (I - UU^*)M(I - VV^*) \). We further define two operators associated with Bernoulli sampling. Let \( \Omega_0 \) denote a generic subset of \( [n] \times [n] \). We define a corresponding projection operator \( P_{\Omega_0} \) as \( P_{\Omega_0}(M) = \sum_{ij} I \{ (i,j) \in \Omega_0 \} \langle M, e_i e_j^* \rangle e_i e_j^* \), where \( I \{ \cdot \} \) is the indicator function. If \( \Omega_0 \) is a random set generated by Bernoulli sampling with \( \mathbb{P}((i,j) \in \Omega_0) = t_{ij} \) with \( 0 < t_{ij} \leq 1 \) for all \( i, j \in [n] \), we further define a linear operator \( R_{\Omega_0} \) as \( R_{\Omega_0}(M) = \sum_{ij} \frac{1 - t_{ij}}{t_{ij}} I \{ (i,j) \in \Omega_0 \} \langle M, e_i e_j^* \rangle e_i e_j^* \). For two variables \( a \) and \( b \), \( a \lor b = \max\{a, b\} \).

We introduce a new weighted norm. Suppose that \( \mu_{ij} \)'s are local coherence parameters of \( L \) as defined in (2.5). Let \( \hat{w}_{ij} = \sqrt{\frac{\mu_{ij}}{n^2}} \) and \( w_{ij} = \max\{\hat{w}_{ij}, \epsilon\} \), where \( \epsilon \) is the smallest
nonzero $\hat{w}_{ij}$. Here $\epsilon$ is introduced to avoid singularity. Then for any matrix $Z$, define

$$\|Z\|_{w(\infty)} = \max_{i,j} \frac{|Z_{ij}|}{\hat{w}_{ij}}. \quad (2.13)$$

It is easy to verify that $\|\cdot\|_{w(\infty)}$ is a well defined norm. We establish several concentration inequalities for this weighted infinity norm, which facilitate the proof of dual certificate construction.

We further note that “with high probability” means “with probability at least $1 - cn^{-10\epsilon}$, where the constant $c$ may be different in different contexts.

Our proof includes two main steps: establishing that existence of a certain dual certificate is sufficient to guarantee correct recovery and constructing such a dual certificate. We first establish a number of supporting lemmas, and then proceed the two main steps.

We next provide a number of concentration properties for non-uniform sampling operators. These properties are in parallel to those under uniform sampling operators used in [13, 29, 30]. More specifically, Lemma 2.6 is proven in [22], which readily implies Lemma 2.8. We develop other lemmas based on the local coherence, the proofs of which are provided in Section 2.6.3.

**Lemma 2.6.** [22, Lemma 9] Suppose $P((i,j) \in \Omega_0) = q_{ij}$ for all $i, j \in [n]$. If $q_{ij} \geq \min \{C_0(\mu_{ij} r \log n)/n, 1\}$ for some sufficiently large constant $C_0$ and for all $i, j \in [n]$, then with high probability

$$\|P_T - P_T R_{\Omega_0} P_T\| \leq \frac{1}{2}. \quad (2.14)$$

**Lemma 2.7.** Suppose $P((i,j) \in \Omega_0) = q_{ij}$ for all $i, j \in [n]$. If $\|P_T - P_T R_{\Omega_0} P_T\| \leq \frac{1}{2}$ and $q_{ij} \geq p_0$ for all $i, j \in [n]$, then

(a) $\|P_T R_{\Omega_0}\| \leq \sqrt{\frac{3}{2p_0}}$;

(b) $P_{\Omega_0} P_T$ is injective on $T$. 
Lemma 2.8. Suppose $\mathbb{P}((i, j) \in \Omega_0) = q_{ij}$ for all $i, j \in [n]$. For a fixed matrix $Z \in T$, if $q_{ij} \geq \min \left\{ C_0 \mu_{ij} r \log n / n, 1 \right\}$ for some sufficiently large constant $C_0$ and for all $i, j \in [n]$, then with high probability

$$\|Z - P_T R_{\Omega_0}(Z)\|_F \leq \frac{1}{2} \|Z\|_F.$$  \hfill (2.15)

Lemma 2.9. Suppose $\mathbb{P}((i, j) \in \Omega_0) = q_{ij}$ for all $i, j \in [n]$. For a fixed matrix $Z \in T$, if $q_{ij} \geq \min \left\{ C_0 (\sqrt{\mu_{ij}} r / \mu_{ij}) \log n / n, 1 \right\}$ for some sufficiently large constant $C_0$ and for all $i, j \in [n]$, then with high probability

$$\|(R_{\Omega_0} - I)Z\| \leq \frac{C}{C_0} \|Z\|_{w(\infty)}$$  \hfill (2.16)

for some constant $C$.

Lemma 2.10. Suppose $\mathbb{P}((i, j) \in \Omega_0) = q_{ij}$ for all $i, j \in [n]$. Suppose $\beta > 0$ is a scaling factor. For a fixed matrix $Z \in T$, if $q_{ij} \geq \min \left\{ C_0 \beta^{-2} \mu_{ij} r^2 \log n / n, 1 \right\}$ for some sufficiently large $C_0$ and for all $i, j \in [n]$, then with high probability

$$\|(P_T R_{\Omega_0} - P_T)Z\|_{w(\infty)} \leq \frac{1}{2} \beta \|Z\|_{w(\infty)}.$$  \hfill (2.17)

**Dual Certificate Condition**

We adopt the idea of [29] and introduce an equivalent model that is easy to deal with.

1. Define two independent random subsets of $[n] \times [n]$: $\Gamma$ with $\mathbb{P}((i, j) \in \Gamma) = \alpha_{ij}(1 - \rho_{ij})$ and $\Omega'$ with $\mathbb{P}((i, j) \in \Omega') = \frac{\alpha_{ij}\rho_{ij}}{1 - \alpha_{ij} + \alpha_{ij}\rho_{ij}}$. Let $O = \Gamma \cup \Omega'$, then $\mathbb{P}((i, j) \in O) = \alpha_{ij}$.

2. Define $\Omega := \Omega' \setminus \Gamma = \{(i, j) : (i, j) \in \Omega' \text{ and } (i, j) \notin \Gamma\}$. Then $\mathbb{P}\{(i, j) \in \Omega\} = \alpha_{ij}\rho_{ij}$.

3. Define a matrix $W$ with each entry $W_{ij}$ being $+1$ or $-1$ with equal probability and independently across $(i, j)$. That is $\mathbb{P}\{W_{ij} = +1\} = \mathbb{P}\{W_{ij} = -1\} = 1/2$ for all
\((i, j) \in [n] \times [n]\).

4. Let \(S\) be a matrix supported on \(\Omega\). The signs of \(S\) coincide with \(W\) on \(\Omega\). This means \([\text{sgn}(S)]_{ij}\) are independent random variables with the following distribution

\[
[\text{sgn}(S)]_{ij} = \begin{cases} 
1 & \text{with prob. } \frac{\alpha_{ij} \rho_{ij}}{2}, \\
0 & \text{with prob. } 1 - \alpha_{ij} \rho_{ij}, \\
-1 & \text{with prob. } \frac{\alpha_{ij} \rho_{ij}}{2}.
\end{cases}
\]

(2.18)

We establish the following proposition to capture the central role of dual certificate in the performance guarantee of adaptive PCP.

**Proposition 2.11.** Suppose \(\|P_T R_T\| \leq \sqrt{\frac{3}{2p_0}}\) and \(P_T P_T\) is injective on \(T\). The adaptive PCP program produces a unique solution if there exists a dual certificate \(Y\) obeying

\[
P_T Y = 0, \tag{2.19}
\]

\[
\|P_T Y \circ \frac{1}{\Lambda}\|_{\infty} \leq \frac{1}{4}, \tag{2.20}
\]

\[
\|P_T \perp (\Lambda \circ \text{sgn}(S) + Y)\| \leq \frac{1}{4}, \tag{2.21}
\]

\[
\|P_T (Y + \Lambda \circ \text{sgn}(S) - UV^*)\|_F \leq \frac{\lambda_{\min}}{n^2} \tag{2.22}
\]

where \(\Lambda\) is a matrix with each entry \(\Lambda_{ij} = \frac{1}{\sqrt{n \rho_{ij} \log n}}\), \(\lambda_{\min} = \frac{1}{\sqrt{n \log n}}\), and “\(\circ\)” represents entrywise product.

**Proof.** See Section 2.6.3. \(\square\)

**Dual Certificate Construction**

Proposition 2.11 suggests that it suffices to prove Theorem 2.1 if we find a dual certificate \(Y\) that satisfies the dual certificate conditions (2.19)-(2.22). Thus, the second step is to construct \(Y\) via the golfing scheme. Although we adapt the steps in [29] to construct the
dual certificate $Y$, our analysis requires new technical development based on local incoherence parameters.

Note that $\Pr((i, j) \in \Gamma) = \alpha_{ij}(1 - \rho_{ij}) := p_{ij}$. Let $\Gamma = \Gamma_1 \cup \Gamma_2 \cup \cdots \cup \Gamma_l$, and $\{\Gamma_k\}$’s are independent random sets given by

\[
\Pr((i, j) \in \Gamma_1) = \frac{p_{ij}}{6},
\]
\[
\Pr((i, j) \in \Gamma_2) = \frac{p_{ij}}{6},
\]
\[
\Pr((i, j) \in \Gamma_k) = q_{ij}, \quad \text{for} \quad k = 3, \cdots, l.
\]

Thus if $1 - p_{ij} = (1 - \frac{p_{ij}}{6})^2 (1 - q_{ij})^l - 2$, the sampling strategies are equivalent. Because of the overlap between $\{\Gamma_k\}$, it is clear that $q_{ij} \geq \frac{2p_{ij}}{3l(l-2)}$. We set $l = \lceil 5 \log n + 1 \rceil$.

We construct a dual certificate $Y$ in the following iterative way:

\[
Z_0 = \mathcal{P}_T(UV^* - \Lambda \circ \text{sgn}(S)) \tag{2.23}
\]
\[
Z_k = (\mathcal{P}_T - \mathcal{P}_T \mathcal{R}_{\Gamma_k} \mathcal{P}_T) Z_{k-1}, \quad \text{for} \quad k = 1, \cdots, l \tag{2.24}
\]
\[
Y = \sum_{k=1}^{l} \mathcal{R}_{\Gamma_k} Z_{k-1}. \tag{2.25}
\]

We next show that such constructed $Y$ satisfies the dual certificate conditions by bounding various norms of $Z_0$ and showing each iteration (2.24) reduces these norms at least by half. Our proof applies the technical lemmas in Section 2.6.1.

Note that we require in the theorem $\sqrt{\alpha_{ij}(1 - \rho_{ij})} \geq C_0 \sqrt{\frac{\mu_{ij}r}{n}} \log n$ and $\alpha_{ij} \geq \frac{\log^2 n}{n}$, which imply

\[
p_{ij} = \alpha_{ij}(1 - \rho_{ij}) \geq C_0 \sqrt{\frac{\alpha_{ij} \mu_{ij}r}{n}} \log n \geq C_0 \left( \frac{\mu_{ij}r}{n} \vee \frac{\sqrt{\mu_{ij}r}}{n} \right) \log^2 n. \tag{2.26}
\]
Thus by ignoring the constant factor, we have

$$\mathbb{P}((i, j) \in \Gamma_1) = \mathbb{P}((i, j) \in \Gamma_2) \geq C_0 \sqrt{\frac{\alpha_{ij} \mu_{ij} r}{n}} \log n, \quad (2.27)$$

$$\mathbb{P}((i, j) \in \Gamma_k) \geq C_0 \sqrt{\frac{\alpha_{ij} \mu_{ij} r}{n}}, \quad \text{for } k = 3, 4, \ldots, l, \quad (2.28)$$

$$\mathbb{P}((i, j) \in \Gamma_k) \geq C_0 \left( \frac{\mu_{ij} r}{n} \lor \sqrt{\frac{\mu_{ij} r}{n}} \right) \log n, \quad \text{for } k = 1, 2, \ldots, l. \quad (2.29)$$

Then following Lemma 2.8 and (2.29), we have

$$\|Z_k\|_F \leq \frac{1}{2} \|Z_{k-1}\|_F, \quad \text{for } k = 1, 2, \ldots, l. \quad (2.30)$$

Recalling the definition of $\| \cdot \|_{w(\infty)}$ in equation (2.13), following Lemma 2.9 and (2.29), we have with high probability

$$\|(I - R_{\Gamma_k}) Z_{k-1}\| \leq \frac{C}{C_0} \|Z_{k-1}\|_{w(\infty)}, \quad \text{for } k = 1, 2, \ldots, l. \quad (2.31)$$

Due to the fact that $\sqrt{\alpha_{ij}} \geq C_0 \sqrt{\mu_{ij} r/n \log n}$ and (2.27), we further have

$$\mathbb{P}((i, j) \in \Gamma_1) = \mathbb{P}((i, j) \in \Gamma_2) \geq C_0 (\sqrt{\log n})^2 \left( \frac{\mu_{ij} r}{n} \log n \right). \quad (2.32)$$

Thus, following Lemma 2.10, with high probability, we have

$$\|Z_1\|_{w(\infty)} \leq \frac{1}{2 \sqrt{\log n}} \|Z_0\|_{w(\infty)}, \quad (2.33)$$

$$\|Z_2\|_{w(\infty)} \leq \frac{1}{2 \sqrt{\log n}} \|Z_1\|_{w(\infty)} \leq \frac{1}{2^{2} \log n} \|Z_0\|_{w(\infty)}. \quad (2.34)$$

Moreover, following Lemma 2.10 and (2.29), we have

$$\|Z_k\|_{w(\infty)} \leq \frac{1}{2} \|Z_{k-1}\|_{w(\infty)} \leq \frac{1}{2^k \log n} \|Z_0\|_{w(\infty)} \quad \text{for } k = 3, \ldots, l. \quad (2.35)$$
We next bound $\|Z_0\|_F$ and $\|Z_0\|_{w(\infty)}$. Observe that $|(Z_0)_{ab}| \leq |(UV^*)_{ab}| + |[P_T(\Lambda \circ \text{sgn}(S))]_{ab}|$ and $|(UV^*)_{ab}| = \sqrt{\frac{2ab}{n^2}}$. We need only to bound $|(P_T\text{sgn}(S))_{ab}|$.

**Proposition 2.12.** With the same assumptions on $S$ and $\Lambda$ as in the problem setup, for any given index $(a, b)$, we have

$$
||P_T(\Lambda \circ \text{sgn}(S))||_{ab} \leq \frac{C}{\sqrt{\log n}} \cdot \sqrt{\frac{\mu_{ab} \tau}{n}}
$$

with high probability for some constant $C$.

**Proof.** See Section 2.6.3. \hfill \square

By applying triangle inequality, we have

$$
\|Z_0\|_F \leq \|UV^*\|_F + \|P_T(\Lambda \circ \text{sgn}(S))\|_F \leq C\sqrt{\mu r},
$$

$$
\|Z_0\|_{w(\infty)} \leq \|UV^*\|_{w(\infty)} + \|P_T(\Lambda \circ \text{sgn}(S))\|_{w(\infty)} \leq C,
$$

for some constant $C$.

Next we verify that the constructed dual certificate $Y$ satisfies the conditions in Proposition 2.11. Obviously, $P_\Omega Y = 0$. Now we prove $Y$ satisfies the following inequalities with high probability

$$
\|P_T(Y + \Lambda \circ \text{sgn}(S) - UV^*)\|_F \leq \frac{\lambda_{\text{min}}}{n^2},
$$

(2.37)

$$
\|P_T Y\| \leq \frac{1}{8},
$$

(2.38)

$$
\|P_T(L \circ \text{sgn}(S))\| \leq \frac{1}{8},
$$

(2.39)

$$
\|Y \circ \frac{1}{\Lambda}\|_{\infty} \leq \frac{1}{4}.
$$

(2.40)
We first show (2.37) as follows.

\[ \| \mathcal{P}_T Y + \mathcal{P}_T (\Lambda \circ \text{sgn}(S) - UV^*) \|_F = \left\| Z_0 - \left( \sum_{k=1}^{l} \mathcal{P}_T \mathcal{R}_k Z_{k-1} \right) \right\|_F \]

\[ = \left\| (\mathcal{P}_T - \mathcal{P}_T \mathcal{R}_1) Z_0 - \left( \sum_{k=2}^{l} \mathcal{P}_T \mathcal{R}_k Z_{k-1} \right) \right\|_F = \left\| \mathcal{P}_T Z_1 - \left( \sum_{k=1}^{l} \mathcal{P}_T \mathcal{R}_k Z_{k-1} \right) \right\|_F \]

\[ = \cdots \]

\[ = \| Z_l \|_F \leq \left( \frac{1}{2} \right)^l \cdot \| Z_0 \|_F \leq C \left( \frac{1}{2} \right)^l \sqrt{\mu T} \leq \frac{\lambda_{\min}}{n^2}. \]

We then show (2.38) as follows.

\[ \| \mathcal{P}_{T^\perp} Y \| = \left\| \mathcal{P}_{T^\perp} \sum_{k=1}^{l} \mathcal{R}_k Z_{k-1} \right\| \leq \sum_{k=1}^{l} \| \mathcal{P}_{T^\perp} \mathcal{R}_k Z_{k-1} \| = \sum_{k=1}^{l} \| \mathcal{P}_{T^\perp} (\mathcal{R}_k Z_{k-1} - Z_{k-1}) \| \]

\[ \leq \sum_{k=1}^{l} \| \mathcal{R}_k Z_{k-1} - Z_{k-1} \| \leq \sum_{k=1}^{l} \frac{C}{C_0} \| Z_{k-1} \|_{w(\infty)} \]

\[ \leq \frac{C}{C_0} \left( 1 + \sum_{k=2}^{l} \frac{1}{\sqrt{\log n}} \left( \frac{1}{2} \right)^{k-1} \right) \| Z_0 \|_{w(\infty)} \leq \frac{2C}{C_0} \| Z_0 \|_{w(\infty)} \leq \frac{1}{8}, \]

provided that \( C_0 \) is sufficiently large.

We next derive the bound (2.39). It suffices to bound \( \| \Lambda \circ \mathcal{P}_\Omega W \| \), where \( W \) is defined in Section 2.6.1. Following the way of proving Lemma 2.9, we first show that if \( \mathbb{P}((i, j) \in \Omega) = \alpha_{ij} \rho_{ij} \), then

\[ \| \Lambda \circ \mathcal{P}_\Omega W - \Lambda \circ \Delta \circ W \| \leq C \| W \|_{\infty} \frac{1}{\sqrt{\log n}}, \]

(2.41)

where \( \Lambda = [\frac{1}{\sqrt{\alpha_{ij} \rho_{ij}}} \] and \( \Delta = [\alpha_{ij} \rho_{ij}] \). Our proof applies the following Latala’s Theorem [126].

**Theorem 2.13** (Latala’s Theorem). Let \( A \) be a random matrix whose entries \( a_{ij} \) are inde-
dependent centered random variables with finite fourth moment. Then
\[
E s_{\max}(A) \leq C \left[ \max_i \left( \sum_j E a_{ij}^2 \right)^{1/2} + \max_j \left( \sum_i E a_{ij}^2 \right)^{1/2} + \left( \sum_{i,j} E a_{ij}^4 \right)^{1/4} \right].
\]

By applying the Latala’s Theorem, we obtain the bound
\[
\| \Delta \circ \Lambda \circ W \| \leq C' \frac{\|W\|_{\infty}}{\log n}.
\]
(2.42)

Since \(\|W\|_{\infty} = 1\),
\[
\| \Lambda \circ P_{_{\Omega}} W \| \leq \frac{C}{\sqrt{\log n}} + \frac{C'}{\log n} \leq \frac{1}{8},
\]
(2.43)
provided \(n\) sufficiently large.

To show (2.41), for any matrix \(Z\), we have
\[
\Lambda \circ P_{_{\Omega}} Z - \Lambda \circ \Delta \circ Z = \sum_{i,j} (\delta_{ij} - \Delta_{ij}) \Lambda_{ij} Z_{ij} e_i e_j^* := \sum_{i,j} X_{ij},
\]
(2.44)
where \(X_{ij}\) are independent zero-mean random matrices. Moreover,
\[
\|X_{ij}\| = \| (\delta_{ij} - \Delta_{ij}) \Lambda_{ij} Z_{ij} e_i e_j^* \|
\leq \frac{\|Z\|_{\infty}}{\sqrt{n \log n}} \max_{i,j} \left( \frac{\delta_{ij}}{\sqrt{\alpha_{ij}}} - \sqrt{\alpha_{ij} \rho_{ij}} \right)
\leq \frac{\|Z\|_{\infty}}{\sqrt{n \log n}} \max_{i,j} \frac{1}{\sqrt{\alpha_{ij}}} \leq \frac{1}{\log^2 n} \|Z\|_{\infty}.
\]
where the last inequality is due to the assumption $\alpha_{ij} \geq \frac{\log^2 n}{n}$. Furthermore,

$$\left\| \sum_{i,j} E_X X^*_j \right\| = \left\| \sum_{i,j} E(\delta_{ij} - \Delta_{ij})^2 \Lambda^2_{ij} Z^2_{ij} e_i e_i^* \right\|
= \left\| \sum_{i,j} (1 - \Delta_{ij}) \Delta_{ij} \Lambda^2_{ij} Z^2_{ij} e_i e_i^* \right\|
\leq \max_i \sum_j (1 - \Delta_{ij}) \Delta_{ij} \Lambda^2_{ij} Z^2_{ij}
\leq \frac{\|Z\|_\infty^2}{n \log^2 n} \max_i \sum_j (1 - \alpha_{ij} \rho_{ij}) \rho_{ij} \leq \frac{\|Z\|_\infty^2}{\log^2 n}.$$

By noncommutative Bernstein Inequality, we have

$$\|\Lambda \circ \mathcal{P} Z - \Lambda \circ \Delta \circ Z\| \leq C \left( \sqrt{\frac{\|Z\|_\infty^2}{\log^2 n}} \cdot \log n + \frac{\|Z\|_\infty}{\log^2 n} \cdot \log n \right) \leq C \frac{\|Z\|_\infty}{\sqrt{\log n}}.$$ 

This finishes the proof of (2.41) by letting $Z = W$.

Finally, we show that $Y$ satisfies (2.40) as follows.

$$\left\| Y \circ \frac{1}{\Lambda} \right\|_{\infty} = \left\| \frac{1}{\Lambda} \circ \sum_{k=1}^l \mathcal{R}_{\Gamma_k} Z_{k-1} \right\|_{\infty}
\leq \left\| \frac{1}{\Lambda} \circ \mathcal{R}_{\Gamma_1} Z_0 \right\|_{\infty} + \left\| \frac{1}{\Lambda} \circ \mathcal{R}_{\Gamma_2} Z_1 \right\|_{\infty} + \sum_{k=3}^l \left\| \frac{1}{\Lambda} \circ \mathcal{R}_{\Gamma_k} Z_{k-1} \right\|_{\infty}
\leq \frac{1}{C_0} \|Z_0\|_{w(\infty)} + \frac{1}{C_0} \|Z_1\|_{w(\infty)} + \sum_{k=3}^l \frac{\log n}{C_0} \|Z_{k-1}\|_{w(\infty)}$$
\leq \frac{1}{C_0} \|Z_0\|_{w(\infty)} + \frac{1}{2C_0 \sqrt{\log n}} \|Z_0\|_{w(\infty)} + \sum_{k=3}^l \frac{\log n}{C_0} \cdot \left( \frac{1}{2} \right)^{k-1} \frac{1}{\log n} \|Z_0\|_{w(\infty)}
\leq \frac{2}{C_0} \|Z_0\|_{w(\infty)} \leq \frac{2C}{C_0} \leq \frac{1}{4},$$

provided that $C_0$ is sufficiently large, where the second inequality is due to the fact (2.27)-(2.29) and the third inequality is due to the fact (2.33)-(2.35).
2.6.2 Proof of Theorem 2.2

The arguments here adapt elimination and derandomization arguments in [13], and are included here for the completeness. In contrast to the uniform sampling probability $\rho$, we need to deal with a nonuniform probability matrix $\rho$.

**Elimination Procedure**

**Definition 2.14.** $S'$ is said to be a trimmed version of $S$ if $\text{supp}(S') \subset \text{supp}(S)$ and $S'_{ij} = S_{ij}$ whenever $S'_{ij} \neq 0$.

The following theorem states that if PCP correctly recovers the low-rank and sparse components of $M_0 = L_0 + S_0$, it also correctly recovers the components of a matrix $M'_0 = L_0 + S'_0$ where $S'_0$ is a trimmed version of $S_0$.

**Theorem 2.15 (Theorem 2.2 in [13]).** Suppose the solution to (2.12) with input data $M_0 = L_0 + S_0$ is unique and exact, and consider $M'_0 = L_0 + S'_0$, where $S'_0$ is a trimmed version of $S_0$. Then the solution to (2.12) with input $M'_0$ is exact as well.

**Derandomization Procedure**

Let $\rho$ be the matrix with each $(i, j)$-entry being $\rho_{ij}$. If PCP yields exact recovery with a certain probability for the random sign model with the parameter $2\rho$, then it also yields exact recovery with at least the same probability for the fixed sign model with locations of non-zero entries sampled using Bernoulli model with parameter $\rho$.

**Theorem 2.16.** Suppose that $L_0$ is a low-rank matrix with local coherence parameter $[\mu_{ij}]$ and $S_0$ follow the Bernoulli model with parameter $2\rho$, and the signs of $S_0$ are independently distributed $\pm 1$ as stated in (2.10) (and independent from the locations). Then, if the PCP solution is exact with high probability, then it is also exact with at least the same probability for the model in which the signs are fixed and the locations are sampled from the Bernoulli model with parameter $\rho$. 
Proof. Consider the model with fixed-sign assumption. We view $S_0$ as $P_\Omega S$ for some fixed matrix $S$, where $\Omega$ is sampled from the Bernoulli model with parameter $\rho$. Therefore, $S_0$ has following distribution

$$(S_0)_{ij} = \begin{cases} S_{ij}, & \text{w. p. } \rho_{ij} \\ 0, & \text{w. p. } 1 - \rho_{ij}. \end{cases}$$

Now consider a random sign matrix with each entry distributed independently as follows

$$E_{ij} = \begin{cases} 1, & \text{w. p. } \rho_{ij}, \\ 0, & \text{w. p. } 1 - 2\rho_{ij}, \\ -1, & \text{w. p. } \rho_{ij}, \end{cases}$$

and an “elimination” matrix $\eta$ with entries defined by

$$\eta_{ij} = \begin{cases} 0, & \text{if } E_{ij}[\text{sgn}(S)]_{ij} = -1, \\ 1, & \text{otherwise.} \end{cases}$$

The entries of $\eta$ are independent since they are functions of independent random variables.

Consider now $S'_0 = \eta \circ (|S| \circ E)$, where $\circ$ denotes the componentwise product so that $[S'_0]_{ij} = \eta_{ij} \circ (|S| \circ E_{ij})$. Then, we claim that $S'_0$ and $S_0$ have the same distribution. By independence of each entry, it suffices to check that their marginals match each other. For $S_{ij} \neq 0$, we have

$$\mathbb{P}([S'_0]_{ij} = S_{ij}) = \mathbb{P}(\eta_{ij} = 1 \text{ and } E_{ij} = [\text{sgn}(S)]_{ij})$$

$$= \mathbb{P}(E_{ij}[\text{sgn}(S)]_{ij} \neq -1 \text{ and } E_{ij} = [\text{sgn}(S)]_{ij})$$

$$= \mathbb{P}(E_{ij} = [\text{sgn}(S)]_{ij}) = \rho_{ij},$$
which establishes the claim.

Now, $|S| \circ E$ obeys the random sign model, and by assumption, PCP recovers $|S| \circ E$ with high probability. By the elimination procedure, PCP also recovers $S'_0 = \eta \circ (|S| \circ E)$. Since $S'_0$ and $S_0$ have the same distribution, the theorem follows.

### 2.6.3 Proofs of Technical Lemmas

In this section, we prove the key lemmas provided in Section 2.6.1. The central technique used here is non-communicative Bernstein inequality [128].

**Proof of Lemma 2.6**

The proof of Lemma 2.6 follows the proof of [22, Lemma 9].

**Proof of Lemma 2.7**

We note that the condition $\|P_T - P_T R_{\Omega_0} P_T\| \leq \frac{1}{2}$ implies that for any matrix $Z$

\[
\frac{1}{2} \|P_T Z\|_F \leq \|P_T R_{\Omega_0} P_T(Z)\|_F \leq \frac{3}{2} \|P_T Z\|_F.
\]

Thus, for any matrix $Z$, we have

\[
\left\| R_{\Omega_0}^{1/2} P_T(Z) \right\|_F^2 = \langle R_{\Omega_0}^{1/2} P_T(Z), R_{\Omega_0}^{1/2} P_T(Z) \rangle \\
= \langle Z, (R_{\Omega_0}^{1/2} P_T)^* R_{\Omega_0}^{1/2} P_T(Z) \rangle \\
= \langle P_T(Z), P_T R_{\Omega_0} P_T(Z) \rangle \\
\leq \|P_T Z\|_F \|P_T R_{\Omega_0} P_T(Z)\|_F \\
\leq \frac{3}{2} \|P_T Z\|_F^2.
\]

Thus, $\|R_{\Omega_0}^{1/2} P_T\| \leq \sqrt{3/2}$ and hence $\|P_T R_{\Omega_0}^{1/2}\| \leq \sqrt{3/2}$ because $R_{\Omega_0}^{1/2} P_T$ and $P_T R_{\Omega_0}^{1/2}$...
are adjoint operators. On the other hand, we show \( \| R_{\Omega_0}^{1/2} \| \leq 1/\sqrt{p_0} \). For any matrix \( Z \),

\[
\| R_{\Omega_0}^{1/2}(Z) \|_F^2 = \left\| \sum_{i,j} \frac{1}{\sqrt{q_{ij}}} \mathbb{I}_{\{(i,j) \in \Omega_0\}} Z_{ij} e_i e_j^* \right\|_F^2 \leq \sum_{i,j} \frac{Z_{ij}^2}{q_{ij}} \leq \frac{1}{p_0} \| Z \|_F^2.
\]

Thus, \( \| R_{\Omega_0} P_T \| \leq \| R_{\Omega_0}^{1/2} \| \cdot \| R_{\Omega_0}^{1/2} P_T \| \leq \sqrt{\frac{3}{2p_0}} \). Thus, \( \| P_T R_{\Omega_0} \| \leq \sqrt{\frac{3}{2p_0}} \).

Since we have \( \frac{1}{2} \| P_T Z \|_F \leq \| P_T R_{\Omega_0} P_T(Z) \|_F \leq \frac{3}{2} \| P_T Z \|_F \) for any matrix \( Z \in T \), the operator \( P_T R_{\Omega_0} P_T \) mapping \( T \) onto itself is well conditioned. Thus, \( P_{\Omega_0} P_T \) is injective on \( T \), i.e., for \( Z \in T \), \( P_{\Omega_0} P_T(Z) = 0 \) if and only if \( Z = 0 \).

**Proof of Lemma 2.8**

This is a direct result of Lemma 2.6.

**Proof of Lemma 2.9**

Let \( \delta_{ij} \) denote the Bernoulli random variable \( \mathbb{I}((i, j) \in \Omega_0) \). We can derive

\[
(R_{\Omega_0} - I)Z = \sum_{i,j} \left( \frac{1}{q_{ij}} \delta_{ij} - 1 \right) \langle e_i e_j^*, Z \rangle e_i e_j^* =: \sum_{i,j} X_{ij}.
\]

We note that \( X_{ij} \) for all \( i, j \in [n] \) are zero-mean independent random matrices. Furthermore,

\[
\| X_{ij} \| \leq \frac{1}{q_{ij}} |Z_{ij}| \leq \frac{1}{C_0 \log n} \| Z \|_{w(\infty)},
\]

and

\[
\left\| \sum_{i,j} E X_{ij} X_{ij}^* \right\| = \left\| \sum_{i,j} E \left( \frac{1}{q_{ij}} \delta_{ij} - 1 \right)^2 Z_{ij}^2 e_i e_i^* \right\| = \left\| \sum_{i,j} \left( \frac{1}{q_{ij}} - 1 \right) Z_{ij}^2 e_i e_i^* \right\|
\]

\[
\leq \max_i \sum_j \frac{Z_{ij}^2}{q_{ij}} \leq n \| Z \|_{w(\infty)}^2 \cdot \max_{i,j} \frac{w_{ij}^2}{q_{ij}} \leq \frac{1}{C_0 \log n} \| Z \|_{w(\infty)}^2.
\]

Similarly, it can be shown that \( \| \sum_{i,j} E X_{ij}^* X_{ij} \| \leq \frac{1}{C_0 \log n} \| Z \|_{w(\infty)}^2 \). Thus, applying the
non-commutative Bernstein inequality, we obtain with high probability,

\[
\| (R_{10} - I)Z \| = \left\| \sum_{i,j} X_{ij} \right\| \leq C \left( \sqrt{\frac{1}{C_0 \log n} \| Z \|_{w(\infty)}^2 \cdot \log n} + \frac{1}{C_0 \log n} \| Z \|_{w(\infty)} \cdot \log n \right) \leq \frac{C}{\sqrt{C_0}} \| Z \|_{w(\infty)}.
\]

**Proof of Lemma 2.10**

For any entry index pair \((a, b)\), we have

\[
[(P_T R_{10} - P_T Z)]_{ab} = \sum_{i,j} \left( \frac{1}{q_{ij}} \delta_{ij} - 1 \right) Z_{ij} \langle P_T (e_i e_j^*), e_a e_b^* \rangle \cdot \frac{1}{w_{ab}} = \sum_{i,j} x_{ij}.
\]

We note that \(x_{ij}\) for \(i, j \in [n]\) are independent random variables and \(E x_{ij} = 0\). Furthermore,

\[
|x_{ij}| \leq \frac{1}{q_{ij}} |Z_{ij}| \cdot |\langle e_i e_j^*, P_T (e_a e_b^*) \rangle| \cdot \frac{1}{w_{ab}} \leq \frac{1}{C_0 \beta^2 (\frac{\mu_{ij}}{n}) \log n} \cdot \sqrt{\frac{2 \mu_{ij} r}{n}} \cdot \sqrt{\frac{2 \mu_{ab} r}{n}} \cdot \frac{1}{\sqrt{\frac{n \mu_{ij}}{w_{ij}}}} \leq \frac{2 \beta^2 |Z_{ij}|}{C_0 \log n \ w_{ij}} \leq \frac{2 \beta^2}{C_0 \log n} \| Z \|_{w(\infty)}.
\]
and

\[
\sum_{i,j} E x_{ij}^2 \leq \sum_{i,j} E \left( \frac{1}{q_{ij}} - 1 \right)^2 Z_{ij}^2 \cdot \| \langle e_ie_j^*, \mathcal{P}_T(e_ae_b^*) \rangle \|^2 \cdot \frac{1}{w_{ab}^2} \\
\leq \sum_{i,j} \left( \frac{1}{q_{ij}} - 1 \right) \frac{Z_{ij}^2}{w_{ij}^2} \cdot \frac{w_{ij}^2}{w_{ab}^2} \cdot \| \langle e_ie_j^*, \mathcal{P}_T(e_ae_b^*) \rangle \|^2 \\
\leq \frac{1}{C_0 \beta^2 \left( \frac{\log n}{n} \right)} \cdot \| Z \|^2_{w(\infty)} \cdot \frac{1}{\mu_{ab}^r} \| \mathcal{P}_T(e_ae_b^*) \|^2_F \\
\leq \frac{2\beta^2}{C_0 \log n} \cdot \| Z \|^2_{w(\infty)},
\]

where we use the assumption \( q_{ij} \geq C_0 \beta^{-2} \left( \frac{\mu_{ab}^r}{n} \right) \log n \) and the fact \( \| \mathcal{P}_T(e_ae_b^*) \|^2_F \leq \frac{2\mu_{ab}^r}{n} \).

Thus, applying the non-commutative Bernstein inequality, we have

\[
\sum_{i,j} x_{ij} \leq C \left( \sqrt{\frac{2\beta^2}{C_0 \log n} \| Z \|^2_{w(\infty)} \cdot \log n + \frac{2\beta^2}{C_0 \log n} \| Z \|^2_{w(\infty)} \cdot \log n} \right) \\
= C \left( \sqrt{\frac{2\beta^2}{C_0} \beta + \frac{2\beta^2}{C_0} \beta^2} \right) \| Z \|^2_{w(\infty)} \leq \frac{1}{2} \beta \| Z \|^2_{w(\infty)},
\]

with high probability, provided that \( C_0 \) is sufficiently large.

**Proof of Proposition 2.11**

Suppose the adaptive PCP yields a solution \((\hat{L}, \hat{S})\). Assume \( \hat{L} = L + H \). Then we have \( \mathcal{P}_O(H) = S - \hat{S} \) because of the relationship \( \mathcal{P}_O(L) + S = \mathcal{P}_O(\hat{L}) + \hat{S} \). It is clear that \( \hat{S} \) is supported on \( O \) because \( S \) is supported on \( \Omega \subset O \). By the definition of \((\hat{L}, \hat{S})\), we have

\[
\| \hat{L} \|_* + \| \Lambda \circ \hat{S} \|_1 \leq \| L \|_* + \| \Lambda \circ S \|_1.
\]

(2.45)

By the definition of subgradient, we have

\[
\| L + H \|_* \geq \| L \|_* + \langle \mathcal{P}_T H, UV^* \rangle + \| \mathcal{P}_T H \|_*
\]
because we can always find a $W \in T^\perp$ and $\|W\| \leq 1$ such that $\|P_T H\|_* = \langle P_T H, W \rangle$.

Thus we obtain

$$\|\Lambda \circ S\|_1 - \|\Lambda \circ \hat{S}\|_1 \geq \langle P_T H, U V^* \rangle + \|P_T H\|_*,$$

which implies

$$\|\Lambda \circ S\|_1 - \|\Lambda \circ \mathcal{P}_\Omega(\hat{S})\|_1 \geq \langle H, U V^* \rangle + \|P_T H\|_* + \|\Lambda \circ \mathcal{P}_\Gamma(\hat{S})\|_1,$$

because $\hat{S} = \mathcal{P}_\Omega(\hat{S}) + \mathcal{P}_\Gamma(\hat{S})$. Furthermore,

$$\|\Lambda \circ \mathcal{P}_\Omega(\hat{S})\|_1 = \|\Lambda \circ (S + \mathcal{P}_\Omega(-H))\|_1 \geq \|\Lambda \circ S\|_1 + \langle \text{sgn}(\Lambda \circ S), \Lambda \circ \mathcal{P}_\Omega(-H) \rangle = \|\Lambda \circ S\|_1 + \langle \Lambda \circ \text{sgn}(S), -H \rangle.$$

Combining the last two inequalities and using the fact $\mathcal{P}_T \hat{S} = \mathcal{P}_T (\hat{S} - S) = -\mathcal{P}_T H$, we have

$$\|P_T H\|_* + \|\Lambda \circ \mathcal{P}_T H\|_1 \leq \langle H, \Lambda \circ \text{sgn}(S) - U V^* \rangle.$$

By introducing a matrix $Y$ which obeys the conditions in the theorem, we show that

$$\langle H, \Lambda \circ \text{sgn}(S) - U V^* \rangle = \langle H, Y + \Lambda \circ \text{sgn}(S) - U V^* \rangle - \langle H, Y \rangle$$

$$= \langle \mathcal{P}_T H, \mathcal{P}_T (Y + \Lambda \circ \text{sgn}(S) - U V^*) \rangle + \langle \mathcal{P}_T H, \mathcal{P}_T (Y + \Lambda \circ \text{sgn}(S)) \rangle$$

$$- \langle \mathcal{P}_T H, \mathcal{P}_T Y \rangle - \langle \mathcal{P}_T \mathcal{P}_r H, \mathcal{P}_T \mathcal{P}_r Y \rangle$$

$$\leq \frac{\lambda_{\min}}{n^2} \|P_T H\|_F + \frac{1}{4} \|P_T H\|_* + \frac{1}{4} \|\Lambda \circ \mathcal{P}_T H\|_1.$$
This implies
\[
\frac{3}{4} \left\| P_{T\perp} H \right\|_* + \frac{3}{4} \left\| \Lambda \circ P_{T} H \right\|_1 \leq \frac{\lambda_{\min}}{n^2} \left\| P_{T} H \right\|_F.
\]
Thus
\[
\frac{3}{4} \left\| P_{T\perp} H \right\|_* + \frac{3\lambda_{\min}}{4} \left\| P_{T} H \right\|_1 \leq \frac{\lambda_{\min}}{n^2} \left\| P_{T} H \right\|_F.
\]

Next we bound \( \left\| P_{T} H \right\|_F \) as follows:

\[
\left\| P_{T} H \right\|_F \leq 2 \left\| P_{T} R_{T} P_{T}(H) \right\|_F
\]
\[
\leq 2 \left\| P_{T} R_{T} P_{T\perp} (H) \right\|_F + 2 \left\| P_{T} R_{T} (H) \right\|_F \quad \text{(triangle inequality)}
\]
\[
\leq \sqrt{\frac{6}{p_0}} \left\| P_{T\perp} (H) \right\|_F + \sqrt{\frac{6}{p_0}} \left\| P_{T} (H) \right\|_F. \quad \text{(Lemma 2)}
\]

Since \( \cdot \ | F \leq \cdot \ | _* \) and \( \cdot \ | F \leq \cdot \ | _1 \), we have

\[
\left( \frac{3}{4} - \frac{\lambda_{\min}}{n^2} \sqrt{\frac{6}{p_0}} \right) \left\| P_{T\perp} (H) \right\|_F + \left( \frac{3\lambda_{\min}}{4} - \frac{\lambda_{\min}}{n^2} \sqrt{\frac{6}{p_0}} \right) \left\| P_{T} (H) \right\|_F \leq 0.
\]

Given \( p_0 \geq \frac{\log^2 n}{n^2} \), the above inequality implies \( P_{T\perp} H = P_{T} H = 0 \), which further yields \( P_{T\perp} P_{T}(H) = 0 \). Since \( P_{T\perp} P_{T} \) is injective on \( T \), we have \( P_{T} H = 0 \). Consequently, \( H = 0 \), and thus the solution is unique.

**Proof of Proposition 2.12**

We first observe that

\[
\langle e_a e_b^*, P_{T}(\Lambda \circ \text{sgn}(S)) \rangle = \sum_{i,j} \frac{\delta_{ij}}{\sqrt{\delta_{ij} \log n}} \langle e_i e_j^*, P_{T}(e_a e_b^*) \rangle =: \sum_{i,j} x_{ij}
\]
where

\[
\delta_{ij} = \begin{cases} 
1 & \text{with prob. } \alpha_{ij}\rho_{ij}/2 \\
0 & \text{with prob. } 1 - \alpha_{ij}\rho_{ij} \\
-1 & \text{with prob. } \alpha_{ij}\rho_{ij}/2.
\end{cases}
\]

Thus \(\{x_{ij}\}\) are independent random variables and \(E x_{ij} = 0\). Furthermore,

\[
|x_{ij}| \leq \left| \frac{\delta_{ij}}{\sqrt{\alpha_{ij}n\log n}} \langle e_i e_j^*, P_T(e_a e_b^*) \rangle \right| \leq \frac{1}{\sqrt{\alpha_{ij}n\log n}} \sqrt{\frac{2\mu_{ij}r}{n}} \cdot \sqrt{\frac{2\mu_{ab}r}{n}} \leq \frac{2\sqrt{\mu_{ab}r}}{C_0 n \log^2 n}.
\]

where the last inequality is due to the assumption \(\sqrt{\alpha_{ij}} \geq C_0 \sqrt{\mu_{ij}r/n \log n}\), and

\[
\left| \sum_{i,j} E x_{ij}^2 \right| = \left| \sum_{i,j} \frac{E \delta_{ij}^2}{\alpha_{ij} n \log^2 n} \langle e_i e_j^*, P_T(e_a e_b^*) \rangle^2 \right| = \left| \sum_{i,j} \frac{\rho_{ij}}{n \log^2 n} \langle e_i e_j^*, P_T(e_a e_b^*) \rangle^2 \right| \\
\leq \frac{1}{n \log^2 n} \left| \sum_{i,j} \langle e_i e_j^*, P_T(e_a e_b^*) \rangle^2 \right| = \frac{1}{n \log^2 n} \left\| P_T(e_a e_b^*) \right\|^2_F \leq \frac{2\mu_{ab}r}{n^2 \log^2 n}.
\]

Thus applying the non-commutative Bernstein inequality, we obtain

\[
\left| \sum_{i,j} x_{ij} \right| \leq C \left( \sqrt{\frac{2\mu_{ab}r}{n^2 \log^2 n} \cdot \log n} + \frac{2\sqrt{\mu_{ab}r}}{C_0 n \log^2 n \cdot \log n} \right) \leq \frac{2C}{\sqrt{\log n}} \frac{\sqrt{\mu_{ab}r}}{n},
\]

where the last inequality follows that \(C_0\) is sufficiently large.
In this chapter, we present a novel algorithm *reshaped Wirtinger flow* (RWF) to solve the phase retrieval problem. We first formulate the phase retrieval problem in Section 3.1. We then present the RWF algorithm in Section 3.2. We establish the performance guarantee of RWF in Section 3.3. We introduce a stochastic algorithm IRWF and establish its performance guarantee in Section 3.4. We describe the numerical experiments in Section 3.5 and summarize this chapter in Section 3.6. At last, we provide technical proofs in Section 3.7.

Throughout this chapter, boldface lowercase letters such as $a_i, x, z$ denote vectors, and boldface capital letters such as $A, Y$ denote matrices. For two matrices, $A \preceq B$ means that $B - A$ is positive definite. For a complex matrix or vector, $A^*$ and $z^*$ denote conjugate transposes of $A$ and $z$ respectively. For a real matrix or vector, $A^T$ and $z^T$ denote transposes of $A$ and $z$ respectively. The indicator function $1_A = 1$ if the event $A$ is true, and $1_A = 0$ otherwise.
3.1 Problem Formulation

As discussed in the Chapter 1, mathematically, phase retrieval amounts to recovering the signal from only measurements of magnitudes. Since our loss function is based on $|a_i^T z|$ rather than $|a_i^T z|^2$ in WF. For simplicity of notation, we adopt the following problem formulation of recovering a signal $x \in \mathbb{R}^n$ based on $m$ measurements $y_i$ given by

$$y_i = |\langle a_i, x \rangle|, \quad \text{for } i = 1, \cdots, m, \quad (3.1)$$

where $a_i \in \mathbb{R}^n$ for $i = 1, \cdots, m$ are known measurement vectors, independently generated by Gaussian distribution $\mathcal{N}(0, I_{n \times n})$.

We note that the Wirtinger flow (WF) algorithm [1] guarantees signal recovery with $O(n \log n)$ Gaussian measurements and attains $\epsilon-$accuracy within $O(mn^2 \log 1/\epsilon)$ flops, via minimizing the following nonconvex loss function

$$\ell_{WF}(z) := \frac{1}{4m} \sum_{i=1}^{m} (|a_i^T z|^2 - y_i^2)^2. \quad (3.2)$$

The WF algorithm uses the quadratic loss of $|a_i^T z|^2$ so that the optimization objective is a smooth function of $a_i^T z$ and the gradient step becomes simple. However, this comes with a cost of increasing the order of $a_i^T z$ to be four in the loss function. We adopt the quadratic loss of $|a_i^T z|$ as follows\(^1\),

$$\ell(z) := \frac{1}{2m} \sum_{i=1}^{m} (|a_i^T z| - y_i)^2. \quad (3.3)$$

Although the above loss function (3.3) is not smooth everywhere, it reduces the order of $a_i^T z$ to be two, and the general curvature can be more amenable to the convergence of the

\(^1\)The loss function (3.3) was also used in [53] to derive a gradient-like update for the phase retrieval problem with Fourier magnitude measurements. However, the focus of this chapter is to characterize global convergence guarantee for such an algorithm with appropriate initialization, which was not studied in [53].
gradient method. For such a nonconvex and nonsmooth loss function, we develop a gradient
descent-like algorithm, which sets zero for the “gradient” component corresponding to
nonsmooth samples.

We show that the lower-order loss function has great advantage in both statistical and
computational efficiency, although scarifying smoothness. In fact, the curvature of such a
loss function behaves similarly to that of a least-squares loss function in the neighborhood
of global optimums (see Section 3.3), and hence RWF converges fast. The nonsmoothness
does not significantly affect the convergence of the algorithm because only with negligible
probability the algorithm encounters nonsmooth points for some samples, which furthermore are set not to contribute to the gradient direction by the algorithm.

3.2 Reshaped Wirtinger Flow

It can be observed that if \( z \) is a solution, i.e., satisfying (3.1), then \( z e^{-j\phi} \) is also the solution
of the problem. Thus, the recovery is up to a phase difference. We define the Euclidean
distance between two vectors up to a global phase difference [1] as, for complex signals,

\[
\text{dist}(z, x) := \min_{\phi \in [0, 2\pi]} \| z e^{-j\phi} - x \|, \tag{3.4}
\]

where it is simply \( \min \| z \pm x \| \) for real case. We focus on the real-valued case in analysis,
but the algorithm designed below is applicable to the complex-valued case and the case of
coded diffraction pattern (CDP) as we demonstrate numerically in Section 3.5.

We design RWF (see Algorithm 1) for solving the above problem, which contains two
stages: spectral initialization and gradient loop. Suggested values for parameters are \( \alpha_l = 1, \alpha_u = 5 \) and \( \mu = 0.8^2 \). The scaling parameter in \( \lambda_0 \) and the conjugate transpose \( a_i^* \) allow
the algorithm readily applicable to complex and CDP cases. We next describe the two
stages of the algorithm in detail in Sections 3.2.1 and 3.2.2, respectively.

\[\text{For complex Gaussian case, we suggest } \mu = 1.2.\]
Algorithm 1 Reshaped Wirtinger Flow

**Input:** \( y = \{y_i\}_{i=1}^m, \{a_i\}_{i=1}^m; \)

**Parameters:** Lower and upper thresholds \( \alpha_l, \alpha_u \) for truncation in initialization, stepsize \( \mu \);

**Initialization:** Let \( z^{(0)} = \lambda_0 \tilde{z} \), where \( \lambda_0 = \frac{mn}{\sum_{i=1}^m \|a_i\|_1} \cdot \left( \frac{1}{m} \sum_{i=1}^m y_i \right) \) and \( \tilde{z} \) is the leading eigenvector of

\[
Y := \frac{1}{m} \sum_{i=1}^m y_i a_i a_i^* 1_{\{\alpha_l \lambda_0 < y_i < \alpha_u \lambda_0\}}.
\] (3.5)

**Gradient loop:** for \( t = 0 : T - 1 \) do

\[
z^{(t+1)} = z^{(t)} - \frac{\mu}{m} \sum_{i=1}^m \left( a_i^* z^{(t)} - y_i \cdot \frac{a_i^* z^{(t)}}{|a_i^* z^{(t)}|} \right) a_i.
\] (3.6)

**Output** \( z^{(T)} \).

### 3.2.1 Initialization via Spectral Method

Differently from the spectral initialization methods for WF in [1] and for TWF in [61], both of which are based on \( |a_i^* x|^2 \), we propose an alternative initialization in Algorithm 1 that uses magnitude \( |a_i^* x| \) instead, and truncates samples with both lower and upper thresholds as in (3.5). We show that such initialization achieves smaller sample complexity than WF and the same order-level sample complexity as TWF, and furthermore, performs better than both WF and TWF numerically.

Our initialization consists of estimation of both the norm and direction of \( x \). The norm estimation of \( x \) is given by \( \lambda_0 \) in Algorithm 1. Intuitively, with real Gaussian measurements, the scaling coefficient \( \frac{mn}{\sum_{i=1}^m \|a_i\|_1} \approx \sqrt{\frac{\pi}{2}} \). Moreover, \( y_i = |a_i^T x| \) are independent sub-Gaussian random variables for \( i = 1, \ldots, m \) with mean \( \sqrt{\frac{2}{\pi}} \|x\| \), and thus \( \frac{1}{m} \sum_{i=1}^m y_i \approx \sqrt{\frac{2}{\pi}} \|x\| \). Combining these two facts yields the desired argument.

The direction of \( x \) is approximated by the leading eigenvector of \( Y \), because \( Y \) approaches \( E[Y] \) by concentration of measure and the leading eigenvector of \( E[Y] \) takes the form \( c x \) for some scalar \( c \in \mathbb{R} \). We note that (3.5) involves truncation of samples from both sides, in contrast to truncation only by an upper threshold in [61]. This difference is due to the following reason. We note that in high dimension setting, two random vectors are
Fig. 3.1: Comparison of different initialization methods with $m = 6n$ and 50 iterations.

almost perpendicular to each other [129], which indicates there are considerable amount of $|a_i^* x|$ with small values, i.e., less than 1. These samples with small values deviate the direction of leading eigenvector of $Y$ from $x$, whose effect cannot be offset and neglected if there are only moderate number of samples. Specifically, [61] uses $y_i' = |a_i^* x|^2$ to weight the contribution of $a_i a_i^*$ in $Y$ and the square power helps to reduce the contribution of bad directions (that samples with small $|a_i^* x|$ values). In contrast, we use $y_i = |a_i^* x|$ to weight the contribution of $a_i a_i^*$ and apply truncation from bellow to filter out bad directions directly.

We next provide the formal statement of the performance guarantee for the initialization step that we propose.

**Proposition 3.1.** Fix $\delta > 0$. The initialization step in Algorithm 1 yields $z^{(0)}$ satisfying $\text{dist}(z^{(0)}, x) \leq \delta \|x\|$ with probability at least $1 - \exp(-cm\epsilon^2)$, if $m > C(\delta, \epsilon)n$, where $c$ is some positive constant and $C$ is a positive number only affected by $\delta$ and $\epsilon$.

Finally, Figure 3.1 demonstrates that RWF achieves better initialization accuracy in terms of the relative error $\frac{\text{dist}(z^{(0)}, x)}{\|x\|}$ than WF and TWF. Furthermore, we also include the orthonormal promoting initialization method proposed for truncated amplitude flow (TAF) in the independent work [70], in the comparison. It can be seen that our initialization is slightly better.
3.2.2 Gradient Loop

The gradient loop of Algorithm 1 is based on the loss function (3.3). The update direction will be as follows:

$$\nabla \ell(z) := \frac{1}{m} \sum_{i=1}^{m} \left( a_i^T z - y_i \cdot \text{sgn}(a_i^T z) \right) a_i = \frac{1}{m} \sum_{i=1}^{m} \left( a_i^T z - y_i \cdot \frac{a_i^T z}{|a_i^T z|} \right) a_i,$$  \hspace{1cm} (3.7)

where $\text{sgn}(\cdot)$ is the sign function for nonzero arguments. We further set $\text{sgn}(0) = 0$ and $\frac{0}{0} = 0$. In fact, $\nabla \ell(z)$ equals the gradient of the loss function (3.3) if $a_i^T z \neq 0$ for all $i = 1, \ldots, m$. For samples with nonsmooth point, i.e., $a_i^T z = 0$, we adopt Fréchet superdifferential [130] for nonconvex function to set the corresponding gradient component to be zero (as zero is an element in Fréchet superdifferential). With abuse of terminology, we still refer to $\nabla \ell(z)$ in (3.7) as “gradient” for simplicity, which rather represents the update direction in the gradient loop of Algorithm 1.

3.3 Geometric Convergence of RWF

Before we present the theoretical analysis, let us first understand why RWF is fast intuitively. We argue that the curvature of loss function (3.3) behaves similarly to that of a least-squares problem with phase information in the neighborhood of global optimizers, and hence yields faster convergence. To provide further insights, consider the standard problem of solving $x$ from linear measurements $\langle a_i, x \rangle$, $i = 1, \cdots, m$, where $a_i$’s are composed of i.i.d. standard Gaussian entries. In this case, it is natural to use the least-squares loss function

$$\ell_{LS}(z) := \frac{1}{m} \sum_{i=1}^{m} \left( a_i^T z - a_i^T x \right)^2.$$  \hspace{1cm} (3.8)
Examining the expected (with respect to \(a_i\)’s) loss surface of \(\min\{\ell_{LS}(\mathbf{z}), \ell_{LS}(-\mathbf{z})\}\) (to mimic sign ambiguity), \(\ell(\mathbf{z})\), and \(\ell_{WF}(\mathbf{z})\) in Figure 3.2, whose expressions can be found in Section 3.7.2, it can be seen that the loss of RWF, rather than the loss of WF, has a similar curvature to the quadratic least-squares loss around the global optimizers, which justifies its better performance than WF.

![Expected loss surfaces](image)

Fig. 3.2: Surface of the expected loss function of (a) least-squares (mirrored symmetrically), (b) RWF, and (c) WF when \(x = [1, -1]^T\).

The nonsmoothness of the loss function (3.3) does not negatively impact the performance of RWF because only with negligible probability the algorithm encounters nonsmooth points for some samples, which furthermore are set not to contribute to the gradient direction by RWF. The gradient of the RWF loss (3.3) is given as

\[
\nabla \ell(\mathbf{z}) := \frac{1}{m} \sum_{i=1}^{m} (a_i^T \mathbf{z} - |a_i^T \mathbf{x}| \cdot \text{sgn}(a_i^T \mathbf{z})) \ a_i,
\]

where \(\text{sgn}(0) = 0\) by convention. Comparing this with the gradient of the least-squares loss

\[
\nabla \ell_{LS}(\mathbf{z}) = \frac{1}{m} \sum_{i=1}^{m} (a_i^T \mathbf{z} - a_i^T \mathbf{x}) \ a_i,
\]

one can see that RWF uses estimated phase information \(\text{sgn}(a_i^T \mathbf{z})\) to generate the gradient updates, and the convergence behavior of RWF is much similar to that of least-squares with phase information if initialized properly. Indeed, Figure 3.3 illustrates that RWF takes
almost the same number of iterations for recovering a signal (with only the magnitude information) as the least-squares gradient descent method for recovering a signal (with both the magnitude and the sign information).

Fig. 3.3: Comparison of convergence behavior between RWF and the least-squares gradient descent with the same initialization, the same parameters $n = 1000$, $m = 6n$, and the same step size $\mu = 0.8$.

We next characterize the convergence of RWF in the following theorem.

**Theorem 3.2.** Consider the problem of solving any given $x \in \mathbb{R}^n$ from a system of equations (3.1) with Gaussian measurement vectors. There exist some universal constants $\mu_0 > 0$ ($\mu_0$ can be set as 0.8 in practice), $0 < \rho, \nu < 1$ and $c_0, c_1, c_2 > 0$ such that if $m \geq c_0 n$ and $\mu < \mu_0$, then with probability at least $1 - c_1 \exp(-c_2 m)$, Algorithm 1 yields

$$\text{dist}(z^{(t)}, x) \leq \nu (1 - \rho)^t \|x\|, \quad \forall t \in \mathbb{N}. \quad (3.11)$$

Theorem 3.2 indicates that RWF recovers the true signal with $O(n)$ samples, which is order-level optimal. Such an algorithm improves the sample complexity $O(n \log n)$ of WF. Furthermore, RWF does not require truncation of weak samples in the gradient step to achieve the same sample complexity as TWF. This is mainly because RWF benefits from the lower-order loss function given in (3.3), the curvature of which behaves similarly to the least-squares loss function locally as we explain in Section 3.2.2.
Theorem 3.2 also suggests that RWF converges geometrically at a constant step size. To reach $\epsilon$—accuracy, it requires computational cost of $O(mn \log 1/\epsilon)$ flops, which is better than WF ($O(mn^2 \log(1/\epsilon))$). Furthermore, it does not require truncation in gradient steps to reach the same computational cost as TWF. Numerically, as we demonstrate in Section 3.5, RWF is two times faster than TWF and four to six times faster than WF in terms of both iteration count and time cost in various examples.

We have established that RWF guarantees exact recovery with geometric convergence for noise-free case. We now study RWF in the presence of noise. Suppose the measurements are corrupted by bounded noise, and are given by

$$y_i = |a_i^T x| + w_i, \quad 1 \leq i \leq m,$$

(3.12)

where $\{w_i\}_{i=1}^m$ denote the additive noise. Then the following theorem shows that RWF is robust under such noise corruption.

**Theorem 3.3.** Consider the model (3.12). Suppose that the measurement vectors are independently Gaussian, i.e., $a_i \sim \mathcal{N}(0, I)$ for $1 \leq i \leq m$, and the noise is bounded, i.e., $\|w\|/\sqrt{m} \leq c\|x\|$. Then there exist some universal constants $\mu_0 > 0$ ($\mu_0$ can be set as 0.8 in practice), $0 < \rho < 1$ and $c_0, c_1, c_2 > 0$ such that if $m \geq c_0 n$ and $\mu < \mu_0$, then with probability at least $1 - c_1 \exp(-c_2 m)$, Algorithm 1 yields

$$\text{dist}(z^{(t)}, x) \lesssim \frac{\|w\|}{\sqrt{m}} + (1 - \rho)^t \|x\|, \quad \forall t \in \mathbb{N},$$

(3.13)

for some $\rho \in (0, 1)$.

The numerical result under the Poisson noise model in Section 3.5 further corroborates the stability of RWF.
3.4 Incremental Reshaped Wirtinger Flow

In large-sample and online scenarios, stochastic algorithms are preferred due to their potential advantage of faster convergence and lower memory requirement. Thus, in this section, we develop stochastic versions of RWF, referred to as incremental reshaped Wirtinger flow (IRWF). We show that IRWF guarantees exact recovery at a linear convergence rate under the same sample complexity. We further draw the connection between IRWF and the randomized Kaczmarz method recently developed for phase retrieval [62, 63, 131], and establish its global convergence as a side product.

In order to fully exploit the processing throughput of CPU/GPU, we develop a mini-batch IRWF, described in Algorithm 2. The mini-batch IRWF applies the same initialization step as in RWF, and uses a mini-batch of measurements for each gradient update.

**Algorithm 2** Mini-batch Incremental Reshaped Wirtinger Flow (mini-batch IRWF)

**Input:** \( y = \{y_i\}_{i=1}^{m}, \{a_i\}_{i=1}^{m}, \) mini-batch size \( k; \)

**Initialization:** Same as in RWF (Algorithm 1);

**Gradient loop:** for \( t = 0 : T - 1 \) do

Choose \( \Gamma_t \) uniformly at random from the subsets of \( \{1, 2, \ldots, m\} \) with the cardinality \( k, \)

and let

\[
 z^{(t+1)} = z^{(t)} - \mu \cdot A_{\Gamma_t}^* \left( A_{\Gamma_t} z^{(t)} - y_{\Gamma_t} \odot \text{Ph}(A_{\Gamma_t} z^{(t)}) \right),
\]

(3.14)

where \( A_{\Gamma_t} \) is a matrix stacking \( a_i^* \) for \( i \in \Gamma_t \) as its rows, \( y_{\Gamma_t} \) is a vector stacking \( y_i \) for \( i \in \Gamma_t \) as its elements, and \( \text{Ph}(z) \) denotes the phase vector of \( z. \)

**Output** \( z^{(T)}. \)

If the gradient update uses only a single sample, i.e., \( k = 1 \), we refer to Algorithm 2 as IRWF, where the step (3.14) becomes

\[
 z^{(t+1)} = z^{(t)} - \mu \left( a^*_i z^{(t)} - y_{i_t} \cdot \frac{a^*_i z^{(t)}}{|a^*_i z^{(t)}|} a_{i_t} \right).
\]

(3.15)

We characterize the convergence of mini-batch IRWF in the following theorem.

**Theorem 3.4.** Consider the problem of solving any given \( x \in \mathbb{R}^n \) from a system of equa-
tions (3.1) with Gaussian measurement vectors. There exist some universal constants $0 < \rho, \rho_0, \nu < 1$ and $c_0, c_1, c_2 > 0$ such that if $m \geq c_0 n$ and $\mu = \rho_0 / n$, then with probability at least $1 - c_1 \exp(-c_2 m)$, Algorithm 2 yields

$$E_{\Gamma_{t+1}}\left[ \text{dist}^2(z^{(t+1)}, x) \right] \leq \nu \left( 1 - \frac{k \rho}{n} \right) \cdot \text{dist}^2(z^{(t)}, x),$$

(3.16)

for all $z^{(t)}$ satisfying $\frac{\text{dist}(z^{(t)}, x)}{\|z\|} \leq \frac{1}{10}$, where $E_{\Gamma_t}[\cdot]$ denotes the expectation with respect to the randomly selected index set $\Gamma_t$ conditioned on the high probability event of the random measurements $\{a_i\}_{i=1}^m$.

Proof. See Section 3.7.5.

We suggest that $\rho_0 = 1$ and hence the step size $\mu = \frac{1}{n}$ in practice. Theorem 3.4 establishes that mini-batch IRWF achieves linear convergence to the global optimizer under the sample complexity $O(n)$. For a generic optimization objective, it is not anticipated that incremental/stochastic first-order methods achieve linear convergence due to the variance of stochastic gradients. However, for our specific problem, the variance of stochastic gradients reduces as the estimate approaches the true signal, and hence a fixed step size can be employed and linear convergence can be established. A result similar in spirit was also established for the stochastic algorithm based on TWF (referred to as ITWF) [64]. We provide further comparisons between IRWF and ITWF in Section 3.4.2. On the other hand, it was shown in [132, 133] that stochastic gradient methods yield linear convergence to the minimizer $x_*$ if the objective $F(x) = \sum_i f_i(x)$ is a smooth and strongly convex function and $x_*$ minimizes all components $f_i(x)$. The summands of our objective (3.3) also share the same minimizer (although it is neither convex nor smooth), which also helps to explain the linear convergence rate of IRWF.
3.4.1 Connection to the Kaczmarz Method for Phase Retrieval

The Kaczmarz method was originally developed for solving systems of linear equations [134]. In [62, 63], it was adapted to solve the phase retrieval problem, which we refer to as Kaczmarz-PR. It has been demonstrated in [62] that Kaczmarz-PR exhibits better empirical performance than error reduction (ER) [52, 53] and WF [1]. However, global convergence of Kaczmarz-PR has not been well established yet, although the randomized Kaczmarz method for the least-squares problem is established to converge at a linear rate [135, 136]. For instance, [62] obtained a bound on the estimation error which can be as large as the signal energy no matter how many iterations are taken. [63] established the asymptotic convergence in the regime when both \( m \) and \( n \) go to infinity but their ratio is fixed.

In this section, we draw a curious connection between IRWF and Kaczmarz-PR, which enables us to establish the theoretical guarantee of Kaczmarz-PR by adapting that of IRWF. This is analogous to the connection made in [133] between the Kaczmarz method and the stochastic gradient method for solving the least-squares problem. Here, the connection is made possible due to the lower-order loss function of RWF, which was not evident in previous studies of WF and TWF.

To be more specific, the Kaczmarz-PR [62, Algorithm 3] employs the following update rule

\[
z^{(t+1)} = z^{(t)} - \frac{1}{\|a_{i_t}\|^2} \left( a_{i_t}^* z^{(t)} - y_{i_t} \cdot \left| \frac{a_{i_t}^* z^{(t)}}{|a_{i_t}^* z^{(t)}|} \right| \right) a_{i_t},
\]  

(3.17)

where \( i_t \) is selected either in a deterministic manner or randomly. We focus on the randomized case where \( i_t \) is selected uniformly at random from \( \{1, \ldots, m\} \).

Comparing (3.17) and (3.15), the update rule of Kaczmarz-PR becomes equivalent to IRWF, if we replace the step size \( \mu \) by \( \frac{1}{\|a_{i_t}\|^2} \). Moreover, these two update rules are close if \( \mu \) is set as suggested, i.e., \( \mu = \frac{1}{n} \), because for Gaussian measurements, \( \|a_{i_t}\|^2 \) concentrates around \( n \) by the law of large numbers. As we demonstrate in the numerical experiments
(see Table 3.1), Kaczmarz-PR and IRWF have similar performance as anticipated. Thus, following the convergence guarantee for IRWF in Theorem 3.4, we establish the convergence guarantee for the randomized Kaczmarz-PR as follows.

**Theorem 3.5.** Assume the measurement vectors are independent and each $a_i \sim \mathcal{N}(0, I)$. There exist some universal constants $0 < \rho < 1$ and $c_0, c_1, c_2 > 0$ such that if $m \geq c_0 n$, then with probability at least $1 - c_1 m \exp(-c_2 n)$, the randomized Kaczmarz-PR update rule (3.17) yields

$$E_{t+1} \left[ \text{dist}^2(z(t+1), x) \right] \leq \left(1 - \frac{\rho}{n}\right) \cdot \text{dist}^2(z(t), x)$$

(3.18)

for all $z(t)$ satisfying $\frac{\text{dist}(z(t), x)}{\|z\|} \leq \frac{1}{10}$.

**Proof.** See Section 3.7.6. \qed

The above theorem implies that once the estimate $z(t)$ enters the neighborhood of the true signal, the error diminishes at a linear rate in expectation.

Furthermore, [62] also provided a block Kaczmarz-PR (similar to the mini-batch version), whose update rule is given by

$$z(t+1) = z(t) - A_{\Gamma_t}^\dagger \left( A_{\Gamma_t} z(t) - y_{\Gamma_t} \odot \text{Ph}(A_{\Gamma_t} z(t)) \right),$$

(3.19)

where $\Gamma_t$ is a selected block at iterate $t$ containing row indices, and $\dagger$ represents Moore-Penrose pseudoinverse, which is computed as follows:

$$A^\dagger = \begin{cases} (A^* A)^{-1} A^*, & \text{if } A \text{ has linearly independent columns;} \\ A^* (A A^*)^{-1}, & \text{if } A \text{ has linearly independent rows.} \end{cases}$$

(3.20)

Comparing (3.19) and the mini-batch IRWF update in (3.14), these two update rules are similar to each other if $A_{\Gamma_t} A_{\Gamma_t}^*$ approaches $\frac{m}{\rho_0} I_{|\Gamma_t|}$. For the case with Gaussian measure-
ments, $A_{\Gamma_t}$ has linearly independent rows with high probability if $|\Gamma_t| \leq n$ and hence $A_{\Gamma_t}A^*_{\Gamma_t}$ is not far from $nI_{|\Gamma_t|}$. Our numerical experiments (see Table 3.1) further suggest similar convergence rates for these two algorithms with the same block/mini-batch size.

Next, we argue that for the CDP setting, block Kaczmarz-PR is the same as the mini-batch IRWF with $\mu = 1$. The CDP measurements are collected in the following form

$$y^{(l)} = |FD^{(l)}x|, \quad 1 \leq l \leq L,$$

(3.21)

where $F$ represents the discrete Fourier transform (DFT) matrix, $D^{(l)}$ denotes a diagonal matrix (mask), and $L$ denotes the number of masks. We choose the block size $|\Gamma_t|$ to be the dimension $n$ of the signal for the convenience of Fourier transform. Then $A_{\Gamma_t}$ becomes the Fourier transform composed with $D^{(l)}$ (mask effect) and $A^*_{\Gamma_t}$ becomes $D^{(l)*}$ multiplied by the inverse Fourier transform. Therefore, $(A_{\Gamma_t}A^*_{\Gamma_t}) = I$ if the diagonal elements of $D^{(l)}$ have unit magnitude. Taking the step size $\mu = 1$, the two algorithms are identical.

On the other hand, since the block Kaczmarz-PR needs to calculate the matrix inverse or to solve an inverse problem, the block size cannot be too large. However, mini-batch IRWF works well for a wide range of the mini-batch sizes, which can even grow with the signal dimension $n$ as long as a batch of data is loadable into the memory.

### 3.4.2 Comparison with Incremental Truncated Wirtinger Flow (ITWF)

Recently, [64] designed and analyzed an incremental algorithm based on TWF, which is referred to as ITWF. More specifically, ITWF employs the same initialization procedure as TWF and randomly chooses one sample with the index $i_t$ selected uniformly at random from $\{1, 2, \ldots, m\}$ for the gradient update as follows:

$$z^{(t+1)} = z^{(t)} - \mu \cdot \frac{|a_i^Tz|^2 - y_i^2}{a_i^Tz} a_i 1_{E_{1,t} \cap E_{3,t}},$$

(3.22)
where $1_{E_{1,t} \cap E_{3,t}}$ represents the truncation rule determined by the events $E_{1,t}^{i_1}$ and $E_{3,t}^{i_3}$. As a comparison, the update rule of IRWF is much simpler due to the use of the lower-order loss function and does not require any truncation in the gradient loop. [64] proved that ITWF converges linearly to the true signal as long as $m/n$ is large enough. Compared to ITWF, IRWF also achieves the same linear convergence, but runs faster than ITWF numerically as demonstrated in Section 3.5.

### 3.5 Numerical Results

In this section, we demonstrate the numerical efficiency of RWF and (mini-batch) IRWF by comparing their performance with other competitive algorithms. Our experiments are conducted not only for the real Gaussian case but also for the complex Gaussian and the CDP cases. All the experiments are implemented in Matlab 2015b and conducted on a computer equipped with Intel Core i7 3.4GHz CPU and 12GB RAM.

We first compare the sample complexity of RWF and IRWF with those of TWF, WF, Kaczmarz-PR and AltMinPhase via the empirical successful recovery rate versus the number of measurements. For RWF, we follow Algorithm 1 with the suggested parameters. For IRWF, we adopt a block size 64 for efficiency and set the step size $\mu = 1/n$. For WF, TWF, we use the code provided in the original papers with the suggested parameters. For ITWF, we also adopt a block size 64 and set the step size $\mu = 0.6/n$ (optimal step size). We conduct the experiments for the real Gaussian, complex Gaussian and CDP cases respectively. For the real and complex cases, we set the signal dimension $n$ to be 1000, and set the ratio $m/n$ to take values from 2 to 6 with a step 0.1. For each $m$, we run 100 trials and count the number of successful trials. For each trial, we run a maximal number of iterations/passes $T = 10000$ for all algorithms, and a trial is declared to be successful whenever the iterate satisfies $\text{dist}(z^{(T)}, \mathbf{x})/\|\mathbf{x}\| \leq 10^{-5}$. For the real Gaussian case, we generate the signal $\mathbf{x} \sim \mathcal{N}(0, I_{n \times n})$, and generate the mea-
measurement vectors $a_i \sim \mathcal{N}(0, I_{n \times n})$ i.i.d. for $i = 1, \ldots, m$. For the complex Gaussian case, we generate the signal $x \sim \mathcal{N}(0, I_{n \times n}) + j \mathcal{N}(0, I_{n \times n})$ and the measurement vectors $a_i \sim \frac{1}{2} \mathcal{N}(0, I_{n \times n}) + j \frac{1}{2} \mathcal{N}(0, I_{n \times n})$ i.i.d. for $i = 1, \ldots, m$. For the CDP case (3.21), we set $n = 1024$ for the convenience of FFT and $m/n = L = 1, 2, \ldots, 8$. All other settings are the same as those for the real case.

We note that for the CDP case, the Kaczmarz-PR algorithm is identical to the IRWF with step size $\mu = 1/n$ due to the argument in Section 3.4.1. Moreover under the CDP case, the AltMinPhase algorithm is identical to the RWF with step size $\mu = 1$ because the inverse of the Fourier measurement matrix is nothing but its conjugate transpose. In the following experiments for the CDP case, we choose the step size $\mu = 1/n$ for the IRWF and $\mu = 1$ for the RWF, under which the Kaczmarz-PR algorithm coincides with the IRWF and the AltMinPhase algorithm coincides with the RWF.

Figure 3.4 plots the fraction of successful trials out of 100 trials for all algorithms, with respect to $m/n$. It can be seen that IRWF and Kaczmarz-PR exhibit a similar sample complexity, which is the best for all three cases, and is close to the theoretical limit [137]. It can also be seen that the two incremental methods (IRWF and ITWF) outperform the batch methods (RWF, TWF, AltMinPhase and WF). This can be due to the inherent noise in incremental methods, which helps to escape bad local minima. This can be extremely helpful in the regime with a small number of samples, where local minima do exist near the global minima. Comparing among the batch methods (RWF, TWF AltMinPhase and WF), it can be seen that although RWF outperforms only WF and AltMinPhase (not TWF) for the real Gaussian case, it has a comparable performance for the complex case and outperforms TWF and WF in the CDP case. An intuitive explanation for the real case is that a substantial number of samples with small $|a_i^T z|$ can deviate the gradient direction so that truncation indeed helps to stabilize the algorithm if the number of measurements is not large.

We next compare the convergence rate of RWF, IRWF with those of TWF, ITWF, WF, Kaczmarcz and AltMinPhase. We run all of the algorithms with the suggested parameters
Fig. 3.4: Comparison of sample complexity among RWF, IRWF, TWF, ITWF, WF, Kaczmarz-PR and AltMinPhase.

in the original code. We generate the signal and measurements in the same way as those in the first experiment with \( n = 5000, m = 8n \). All algorithms are seeded with the RWF initialization. In Table 3.1, we list the number of passes and the time cost for all the algorithms to achieve a relative error of \( 10^{-14} \) averaged over 10 trials. For the incremental methods, one update passes \( k \) samples and one pass amounts to \( m/k \) updates. Clearly, IRWF with mini-batch size 64 runs the fastest for both the real and complex cases. Moreover, among the batch (deterministic) algorithms, RWF takes much fewer passes as well as runs much faster than TWF and WF. Although RWF takes more iterations than AltMinPhase, it runs much faster than AltMinPhase due to the fact that each iteration of AltMinPhase needs to solve a least-squares problem that takes much longer than a simple gradient update in RWF.

We also compare the performance of the above algorithms on the recovery of a real
Table 3.1: Comparison of iteration count and time cost among algorithms ($n = 5000, m = 8n$).

<table>
<thead>
<tr>
<th></th>
<th>Real Gaussian</th>
<th></th>
<th>Complex Gaussian</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#passes</td>
<td>time(s)</td>
<td>#passes</td>
<td>time(s)</td>
</tr>
<tr>
<td><strong>Batch methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RWF</td>
<td>72</td>
<td>12.66</td>
<td>176</td>
<td>122.4</td>
</tr>
<tr>
<td>TWF</td>
<td>186</td>
<td>32.36</td>
<td>487</td>
<td>395.1</td>
</tr>
<tr>
<td>WF</td>
<td>319</td>
<td>54.83</td>
<td>932</td>
<td>887.8</td>
</tr>
<tr>
<td>AltMinPhase</td>
<td>6</td>
<td>79.58</td>
<td>159</td>
<td>9637</td>
</tr>
<tr>
<td><strong>Incremental methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRWF</td>
<td>9</td>
<td>44.77</td>
<td>21</td>
<td>233.2</td>
</tr>
<tr>
<td>mini-batch IRWF (64)</td>
<td>9</td>
<td>8.076</td>
<td>21</td>
<td>48.58</td>
</tr>
<tr>
<td>mini-batch ITWF (64)</td>
<td>16</td>
<td>37.38</td>
<td>29</td>
<td>149.5</td>
</tr>
<tr>
<td>Kaczmarz-PR</td>
<td>9</td>
<td>50.68</td>
<td>21</td>
<td>248.4</td>
</tr>
<tr>
<td>block Kaczmarz-PR (64)</td>
<td>8</td>
<td>28.50</td>
<td>22</td>
<td>89.31</td>
</tr>
</tbody>
</table>

Image from the Fourier intensity measurements (the two dimensional CDP case). The image (see Figure 3.5) is the Milky Way Galaxy with resolution $1920 \times 1080$. Table 3.2 lists the number of passes and the time cost for the above six algorithms to achieve the relative error of $10^{-15}$ for one R/G/B channel. All algorithms are seeded with the RWF initialization. To explore the advantage of FFT, we run the incremental/stochastic methods with the mini-batch size equal to the number of pixels for one R/G/B channel. We note that with such a mini-batch size, IRWF is equivalent to block Kaczmarz-PR from the discussion in Section 3.4.1. It can be seen that in general, the incremental/stochastic methods (IRWF and ITWF) run faster than the batch methods (RWF, TWF, WF). Moreover, among the batch methods, RWF outperforms the other three algorithms in both the number of passes and the computational time. In particular, RWF runs two times faster than TWF and six times faster than WF in terms of both the number of iterations and the computational time.

We next demonstrate the robustness of RWF to noise and compare it with TWF. We consider the phase retrieval problem in imaging applications, where Poisson noise is often used to model the sensor and electronic noise [138]. Specifically, the noisy measurements
Table 3.2: Comparison of iterations and time cost among algorithms on recovery of Galaxy image (shown in Figure 3.5), where $L = m/n$ denotes the number of CDP masks.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>RWF</th>
<th>IRWF</th>
<th>TWF</th>
<th>ITWF</th>
<th>WF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L = 6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#passes</td>
<td>140</td>
<td>24</td>
<td>410</td>
<td>41</td>
<td>fail</td>
</tr>
<tr>
<td>time cost(s)</td>
<td>110</td>
<td><strong>21.2</strong></td>
<td>406</td>
<td>43</td>
<td>fail</td>
</tr>
<tr>
<td>$L = 12$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#passes</td>
<td>70</td>
<td>8</td>
<td>190</td>
<td>12</td>
<td>315</td>
</tr>
<tr>
<td>time cost(s)</td>
<td>107</td>
<td><strong>13.7</strong></td>
<td>363.6</td>
<td>25.9</td>
<td>426</td>
</tr>
</tbody>
</table>

of intensity can be expressed as $y_i = \sqrt{\alpha \cdot \text{Poisson}(\|a_i^T x\|^2/\alpha)}$, for $i = 1, 2, ...m$ where $\alpha$ denotes the level of the input noise, and Poisson($\lambda$) denotes a random sample generated by the Poisson distribution with mean $\lambda$. It can be observed from Figure 3.6 that RWF performs better than TWF in terms of the recovery accuracy under two different noise levels.

### 3.6 Conclusion

In this chapter, we study RWF and its stochastic version IRWF to recover a signal from a quadratic systems of equations, based on a nonconvex and nonsmooth quadratic loss function of magnitude measurements. This loss function sacrifices the smoothness but
enjoys advantages in statistical and computational efficiency. It has potential to be extended in various scenarios. One interesting direction is to extend such an algorithm to exploit signal structures (e.g., non-negativity, sparsity, etc) to assist the recovery. The lower-order loss function may offer great simplicity to prove performance guarantee in such cases.

Another interesting direction is to study the convergence of algorithms from random initialization. In the regime of large sample size \((m \gg n)\), the empirical loss surface approaches the asymptotic loss (Figure 3.2(b)) and hence has no spurious local minima. Due to the result [139], it is conceivable that gradient descent converges from random starting point. Similar phenomenons have been observed in [43, 80]. However, under moderate number of measurements \((m < 10n)\), authentic local minima do exist and often locate not far from the global ones. In this regime, the batch gradient method often fails with random initialization. As always believed, stochastic algorithms are efficient in escaping bad local minima or saddle points in nonconvex optimization because of the inherent noise [82, 140]. We observe numerically that IRWF and block IRWF from random starting point still converge to global minimum even with very small sample size which is close to the theoretical limits [141]. It is of interest to analyze theoretically that stochastic methods escape these local minima (not just saddle points) efficiently.

Fig. 3.6: Comparison of relative error under Poisson noise between RWF and TWF.
3.7 Technical Proofs

We first introduce some notations here. We let $\mathcal{A} : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^m$ be a linear map

$$M \in \mathbb{R}^{n \times n} \mapsto \mathcal{A}(M) := \{a_i^T M a_i\}_{1 \leq i \leq m}.$$  

We let $\| \cdot \|_1$ and $\| \cdot \|_2$ denote the $l_1$ norm and $l_2$ norm of a vector, respectively. Moreover, let $\| \cdot \|_F$ and $\| \cdot \|$ denote the Frobenius norm and the spectral norm of a matrix, respectively. We note that the constants $c, C, c_0, c_1, c_2$ may be different from line to line, for the sake of notational simplicity.

3.7.1 Proof of Proposition 3.1: Initialization

The idea of using truncation to bound some non-sub-Gaussian sequences has appeared in previous works [45, Lemma2.3] and TWF [61]. Compared to the proof for TWF, this proof has new technical developments to address the magnitude measurements and truncation from both sides.

We first estimate the norm of $x$ as

$$\lambda_0 = \frac{mn}{\sum_{i=1}^{m} \|a_i\|_1} \cdot \left( \frac{1}{m} \sum_{i=1}^{m} y_i \right).$$  \hspace{1cm} (3.23)

Since $a_i \sim \mathcal{N}(0, I_{n \times n})$, by Hoeffding-type inequality, it can be shown that

$$\left| \frac{\sum_{i=1}^{m} \|a_i\|_1}{mn} - \sqrt{\frac{2}{\pi}} \right| < \frac{\epsilon}{3}$$  \hspace{1cm} (3.24)

holds with probability at least $1 - 2 \exp(-c_1 mn \epsilon^2)$ for some constant $c_1 > 0$.

Moreover, given $x$, $y_i$'s are independent sub-Gaussian random variables. Thus, by
Hoeffding-type inequality, it can be shown that
\[
\left| \sqrt{\frac{\pi}{2}} \left( \frac{1}{m} \sum_{i=1}^{m} y_i \right) - \|x\| \right| < \frac{\epsilon}{3} \|x\|
\] (3.25)
holds with probability at least \(1 - 2 \exp(-c_1 m \epsilon^2)\) for some constant \(c_1 > 0\).

On the event \(E_1 = \{\text{both (3.24) and (3.25) hold}\}\), it can be argued that
\[
|\lambda_0 - \|x\|| < \epsilon \|x\|. \tag{3.26}
\]

Without loss of generality, we let \(\|x\| = 1\). Then on the event \(E_1\), the truncation function satisfies the following bounds
\[
1_{\{a_1(1+\epsilon) < |a_i^T x| < a_u(1-\epsilon)\}} \leq 1_{\{a_1 \lambda_0 < y_i < a_u \lambda_0\}} \leq 1_{\{a_1(1-\epsilon) < |a_i^T x| < a_u(1+\epsilon)\}}.
\]

Thus, by defining
\[
Y_1 := \frac{1}{m} \sum a_i a_i^T |a_i^T x| 1_{\{a_1(1+\epsilon) < |a_i^T x| < a_u(1-\epsilon)\}},
\]
\[
Y_2 := \frac{1}{m} \sum a_i a_i^T |a_i^T x| 1_{\{a_1(1-\epsilon) < |a_i^T x| < a_u(1+\epsilon)\}},
\]
we have \(Y_1 \prec Y \prec Y_2\). We further compute the expectations of \(Y_1\) and \(Y_2\) and obtain
\[
\text{E}[Y_1] = (\beta_1 xx^T + \beta_2 I), \quad \text{E}[Y_2] = (\beta_3 xx^T + \beta_4 I), \tag{3.27}
\]
where
\[
\beta_1 := \text{E}[|\xi|^3 1_{\{a_1(1+\epsilon) < |\xi| < a_u(1-\epsilon)\}}] - \text{E}[|\xi| 1_{\{a_1(1+\epsilon) < |\xi| < a_u(1-\epsilon)\}}],
\]
\[
\beta_3 := \text{E}[|\xi|^3 1_{\{a_1(1-\epsilon) < |\xi| < a_u(1+\epsilon)\}}] - \text{E}[|\xi| 1_{\{a_1(1-\epsilon) < |\xi| < a_u(1+\epsilon)\}}],
\]
\[
\beta_2 := \text{E}[|\xi| 1_{\{a_1(1+\epsilon) < |\xi| < a_u(1-\epsilon)\}}], \quad \beta_4 := \text{E}[|\xi| 1_{\{a_1(1-\epsilon) < |\xi| < a_u(1+\epsilon)\}}]
\]
where $\xi \sim N(0, 1)$. For given $\alpha_l$ and $\alpha_u$, small value of $\epsilon$ yields arbitrarily close $\beta_1$ and $\beta_3$, as well as arbitrarily close $\beta_2$ and $\beta_4$. For example, taking $\alpha_l = 1, \alpha_u = 5$ and $\epsilon = 0.01$, we have $\beta_1 = 0.9678, \beta_2 = 0.4791, \beta_3 = 0.9688, \beta_4 = 0.4888$.

Now applying standard results on random matrices with non-isotropic sub-Gaussian rows [142, equation (5.26)] and noticing that $a_i a_i^T |a_i^T x| 1_{|a_i^T x| < \alpha_u (1 - \epsilon)}$ can be rewritten as $b_i b_i^T$ for sub-Gaussian vector $b_i := a_i \sqrt{|a_i^T x|} 1_{|a_i^T x| < \alpha_u (1 - \epsilon)}$, one can derive

$$\|Y_1 - E[Y_1]\| \leq \delta, \quad \|Y_2 - E[Y_2]\| \leq \delta$$

(3.28)

with probability $1 - 4 \exp(-c_1(\delta) m)$ for some positive $c_1$ which is only affected by $\delta$, provided that $m/n$ exceeds a certain constant. Furthermore, when $\epsilon$ is sufficiently small, one further has $\|E[Y_1] - E[Y_2]\| \leq \delta$. Combining the above facts together, one can show that

$$\|Y - (\beta_1 x x^T + \beta_2 I)\| \leq 3\delta.$$

(3.29)

Let $\tilde{z}^{(0)}$ be the normalized leading eigenvector of $Y$. Following the arguments in [1, Section 7.8] and taking $\delta$ and $\epsilon$ to be sufficiently small, one has

$$\text{dist}(\tilde{z}^{(0)}, x) \leq \tilde{\delta},$$

(3.30)

for a given $\tilde{\delta} > 0$, as long as $m/n$ exceeds a certain constant.

### 3.7.2 Proof in Section 3.2.2: Expectation of loss functions

The expectation of the loss function (3.2) of WF is given by [80] as

$$E[\ell_{WF}(z)] = \frac{3}{4} \|x\|^4 + \frac{3}{4} \|z\|^4 - \frac{1}{2} \|x\|^2 \|z\|^2 - |z^T x|^2.$$

(3.31)
We next show that the expectation of the loss function (3.3) of RWF has the following form:

\[
E[\ell(z)] = \frac{1}{2} \|x\|^2 + \frac{1}{2} \|z\|^2 - \|x\| \|z\| \cdot E \left[ \frac{|a_i^T z|}{\|z\|} \cdot \frac{|a_i^T x|}{\|x\|} \right],
\]

(3.32)

where

\[
E \left[ \frac{|a_i^T z|}{\|z\|} \cdot \frac{|a_i^T x|}{\|x\|} \right] = \begin{cases} 
\frac{(1-\rho^2)^{3/2}}{\pi} \int_0^\infty t(e^{\rho t} + e^{-\rho t}) K_0(t) dt, & \text{if } |\rho| < 1; \\
1, & \text{if } |\rho| = 1;
\end{cases}
\]

(3.33)

where \(\rho = \frac{z^T x}{\|x\| \|z\|}\) and \(K_0(\cdot)\) is the modified Bessel function of the second kind.

In order to derive (3.33), we first define

\[ u := \frac{a_i^T z}{\|z\|} \quad \text{and} \quad v := \frac{a_i^T x}{\|x\|}, \]

and it suffices to drive \(E[|uv|]\). Note that \((u, v) \sim \mathcal{N}(0, \Sigma)\), where

\[
\Sigma = \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}, \quad \text{and} \quad \rho = \frac{z^T x}{\|x\| \|z\|}.
\]

Following [143], the density function of \(u \cdot v\) is given by

\[
\phi_{uv}(x) = \frac{1}{\pi \sqrt{1 - \rho^2}} \exp \left( \frac{\rho x}{1 - \rho^2} \right) K_0 \left( \frac{|x|}{1 - \rho^2} \right), \quad x \neq 0.
\]

Thus, the density of \(|uv|\) is given by

\[
\psi_{|uv|}(x) = \frac{1}{\pi \sqrt{1 - \rho^2}} \exp \left( \frac{\rho x}{1 - \rho^2} \right) + \exp \left( -\frac{\rho x}{1 - \rho^2} \right) K_0 \left( \frac{|x|}{1 - \rho^2} \right), \quad x > 0,
\]
for $|\rho| < 1$. Therefore, if $|\rho| < 1$, then

$$E[|uv|] = \int_0^\infty x \cdot \psi_\rho(x) dx$$

$$= \int_0^\infty x \cdot \frac{1}{\pi \sqrt{1 - \rho^2}} \left[ \exp \left( \frac{\rho x}{1 - \rho^2} \right) + \exp \left( -\frac{\rho x}{1 - \rho^2} \right) \right] K_0 \left( \frac{|x|}{1 - \rho^2} \right) dx$$

$$= \frac{(1 - \rho^2)^{3/2}}{\pi} \int_0^\infty t(t e^{\rho t} + e^{-\rho t}) K_0(t) dt$$

where the last step follows by changing variables.

If $|\rho| = 1$, then $|uv|$ becomes a $\chi_1^2$ random variable, with the density

$$\psi_{|uv|}(x) = \frac{1}{\sqrt{2\pi}} x^{-1/2} \exp(-x/2), \quad x > 0,$$

and hence $E[|uv|] = 1$.

### 3.7.3 Proof of Theorem 3.2: Geometric Convergence of RWF

The general structure of the proof follows that for WF in [1] and TWF in [61]. However, the proof requires development of new bounds due to the nonsmoothness of the loss function and absolute value based measurements. On the other hand the proof is much simpler due to the lower-order loss function adopted in RWF.

We first introduce a global phase notation for real case as follows:

$$\Phi(z) := \begin{cases} 0, & \text{if } \|z - \alpha\| \leq \|z + \alpha\|, \\ \pi, & \text{otherwise.} \end{cases} \quad (3.34)$$

For the sake of simplicity, we let $z$ be $e^{-j\Phi(z)}z$, which indicates that $z$ is always in the neighborhood of $\alpha$. Furthermore, we denote $h := z - \alpha$.

The idea of the proof is to show that within the neighborhood of global optima, RWF
satisfies the Regularity Condition \( \text{RC}(\mu, \lambda, c) \), i.e.,

\[
\langle \nabla \ell(z), h \rangle \geq \frac{\mu}{2} \| \nabla \ell(z) \|^2 + \frac{\lambda}{2} \| h \|^2
\]  

(3.35)

for all \( z \) and \( h = z - x \) obeying \( \| h \| \leq c \| x \| \), where \( 0 < c < 1 \) is some constant. Then, as shown in [61], once the initialization lands into this neighborhood, linear convergence can be guaranteed, i.e.,

\[
\text{dist}^2(z - \mu \nabla \ell(z), x) \leq (1 - \mu \lambda) \text{dist}^2(z, x),
\]

(3.36)

for any \( z \) with \( \| z - x \| \leq c \| x \| \).

To show the regularity condition, we first define a set \( S := \{ i : 1 \leq i \leq m, (a_i^T z)(a_i^T x) < 0 \} \), and then derive the following bound:

\[
\langle \nabla \ell(z), h \rangle = \frac{1}{m} \sum_{i=1}^{m} (a_i^T z - |a_i^T x| \text{sgn}(a_i^T z)) (a_i^T h)
\]

\[
= \frac{1}{m} \left[ \sum_{i=1}^{m} (a_i^T h)^2 + 2 \sum_{i \in S} (a_i^T x)(a_i^T h) \right]
\]

\[
\geq \frac{1}{m} \left[ \sum_{i=1}^{m} (a_i^T h)^2 - 2 \sum_{i \in S} (a_i^T x)(a_i^T h) \right]
\]

\[
\geq \frac{1}{m} \left[ \sum_{i=1}^{m} (a_i^T h)^2 - 2 \sum_{i \in S} 2 \left| (a_i^T x)(a_i^T h) \right| \right].
\]  

(3.37)

The first term in (3.37) can be bounded using Lemma 3.1 in [45], which we state below.

**Lemma 3.6.** For any \( 0 < \epsilon < 1 \), if \( m > c_0 n \epsilon^{-2} \), then with probability at least \( 1 - 2 \exp(-c_1 \epsilon^2 m) \),

\[
(1 - \epsilon)\| h \|^2 \leq \frac{1}{m} \sum_{i=1}^{m} (a_i^T h)^2 \leq (1 + \epsilon)\| h \|^2
\]

(3.38)

holds for all non-zero vectors \( h \in \mathbb{R}^n \). Here, \( c_0, c_1 > 0 \) are some universal constants.
For the second term in (3.37), we derive

$$
\sum_{i \in S} 2 |a_i^T x| |a_i^T h| \leq \sum_{i \in S} \left[ (a_i^T x)^2 + (a_i^T h)^2 \right]
$$

$$
= \sum_{i=1}^{m} \left[ (a_i^T x)^2 + (a_i^T h)^2 \right] \cdot 1_{(a_i^T x)(a_i^T h)<0}
$$

$$
= \sum_{i=1}^{m} \left[ (a_i^T x)^2 + (a_i^T h)^2 \right] \cdot 1_{(a_i^T x)(a_i^T h)<0}
$$

$$
\leq \sum_{i=1}^{m} \left[ (a_i^T x)^2 + (a_i^T h)^2 \right] \cdot 1_{|a_i^T x|<|a_i^T h|}
$$

$$
\leq 2 \sum_{i=1}^{m} (a_i^T h)^2 \cdot 1_{|a_i^T x|<|a_i^T h|}.
$$

(3.39)

The above equation can be further upper bounded by the following lemma.

**Lemma 3.7.** For any $\epsilon > 0$, if $m > c_0 n \epsilon^{-2} \log \epsilon^{-1}$, then with probability at least $1 - C \exp(-c_1 \epsilon^2 m)$,

$$
\frac{1}{m} \sum_{i=1}^{m} (a_i^T h)^2 \cdot 1_{|a_i^T x|<|a_i^T h|} \leq (0.13 + \epsilon) \|h\|^2
$$

(3.40)

holds for all non-zero vectors $h \in \mathbb{R}^n$ satisfying $\|h\| \leq \frac{1}{10} \|x\|$. Here, $c_0, c_1, C > 0$ are some universal constants.

**Proof.** We first prove bounds for any fixed $h \leq \frac{1}{10} \|x\|$, and then develop a uniform bound later on. We introduce a series of auxiliary random Lipschitz functions to approximate the indicator functions. For $i = 1, \ldots, m$, define

$$
\chi_i(t) := \begin{cases} 
    t, & \text{if } t > (a_i^T x)^2; \\
    \frac{1}{\delta}(t - (a_i^T x)^2) + (a_i^T x)^2, & \text{if } (1 - \delta)(a_i^T x)^2 \leq t \leq (a_i^T x)^2; \\
    0, & \text{else};
\end{cases}
$$

(3.41)
and then \( \chi_i(t) \)'s are random Lipschitz functions with Lipschitz constant \( \frac{1}{\delta} \). We further have

\[
|a_i^T h|^2 1_{\{|a_i^T x| < |a_i^T h|\}} \leq \chi_i(|a_i^T h|^2) \leq |a_i^T h|^2 1_{\{(1-\delta)|a_i^T x|^2 < |a_i^T h|^2\}}. \tag{3.42}
\]

For convenience, we denote \( \gamma_i := \frac{|a_i^T h|^2}{\|h\|^2} 1_{\{(1-\delta)|a_i^T x|^2 < |a_i^T h|^2\}} \) and \( \theta := \|h\|/\|x\| \). We next estimate the expectation of \( \gamma_i \), by conditional expectation,

\[
E[\gamma_i] = \int_\Omega \gamma_i d\mathbb{P} = \int_{-\infty}^\infty \int_{-\infty}^\infty E \left[ \gamma_i \middle| a_i^T x = \tau_1 \|x\|, a_i^T h = \tau_2 \|h\| \right] \cdot f(\tau_1, \tau_2) d\tau_1 d\tau_2, \tag{3.43}
\]

where \( f(\tau_1, \tau_2) \) is the density of two joint Gaussian random variables with correlation \( \rho = \frac{h^T x}{\|h\|\|x\|} \neq \pm 1 \). We then continue to derive

\[
E[\gamma_i] = \int_{-\infty}^\infty \tau_2^2 \cdot 1_{\{\sqrt{1-\delta} |\tau_1| < |\tau_2| \theta \}} \cdot f(\tau_1, \tau_2) d\tau_1 d\tau_2
\]

\[
= \frac{1}{2\pi \sqrt{1-\rho^2}} \int_{-\infty}^\infty \tau_2^2 \exp \left( -\frac{\tau_2^2}{2} \right) \cdot \int_0^{\frac{|\tau_2| \theta}{\sqrt{1-\rho^2}}} \exp \left( -\frac{(\tau_1 - \rho \tau_2)^2}{2(1-\rho^2)} \right) d\tau_1 d\tau_2 \tag{3.44}
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^\infty \tau_2^2 \exp \left( -\frac{\tau_2^2}{2} \right) \cdot \int_0^{\frac{|\tau_2| \theta}{\sqrt{1-\rho^2}}} \left( \text{erf} \left( \frac{|\tau_2| \theta}{\sqrt{1-\rho^2}} - \frac{\rho \tau_2}{\sqrt{1-\rho^2}} \right) - \text{erf} \left( \frac{|\tau_2| \theta}{\sqrt{1-\rho^2}} - \frac{\rho \tau_2}{\sqrt{1-\rho^2}} \right) \right) d\tau_2
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_0^{\infty} \tau_2^2 \exp \left( -\frac{\tau_2^2}{2} \right) \left( \text{erf} \left( \frac{\theta}{\sqrt{1-\delta}} - \frac{\rho \tau_2}{\sqrt{1-\rho^2}} \right) + \text{erf} \left( \frac{\theta}{\sqrt{1-\delta}} + \frac{\rho \tau_2}{\sqrt{1-\rho^2}} \right) \right) d\tau_2. \tag{3.45}
\]

For \( |\rho| < 1 \), \( E[\gamma_i] \) is a continuous function of \( \rho \). For \( |\rho| = 1 \), \( E[\gamma_i] = 0 \). The last integral \( (3.45) \) can be calculated numerically. Figure 3.7 plots \( E[\gamma_i] \) for \( \theta = 0.1 \) and \( \delta = 0.01 \) over \( \rho \in [-1, 1] \). Furthermore, \( (3.44) \) indicates that \( E[\gamma_i] \) is monotonically increasing with both \( \theta \) and \( \delta \). Thus, we obtain a universal bound

\[
E[\gamma_i] \leq 0.13 \quad \text{for } \theta < 0.1 \text{ and } \delta = 0.01, \tag{3.46}
\]
which further implies $E[\chi_i(\|a_i^T h\|^2)] \leq 0.13\|h\|^2$ for $\theta < 0.1$ and $\delta = 0.01$.

Furthermore, $\chi_i(\|a_i^T h\|^2)$’s are sub-exponential with sub-exponential norm $O(\|h\|^2)$.

By the sub-exponential tail bound (Bernstein type) [142], we have

$$P \left[ \frac{1}{m} \sum_{i=1}^{m} \chi_i(\|a_i^T h\|^2) > (0.13 + \epsilon) \frac{\|h\|^2}{\|h\|^2} \right] < \exp(-c m \epsilon^2), \quad (3.47)$$

for some universal constant $c$, as long as $\|h\| \leq \frac{1}{10} \|x\|$.

We have proved so far that the claim holds for a fixed $h$. We next obtain a uniform bound over all $h$ satisfying $\|h\| \leq \frac{1}{10} \|x\|$. We first show the claim holds for all $h$ with $\|h\| = \frac{1}{10} \|x\|$ and then argue the claim holds when $\|h\| < \frac{1}{10} \|x\|$ towards the end of the proof. Let $\epsilon' = \epsilon \frac{\|x\|}{10}$ and we construct an $\epsilon'$–net $\mathcal{N}_{\epsilon'}$ covering the sphere with radius $\frac{1}{10} \|x\|$ in $\mathbb{R}^n$ with cardinality $|\mathcal{N}_{\epsilon'}| \leq (1 + \frac{2}{\epsilon})^n$. Then for any $\|h\| = \frac{1}{10} \|x\|$, there exists a $h_0 \in \mathcal{N}_{\epsilon'}$ such that $\|h - h_0\| \leq \epsilon \|h\|$. Taking the union bound for all the points on the net, we claim that

$$\frac{1}{m} \sum_{i=1}^{m} \chi_i(\|a_i^T h_0\|^2) \leq (0.13 + \epsilon) \|h_0\|^2, \quad \forall h_0 \in \mathcal{N}_{\epsilon'} \quad (3.48)$$

holds with probability at least $1 - (1 + 2/\epsilon)^n \exp(-c m \epsilon^2)$. 

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{figure3.7.png}
\caption{$E[\gamma_i]$ with respect to $\rho$}
\end{figure}
Since $\chi_i(t)$’s are Lipschitz functions with constant $1/\delta$, we have the following bound

$$\left| \chi_i(|a_i^T h|^2) - \chi_i(|a_i^T h_0|^2) \right| \leq \frac{1}{\delta} \left| |a_i^T h|^2 - |a_i^T h_0|^2 \right|. \quad (3.49)$$

Moreover, by [61, Lemma 1], we have

$$\frac{1}{m} \| A(M) \|_1 \leq c_2 \| M \|_F, \quad \text{for all symmetric rank-2 matrices } M \in \mathbb{R}^{n \times n}, \quad (3.50)$$

holds with probability at least $1 - C \exp(-c_1 m)$ as long as $m > c_0 n$ for some constants $C, c_0, c_1, c_2 > 0$. Consequently, on the event that (3.50) holds, we have

$$\left| \frac{1}{m} \sum_{i=1}^{m} \chi_i \left( |a_i^T h|^2 \right) - \frac{1}{m} \sum_{i=1}^{m} \chi_i \left( |a_i^T h_0|^2 \right) \right|$$

$$\leq \frac{1}{m} \sum_{i=1}^{m} \left| \chi_i \left( |a_i^T h|^2 \right) - \chi_i \left( |a_i^T h_0|^2 \right) \right|$$

$$\leq \frac{1}{\delta} \cdot \frac{1}{m} \| A(hh^T - h_0h_0^T) \|_1 \quad \text{because of (3.49)}$$

$$\leq \frac{1}{\delta} \cdot c_2 \| hh^T - h_0h_0^T \|_F \quad \text{because of (3.50)}$$

$$\leq \frac{1}{\delta} \cdot 3c_2 \| h - h_0 \| \cdot \| h \| \leq 3c_2 \epsilon / \delta \| h \|^2,$$

where the last inequality is due to the Lemma 2 in [61].

On the intersection of events that (3.48) and (3.50) hold, we have

$$\frac{1}{m} \sum_{i=1}^{m} \chi_i \left( |a_i^T h|^2 \right) \leq (0.13 + \epsilon + 3c_3 \epsilon / \delta) \| h \|^2, \quad (3.51)$$

for all $h$ with $\| h \| = \frac{1}{10} \| x \|$.

For the case when $\| h' \| < \frac{1}{10} \| x \|$, $h' = \omega h$ for some $h$ satisfying $\| h \| = \frac{1}{10} \| x \|$ and $0 < \omega < 1$. By the definition of $\chi_i(\cdot)$, it can be verified that

$$\chi_i(|a_i^T h'|^2) = \chi_i(|a_i^T (\omega h)|^2) \leq \omega^2 \chi_i(|a_i^T h|^2). \quad (3.52)$$
Applying (3.51), on the same event that (3.48) and (3.50) hold, we have

\[ \frac{1}{m} \sum_{i=1}^{m} \chi_i \left( |a_i^T h'|^2 \right) \leq (0.13 + \epsilon + 3c_3\epsilon/\delta) \|h'\|^2, \]  

(3.53)

for all \( \|h'\| < \frac{1}{10}\|x\| \). Since \( \epsilon \) can be arbitrarily small, the proof is completed. \( \Box \)

Therefore, combining Lemmas 3.6 and 3.7 with (3.37) yields

\[ \langle \nabla \ell(z), h \rangle \geq (1 - 0.26 - 2\epsilon)\|h\|^2 = (0.74 - 2\epsilon)\|h\|^2. \]  

(3.54)

We further provide an upper bound on \( \|\nabla \ell(z)\| \) in the following lemma.

**Lemma 3.8.** Fix \( \delta > 0 \), and assume \( y_i = |a_i^T x| \). Suppose that \( m \geq c_0n \) for a certain constant \( c_0 > 0 \). There exist some universal constants \( c, C > 0 \) such that with probability at least \( 1 - C \exp(-cm) \),

\[ \|\nabla \ell(z)\| \leq (1 + \delta) \cdot 2\|h\| \]  

(3.55)

holds for all non-zero vectors \( h, z \in \mathbb{R}^n \) satisfying \( z = x + h \) and \( \|h\| \|x\| \leq \frac{1}{10} \).

**Proof.** Denote \( v_i := a_i^T z - |a_i^T x| \text{sgn}(a_i^T z) \). Then

\[ \nabla \ell(z) = \frac{1}{m} A^T v, \]  

(3.56)

where \( A \) is a matrix with each row being \( a_i^T \) and \( v \) is a \( m \)--dimensional vector with each entry being \( v_i \). Thus,

\[ \|\nabla \ell(z)\| = \left\| \frac{1}{m} A^T v \right\| \leq \frac{1}{m} \|A\| \cdot \|v\| \leq (1 + \delta) \frac{\|v\|}{\sqrt{m}} \]  

(3.57)

as long as \( m \geq c_1n \) for some sufficiently large \( c_1 > 0 \), where the spectral norm bound \( \|A\| \leq \sqrt{m}(1 + \delta) \) follows from [142, Theorem 5.32].
We next bound \( \|v\| \). Let \( v = v^{(1)} + v^{(2)} \), where
\[
v_i^{(1)} = a_i^T h \quad \text{and} \quad v_i^{(2)} = 2a_i^T x I_{\{a_i^T z (a_i^T x) < 0\}}.
\]
By triangle inequality, we have \( \|v\| \leq \|v^{(1)}\| + \|v^{(2)}\| \). Furthermore, given \( m > c_0 n \),

by [45, Lemma 3.1] with probability \( 1 - \exp(-cm) \), we have
\[
\frac{1}{m} \|v^{(1)}\|^2 = \frac{1}{m} \sum_{i=1}^{m} (a_i^T h)^2 \leq (1 + \delta) \|h\|^2. \tag{3.58}
\]

By Lemma 3.7, we have with probability \( 1 - C \exp(-c_1 m) \)
\[
\frac{1}{m} \|v^{(2)}\|^2 = \frac{1}{m} \sum_{i=1}^{m} 4(a_i^T x)^2 \cdot I_{\{a_i^T x (a_i^T z) < 0\}} \leq 4(0.13 + \epsilon) \|h\|^2. \tag{3.59}
\]

Hence,
\[
\|v\| \leq \sqrt{\frac{1 + \delta}{m}} + 2\sqrt{0.13 + \epsilon} \|h\|. \tag{3.60}
\]

This concludes the proof. \( \square \)

Thus, applying Lemma 3.8 to (3.54), we conclude that Regularity Condition (3.35) holds for \( \mu \) and \( \lambda \) satisfying
\[
0.74 - 2\epsilon \geq \frac{\mu}{2} \cdot 4(1 + \delta)^2 + \frac{\lambda}{2}, \tag{3.61}
\]
which concludes the proof.

We note that (3.61) implies an upper bound \( \mu \leq \frac{0.74}{2} = 0.37 \), by taking \( \epsilon \) and \( \delta \) to be sufficiently small. This suggests a range to set the step size in Algorithm 1. However, in practice, \( \mu \) can be set much larger than such a bound, say 0.8, while still keeping the algorithm convergent. This is because the coefficients in the proof are set for convenience of proof rather than being tightly chosen.
3.7.4 Proof of Theorem 3.3: Stability to Bounded Noise

We consider the model (3.12) with bounded noise, i.e., \(y_i = |\langle a_i, x \rangle| + w_i\) for \(i = 1, \ldots, m\).

The initialization analysis is similar to Section 3.7.1. To analyze the gradient loop, we consider two regimes.

- **Regime 1**: \(c_4 \|z\| \geq \|h\| \geq c_3 \frac{\|w\|}{\sqrt{m}}\). In this regime, error contraction by each gradient step is given by

  \[
  \text{dist}(z - \mu \nabla \ell(z), x) \leq (1 - \rho) \text{dist}(z, x). \tag{3.62}
  \]

It suffices to justify that \(\nabla \ell(z)\) satisfies the RC. We have

\[
\nabla \ell(z) = \frac{1}{m} \sum_{i=1}^{m} \left( a_i^T z - y_i \cdot \frac{a_i^T z}{|a_i^T z|} \right) a_i
\]

\[
= \frac{1}{m} \sum_{i=1}^{m} \left( a_i^T z - |a_i^T x| \cdot \frac{a_i^T z}{|a_i^T z|} \right) a_i - \frac{1}{m} \sum_{i=1}^{m} \left( w_i \cdot \frac{a_i^T z}{|a_i^T z|} \right) a_i. \tag{3.63}
\]

All the proofs for Lemma 3.6, 3.7 and 3.8 are still valid for \(\nabla_{\text{clean}} \ell(z)\), and thus we have

\[
\langle \nabla_{\text{clean}} \ell(z), h \rangle \geq 0.74 \|h\|^2, \tag{3.64}
\]

\[
\|\nabla_{\text{clean}} \ell(z)\| \leq 2(1 + \delta) \|h\|. \tag{3.65}
\]

Next, we analyze the contribution of the noise. Let \(\tilde{w}_i = w_i \frac{a_i^T x}{|a_i^T z|}\), and then for sufficient large \(m/n\), we have

\[
\|\nabla_{\text{noise}} \ell(z)\| = \left\| \frac{1}{m} A^T \tilde{w} \right\| \leq \left\| \frac{1}{\sqrt{m}} A^T \right\| \left\| \tilde{w} \right\| \leq (1 + \delta) \frac{\|\tilde{w}\|}{\sqrt{m}} \leq (1 + \delta) \frac{\|w\|}{\sqrt{m}}, \tag{3.66}
\]

\[
\text{dist}(z - \mu \nabla \ell(z), x) \leq (1 - \rho) \text{dist}(z, x). \tag{3.62}
\]
where the second inequality is because the spectral norm bound $\|A\| \leq \sqrt{m}(1 + \delta)$ following from [142, Theorem 5.32]. Given the regime condition $\|h\| \geq c_3 \|w\|/\sqrt{m}$, we further have

$$
\|\nabla_{\text{noise}} \ell(z)\| \leq \frac{(1 + \delta)}{c_3} \|h\|, 
$$

(3.67)

$$
|\langle \nabla_{\text{noise}} \ell(z), h \rangle| \leq \|\nabla_{\text{noise}} \ell(z)\| \cdot \|h\| \leq \frac{(1 + \delta)}{c_3} \|h\|^2. 
$$

(3.68)

Combining these together, one has

$$
\langle \nabla \ell(z), h \rangle \geq \langle \nabla_{\text{clean}} \ell(z), h \rangle - |\langle \nabla_{\text{noise}} \ell(z), h \rangle| \geq \left( 0.74 - \frac{(1 + \delta)}{c_3} \right) \|h\|^2, 
$$

(3.69)

and

$$
\|\nabla \ell(z)\| \leq \|\nabla_{\text{clean}} \ell(z)\| + \|\nabla_{\text{noise}} \ell(z)\| \leq (1 + \delta) \left( 2 + \frac{1}{c_3} \right) \|h\|. 
$$

(3.70)

The RC is guaranteed if $\mu$, $\lambda$, $\epsilon$ are chosen properly, $c_3$ is sufficiently large, and $s$ is sufficiently small.

- **Regime 2**: Once the iterate enters the regime with $\|h\| \leq c_3 \|w\|/\sqrt{m}$, gradient update may not reduce the estimation error. However, in this regime, each move size $\mu \nabla \ell(z)$ is at most $O(\|w\|/\sqrt{m})$. Then the estimation error cannot increase by more than $\|w\|/\sqrt{m}$ with a constant factor. Thus, one has

$$
\text{dist} \left( z + \mu \nabla \ell(z), x \right) \leq c_5 \frac{\|w\|}{\sqrt{m}}, 
$$

(3.71)

for some constant $c_5$. As long as $\|w\|/\sqrt{m}$ is sufficiently small, it is guaranteed that $c_5 \|w\|/\sqrt{m} \leq c_4 \|x\|$. If the iterate jumps out of Regime 2, it falls into Regime 1.
3.7.5 Proof of Theorem 3.4: Mini-batch IRWF

Since the initialization is the same as that in Algorithm 1, it suffices to show the convergence of gradient loops given that the initial point lands into the neighborhood of global minima. To prove Theorem 3.4, the major step is to prove the following Proposition 3.9 which characterizes how the error of an estimate decays upon one iteration of Algorithm 2. Once Proposition 3.9 is established, we take expectation on both sides of (3.73) with respect to $i_{t-1}$, and apply Proposition 3.9 one more time to obtain

$$E_{\{i_{t-1}, i_t\}} \left[ \text{dist}^2(z^{(t+1)}, x) \right] \leq \left( 1 - \frac{k\rho}{n} \right)^2 \text{dist}^2(z^{(t)}, x). \quad (3.72)$$

Continuing this process until the initialization point $z^{(0)}$ yields Theorem 3.4. We next focus on proving Proposition 3.9 stated below.

**Proposition 3.9.** Assume the measurement vectors are independent and each $a_i \sim \mathcal{N}(0, I)$. There exist some universal constants $0 < \rho, \rho_0 < 1$ and $c_0, c_1, c_2 > 0$ such that if $m \geq c_0 n$ and $\mu = \rho_0 / n$ for the update rule (3.14), then with probability at least $1 - c_1 \exp(-c_2 m)$, we have

$$E_{\Gamma_i} \left[ \text{dist}^2(z^{(t+1)}, x) \right] \leq \left( 1 - \frac{k\rho}{n} \right) \cdot \text{dist}^2(z^{(t)}, x) \quad (3.73)$$

to hold for all $z^{(t)}$ satisfying $\frac{\text{dist}(z^{(t)}, x)}{\|z\|} \leq \frac{1}{10}$.

**Proof.** Without loss of generality, we assume $z^{(t)}$ is in the neighborhood of $x$ (otherwise it is in the neighborhood of $-x$). Let $h = z^{(t)} - x$.

We follow the notations in Section 3.7.3 and let $S = \{i : (\alpha_i^T x)(\alpha_i^T z^{(t)}) < 0\}$. Then
we have

\[ E_{\Gamma_i} \left[ \text{dist}^2 \left( z^{(t+1)}, x \right) \right] = E_{\Gamma_i} \left[ \| z^{(t)} - \mu A_{\Gamma_i}^T (A_{\Gamma_i} z^{(t)} - y_{\Gamma_i} \odot \text{sgn}(A_{\Gamma_i} z^{(t)})) - x \|^2 \right] \]

\[ = \| h \|^2 - 2\mu E_{\Gamma_i} \left[ (A_{\Gamma_i} z^{(t)} - y_{\Gamma_i} \odot \text{sgn}(A_{\Gamma_i} z^{(t)}))^T (A_{\Gamma_i} h) \right] + \mu^2 E_{\Gamma_i} \left[ (A_{\Gamma_i}^T (A_{\Gamma_i} z^{(t)} - y_{\Gamma_i} \odot \text{sgn}(A_{\Gamma_i} z^{(t)})))^T (A_{\Gamma_i} z^{(t)} - y_{\Gamma_i} \odot \text{sgn}(A_{\Gamma_i} z^{(t)})) \right] \]

\[ \overset{(a)}{=} \| h \|^2 - \frac{2\mu k}{m} \sum_{i=1}^m \left[ a_i^T h \left( a_i^T z^{(t)} - y_i \cdot \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} \right) \right] \]

\[ + \frac{\mu^2 k}{m} \sum_{i=1}^m \left[ \| a_i \|^2 \left( a_i^T z^{(t)} - y_i \cdot \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} \right)^2 \right] \]

\[ = \| h \|^2 - \frac{2\mu k}{m} \left( \sum_{i=1}^m (a_i^T h)^2 + \sum_{i \in S} 2(a_i^T h)(a_i^T x) \right) \]

\[ + \frac{\mu^2 k}{m} \left( \sum_{i=1}^m \| a_i \|^2 (a_i^T h)^2 + 4 \sum_{i \in S} \| a_i \|^2 (a_i^T x)(a_i^T z^{(t)}) \right) \]

\[ \leq \| h \|^2 - \frac{2\mu k}{m} \sum_{i=1}^m (a_i^T h)^2 + \frac{4\mu k}{m} \sum_{i \in S} |(a_i^T h)(a_i^T x)| + \frac{\mu^2 k}{m} \sum_{i=1}^m \| a_i \|^2 (a_i^T h)^2, \quad (3.74) \]

where (a) is due to the fact that \( \Gamma_i \) is uniformly chosen from all subsets of \( \{1, 2, \ldots, m\} \) with cardinality \( k \).

By Lemma 3.6, we have that if \( m \geq c_0 \epsilon^{-2} n \) with probability \( 1 - 2 \exp(-c_1 m \epsilon^2) \)

\[ (1 - \epsilon) \| h \|^2 \leq \frac{1}{m} \sum_{i=1}^m (a_i^T h)^2 \leq (1 + \epsilon) \| h \|^2. \]

holds for all vectors \( h \). By Lemma 3.7, we have that with probability \( 1 - C \exp(-c_1 m \epsilon^2) \)

\[ \frac{1}{m} \sum_{i \in S} |(a_i^T h)(a_i^T x)| \leq (0.13 + \epsilon) \| h \|^2 \]

holds for all \( h \) satisfying \( \| h \|/\| x \| \leq \frac{1}{10} \).

Define an event \( E_1 := \{ \max_{1 \leq i \leq m} \| a_i \|^2 \leq 6n \} \). We claim that \( E_1 \) holds with proba-
bility \(1 - m \exp(-1.5n)\). Then on the event \(E_1\), (3.74) is further upper bounded by

\[
E_{R_1} \left[ \text{dist}^2(z^{(t+1)}, x) \right] \leq (1 - 2\mu k(1 - \epsilon) + 4\mu k(0.13 + \epsilon) + \mu^2 k \cdot 6n(1 + \epsilon)) \|h\|^2
\]

\[
\leq (1 - 2\mu k(0.74 - 3\epsilon - 3n\mu(1 + \epsilon)))\|h\|^2. \quad (3.75)
\]

By choosing the step size \(\mu \leq \frac{0.24}{n}\), the proposition is proved. \(\square\)

### 3.7.6 Proof of Theorem 3.5: Kaczmarz-PR Algorithm

Without loss of generality, we assume \(z^{(t)}\) is in the neighborhood of \(x\) (otherwise it is in the neighborhood of \(-x\)). Let \(h = z^{(t)} - x\).

We follow the notations in Section 3.7.3 and let \(S = \{i : (a_i^T x)(a_i^T z^{(t)}) < 0\}\). Then we have

\[
E_{R_1} \left[ \text{dist}^2(z^{(t+1)}, x) \right] = E_{R_1} \left[ \|z^{(t)} - 1 \|\|a_i\|^2 \left( a_i^T z^{(t)} - y_i, \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} a_i \right) - x \|^2 \right]
\]

\[
= \|h\|^2 - 2E_{R_1} \left[ \frac{1}{\|a_i\|^2} \left( a_i^T h \left( a_i^T z^{(t)} - y_i, \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} \right) \right) \right]
\]

\[
+ E_{R_1} \left[ \frac{1}{\|a_i\|^2} \left( a_i^T z^{(t)} - y_i, \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} \right)^2 \right] \overset{(a)}{=} \|h\|^2 - \frac{2}{m} \sum_{i=1}^m \left[ \frac{1}{\|a_i\|^2} \left( a_i^T h \left( a_i^T z^{(t)} - y_i, \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} \right) \right) \right]
\]

\[
+ \frac{1}{m} \sum_{i=1}^m \left[ \frac{1}{\|a_i\|^2} \left( a_i^T z^{(t)} - y_i, \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} \right)^2 \right] = \|h\|^2 - \frac{2}{m} \left( \sum_{i=1}^m \frac{(a_i^T h)^2}{\|a_i\|^2} + \sum_{i \in S} \frac{2(a_i^T h)(a_i^T x)}{\|a_i\|^2} \right)
\]

\[
+ \frac{1}{m} \left( \sum_{i=1}^m \frac{(a_i^T h)^2}{\|a_i\|^2} + 4 \sum_{i \in S} \frac{(a_i^T x)(a_i^T z^{(t)})}{\|a_i\|^2} \right) = \|h\|^2 - \frac{1}{m} \sum_{i=1}^m \frac{(a_i^T h)^2}{\|a_i\|^2} + \frac{4}{m} \sum_{i \in S} \frac{(a_i^T x)^2}{\|a_i\|^2} \quad (3.76)
\]
where \(a\) is due to the fact that \(i_t\) is sampled uniformly at random from \(\{1, 2, \cdots, m\}\). By the spectral case of Lemma 5.20 in [142], \(\{\sqrt{n} \frac{a_i}{\|a_i\|}\}_{i=1}^m\) are independent isotropic random vectors in \(\mathbb{R}^n\) and hence

\[
\mathbb{E}\left[ n \frac{(a_i^T h)^2}{\|a_i\|^2} \right] = \|h\|^2.
\]

Moreover, \(\{\sqrt{n} \frac{a_i}{\|a_i\|}\}_{i=1}^m\) are sub-Gaussian and the sub-Gaussian norm is bounded by an absolute constant. Thus, we have that if \(m \geq c_0 \epsilon^{-2} n\), then with probability \(1 - 2 \exp(-c_1 m \epsilon^2)\),

\[
\frac{1}{m} \sum_{i=1}^m \frac{(a_i^T h)^2}{\|a_i\|^2} \geq \frac{(1 - \epsilon)}{n} \|h\|^2.
\]

holds for all vectors \(h\). By Lemma 3.7, we have that with probability \(1 - C \exp(-c_1 m \epsilon^2)\)

\[
\frac{1}{m} \sum_{i \in S} a_i^T x \leq \frac{1}{m} \sum_{i=1}^m \|a_i^T h\|^2 \mathbf{1}_{\{|a_i^T x| < |a_i^T h|\}} \leq (0.13 + \epsilon) \|h\|^2
\]

holds for all \(h\) satisfying \(\|h\|/\|x\| \leq \frac{1}{10}\).

Define an event \(E_2 := \{\min_{1 \leq i \leq m} \|a_i\|^2 \geq \frac{2}{3} n\}\). It can be shown that \(\mathbb{P}\{E_2\} \geq 1 - m \exp(-n/12)\). Then on the event \(E_2\), (3.76) is further upper bounded by

\[
\mathbb{E}_{i_t} \left[ \text{dist}^2 \left( z^{(t+1)}, x \right) \right] \leq \left( 1 - \frac{1 - \epsilon}{n} + \frac{6(0.13 + \epsilon)}{n} \right) \|h\|^2 \leq \left( 1 - \frac{0.22 - 7\epsilon}{n} \right) \|h\|^2,
\]

which concludes the proof.
CHAPTER 4

ROBUST PHASE RETRIEVAL: MEDIAN TRUNCATION APPROACH

In this chapter, we study the case when the observations of phase retrieval are corrupted by sparse outliers. Section 4.1 provides the problem formulation. Section 4.2 describes two algorithms, median-TWF and median-RWF. Section 4.3 provides their performance guarantees. Section 4.4 presents the numerical experiments. Section 4.6 includes supplemental proofs.

Throughout this chapter, boldface lowercase letters such as \( \mathbf{a}, \mathbf{x}, \mathbf{z} \) denote vectors, and boldface capital letters such as \( \mathbf{A}, \mathbf{Y} \) denote matrices. For two matrices, \( \mathbf{A} \preceq \mathbf{B} \) means that \( \mathbf{B} - \mathbf{A} \) is positive definite. For a complex matrix or vector, \( \mathbf{A}^* \) and \( \mathbf{z}^* \) denote conjugate transposes of \( \mathbf{A} \) and \( \mathbf{z} \) respectively. For a real matrix or vector, \( \mathbf{A}^T \) and \( \mathbf{z}^T \) denote transposes of \( \mathbf{A} \) and \( \mathbf{z} \) respectively. The indicator function \( 1_A = 1 \) if the event \( A \) is true, and \( 1_A = 0 \) otherwise.
4.1 Problem Formulation

As we discuss in the Chapter 1, the ability to handle outliers is of great importance for phase retrieval algorithms, because outliers arise frequently from the phase imaging applications due to various reasons such as detector failures, recording errors, and missing data. However, the performance of WF, TWF and RWF can be very sensitive to outliers that take arbitrary values and can introduce anomalous search directions. Even for TWF, since the sample mean can be arbitrarily perturbed, the truncation rule based on such sample mean cannot control the gradient well.

Mathematically, suppose the observations are given by

$$y_i = |\langle \mathbf{a}_i, \mathbf{x} \rangle|^2 + \eta_i, \quad i = 1, \cdots, m,$$

where $\mathbf{x} \in \mathbb{R}^n$ is the unknown signal, $\mathbf{a}_i \in \mathbb{R}^n$ for $i = 1, \ldots, m$ are measurement vectors with each $\mathbf{a}_i$ having i.i.d. Gaussian entries distributed as $\mathcal{N}(0, 1)$, and $\eta_i \in \mathbb{R}$ for $i = 1, \ldots, m$ are outliers with arbitrary values. We assume that outliers are sparse with $sm$ nonzero values, i.e., $\| \eta \|_0 \leq sm$, where $\eta = \{ \eta_i \}_{i=1}^m \in \mathbb{R}^m$. Here, $s$ is a nonzero constant, representing the faction of measurements that are corrupted by outliers.

We are also interested in the model when the measurements are corrupted by not only sparse arbitrary outliers but also dense bounded noise. Under such a model, the measurements are given by

$$y_i = |\langle \mathbf{a}_i, \mathbf{x} \rangle|^2 + w_i + \eta_i, \quad i = 1, \cdots, m,$$

where the bounded noise $\mathbf{w} = \{ w_i \}_{i=1}^m$ satisfies $\| \mathbf{w} \|_\infty \leq c_1 \| \mathbf{x} \|^2$ for some universal constant $c_1$, and as before, the outliers satisfy $\| \eta \|_0 \leq sm$.

The goal is to recover the signal $\mathbf{x}$ (up to a global sign difference) from the measure-

\footnote{We focus on real signals here, but our analysis can be extended to complex signals.}
ments $\mathbf{y} = \{y_i\}_{i=1}^m$ and measurement vectors $\{\mathbf{a}_i\}_{i=1}^m$. It can be observed that if $\mathbf{z}$ is a solution, then $-\mathbf{z}$ is also the solution of the problem. Thus, the recovery is up to a sign difference. We define the Euclidean distance between two vectors up to a global sign difference [1] as,

$$\text{dist}(\mathbf{z}, \mathbf{x}) := \min ||\mathbf{z} \pm \mathbf{x}||.$$  

(4.3)

In this chapter, we develop non-convex phase retrieval algorithms with both statistical and computational efficiency, and provable robustness to even a constant proportion of outliers. We hope that the algorithm has three folds of properties. First, it should recover the true signal as long as the number of outliers is not too large. Moreover, the algorithm does not have to require prior knowledge about the outliers. At last, the algorithm should be efficient in terms of sample complexity and convergence rate.

Our strategy is to use sample median as truncation thresholds to eliminate the contribution of bad samples. The robustness property of median lies in the fact that the median cannot be arbitrarily perturbed unless the outliers dominate the inliers [73]. This is in sharp contrast to the mean, which can be made arbitrarily large even by a single outlier. Thus, using the sample median in the truncation rule can effectively remove the impact of outliers. By applying median truncation strategy to modify TWF and RWF, we obtain two new algorithms: median-TWF and median-RWF. These two algorithms share many similarities and also involve different aspects. To the best of the authors’ knowledge, our work is the first application of the median to robustify high-dimensional statistical estimation in the presence of arbitrary outliers with rigorous non-asymptotic performance guarantees.

4.2 Median-based Algorithms

If some measurements are corrupted by outliers as in (4.1), then WF, RWF and TWF can fail. This is because the gradient of the loss function typically contains the term $|y_i - |\mathbf{a}_i^T \mathbf{z}|^2|$
or \( |\sqrt{y_i} - |\alpha_i^T z|| \). With \( y_i \) being corrupted by arbitrarily large \( \eta_i \), the gradient can deviate the search direction to the signal arbitrarily. In TWF, the truncation rule is based on the sample mean of the gradient, which can be affected significantly by outliers. It is not anticipated that TWF converges globally in the presence of arbitrary outliers.

To handle outliers, our central idea is to prune the samples in both the initialization and each gradient descent iteration via the sample median related quantities. Compared to the sample mean used to set truncation thresholds in TWF, the sample median is much less affected by outliers, and thus the algorithms are more robust in the presence of outliers.

The Poisson loss function adopted in TWF [61] models well the physical behavior of photons while the reshaped loss function used in RWF [68] is shown to have advantages on convergence rate. It is worthy to see whether the idea of the median truncation works for both loss functions. We apply the median truncation to TWF and RWF respectively and obtain two algorithms median-TWF and median-RWF.

The difference of median-TWF and median-RWF comes from the difference of TWF and RWF, which mainly lies in the different loss functions and that truncation is needed or not in gradient loop. Specifically, median-TWF employs the median of \( |y_i - |\alpha_i^T z||^2 \) to set the truncation threshold in gradient loop while median-RWF adopts the median of \( |\sqrt{y_i} - |\alpha_i^T z|| \) to set the corresponding threshold. Empirically, median-TWF performs a little better than median-RWF in terms of sample complexity for real Gaussian measurements while median-RWF can tolerate more outliers than median-TWF. Another empirical fact is that median-RWF converges faster while median-TWF achieves better accuracy under the dense noise.

However, the two algorithms share similar properties. Both algorithms resist outliers in an oblivious fashion, which means we do not have to know the knowledge of outliers before running the algorithms. Moreover, the performance guarantees of median-TWF and median-RWF turn out to be almost the same except for different choices of constants, as presented in Section 4.3.
Algorithm 3 Median Truncated Wirtinger Flow (Median-TWF)

Input: $y = \{y_i\}_{i=1}^m$, $\{a_i\}_{i=1}^m$;
Parameters: thresholds $\alpha_y$, $\alpha_h$, $\alpha_l$, and $\alpha_u$, stepsize $\mu$;
Initialization: Let $z^{(0)} = \lambda_0 \tilde{z}$, where $\lambda_0 = \sqrt{\text{med}(y)/0.455}$ and $\tilde{z}$ is the leading eigenvector of

$$Y := \frac{1}{m} \sum_{i=1}^m y_i a_i a_i^T 1_{\{|a_i| \leq \alpha_2 \lambda_0^2\}}.$$  \hspace{1cm} (4.5)

Gradient loop: for $t = 0 : T - 1$ do

$$z^{(t+1)} = z^{(t)} - \frac{\mu}{m} \sum_{i=1}^m \frac{|a_i^T z^{(t)}|^2 - y_i}{a_i^T z^{(t)}} a_i 1_{E_1 \cap E_2},$$  \hspace{1cm} (4.6)

where

$$E_1 := \{\alpha_l \|z^{(t)}\| \leq |a_i^T z^{(t)}| \leq \alpha_u \|z^{(t)}\|\},$$

$$E_2 := \{|y_i - |a_i^T z^{(t)}|^2| \leq \alpha_h K t |a_i^T z^{(t)}|\},$$

$$K_t := \text{med}\left(\{|y_i - |a_i^T z^{(t)}|^2|\}_{i=1}^m\right).$$

Output $z_T$.

The technical proofs of two algorithms follow the same structure. The crux is to use the median statistical properties to show that the median-trimmed gradient satisfy the so-called Regularity Condition, which guarantees the linear convergence of gradient update. We provide separate proofs for two algorithms because they involve different bounding techniques due to different loss functions.

4.2.1 Median-TWF Algorithm

In the following, we describe the median-TWF in details. We adopt the following Poisson loss function,

$$\ell(z) := \frac{1}{2m} \sum_{i=1}^m \left(|a_i^T z|^2 - y_i \log |a_i^T z|^2\right).$$  \hspace{1cm} (4.4)

Median-TWF algorithm (summarized in Algorithm 3) minimizes (4.4) via an initializa-
tion step and gradient descent.

1. **Initialization**: We initialize $z^{(0)}$ by the spectral method with a truncated set of samples, where the threshold is determined by the median of $\{y_i\}_{i=1}^m$. In comparison, WF does not truncate samples, and the truncation in TWF is based on the mean of $\{y_i\}_{i=1}^m$, which is not robust to outliers. As will be shown, as long as the portion of outliers is not too large, our initialization (4.5) is guaranteed to be within a small neighborhood of the true signal.

2. **Gradient loop**: for each iteration $0 \leq t \leq T - 1$, median-TWF uses an iteration-varying truncated gradient given as

$$\nabla \ell_{tr}(z^{(t)}) = \frac{1}{m} \sum_{i=1}^m \frac{|a_i^T z^{(t)}|^2 - y_i a_i^T z^{(t)}}{a_i^T z^{(t)}} 1_{E_i^1 \cap E_i^2}. \quad (4.7)$$

It is clear from the definition of the set $E_i^2$ (see Algorithm 3), that samples are truncated by the sample median of gradient components evaluated at the current iteration, as opposed to the sample mean in TWF.

We set the step size in the median-TWF to be a fixed small constant, i.e., $\mu = 0.4$. The rest of the parameters $\{\alpha_y, \alpha_h, \alpha_l, \alpha_u\}$ are set to satisfy

$$\zeta_1 := \max \left\{ \mathbb{E} \left[ \xi^2 1_{\{|\xi|<\sqrt{1.01\alpha_l} \text{ or } |\xi|>\sqrt{0.99\alpha_u}\}} \right], \mathbb{E} \left[ 1_{\{|\xi|<\sqrt{1.01\alpha_l} \text{ or } |\xi|>\sqrt{0.99\alpha_u}\}} \right] \right\},$$

$$\zeta_2 := \mathbb{E} \left[ \xi^2 1_{\{|\xi|>0.248\alpha_h\}} \right],$$

$$2(\zeta_1 + \zeta_2) + \sqrt{8/\pi} \alpha_h^{-1} < 1.99$$

$$\alpha_y \geq 3,$$

where $\xi \sim \mathcal{N}(0, 1)$. For example, we set $\alpha_l = 0.3, \alpha_u = 5, \alpha_y = 3$ and $\alpha_h = 12$, and consequently $\zeta_1 \approx 0.24$ and $\zeta_2 \approx 0.032$. 
4.2.2 Median-RWF Algorithm

In this subsection, we apply the idea of median truncation to reshaped Wirtinger flow loss \[ R(z) = \frac{1}{2m} \sum_{i=1}^{m} (\sqrt{y_i} - |a_i^T z|)^2, \] (4.9)

which has been shown to have advantage over Wirtinger flow loss (squared loss of squared measurements) and truncated-WF loss (Poisson loss of squared measurements). We call this new algorithm median reshaped Wirtinger flow (median-RWF). It uses median-based threshold to truncate the measurements in both initialization and gradient loop, as illustrated in Algorithm 4.

In the following, we discuss the median-RWF algorithm in detail.

1. **Initialization**: For simplicity, we here use the same initialization as in median-TWF (Algorithm 3).

2. **Gradient loop**: Median-RWF uses the following iteration-varying truncated gradient

\[ \nabla R_{tr}(z^{(t)}) = \frac{1}{m} \sum_{i=1}^{m} \left( a_i^T z^{(t)} - \sqrt{y_i} \cdot \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} \right) a_i 1_{T^i}, \] (4.10)

From the definition of the set \( T^i \) (see Algorithm 4), it is clear that samples are truncated by the sample median of gradient components evaluated at the current iteration. We set \( \frac{\alpha}{0} = 0 \) when calculating (4.11).

We set the step size in the median-RWF to be a fixed small constant, i.e., \( \mu' = 0.8 \). We set \( \alpha'_h = 5 \).
Algorithm 4 Median Reshaped Wirtinger Flow (median-RWF)

**Input:** \( y = \{y_i\}_{i=1}^m, \{a_i\}_{i=1}^m \),

**Parameters:** thresholds \( \alpha_y, \alpha_h \), and step size \( \mu \);

**Initialization:** Same as median-TWF (see Algorithm 3).

**Gradient loop:** for \( t = 0 : T - 1 \) do

\[
z^{(t+1)} = z^{(t)} - \frac{\mu}{m} \sum_{i=1}^m \left( a_i^T z^{(t)} - \sqrt{y_i} \cdot \frac{a_i^T z^{(t)}}{|a_i^T z^{(t)}|} \right) a_i 1_{T_i}
\]  

(4.11)

where

\[
T_i := \{ |\sqrt{y_i} - |a_i^T z^{(t)}|| \leq \alpha'_h M_t \}, \quad \text{and} \quad M_t := \text{med} \left( \{|\sqrt{y_i} - |a_i^T z^{(t)}||\}_{i=1}^m \right).
\]

**Output** \( z_T \).

### 4.3 Performance Guarantees

In this section, we characterize the performance guarantees of median-TWF and median-RWF. The theoretical guarantees for both algorithms are almost the same. Thus, in order to avoid repetition, we present the results in a way that works for both algorithms. However, the proofs for median-TWF and median-RWF involve different techniques and are shown separately.

We first show that median-TWF/median-RWF works well for the noise-free model in the following proposition, which lends support to the model with outliers. This also justifies that we can run median-TWF/median-RWF without having to know whether the underlying measurements are corrupted.

**Proposition 4.1 (Exact recovery for noise-free model).** Suppose that the measurements are noise-free, i.e., \( \eta_i = 0 \) for \( i = 1, \cdots, m \) in the model (4.1). There exist constants \( \mu_0 > 0, 0 < \rho, \nu < 1 \) and \( c_0, c_1, c_2 > 0 \) such that if \( m \geq c_0 n \log n \) and \( \mu \leq \mu_0 \), then with probability at least \( 1 - c_1 \exp(-c_2 m) \), the median-TWF/median-RWF yields

\[
\text{dist}(z^{(t)}, x) \leq \nu (1 - \rho)^t \|x\|, \quad \forall t \in \mathbb{N}
\]  

(4.12)
simultaneously for all \( x \in \mathbb{R}^n \setminus \{0\} \).

Furthermore, as the median is quite stable as long as the number of outliers is not so large, the following theorem describes that median-TWF/median-RWF still works well even in the presence of sparse outliers.

**Theorem 4.2 (Exact recovery with sparse arbitrary outliers).** Consider the phase retrieval problem with sparse outliers given in (4.1). There exist constants \( \mu_0, s_0 > 0 \), \( 0 < \rho, \nu < 1 \) and \( c_0, c_1, c_2 > 0 \) such that if \( m \geq c_0 n \log n, s < s_0, \mu \leq \mu_0 \), then with probability at least \( 1 - c_1 \exp(-c_2 m) \), the median-TWF/median-RWF yields

\[
\text{dist}\left(z^{(t)}, x\right) \leq \nu(1 - \rho)^t \|x\|, \quad \forall t \in \mathbb{N}
\]

simultaneously for all \( x \in \mathbb{R}^n \setminus \{0\} \).

Theorem 4.2 indicates that median-TWF/median-RWF admits exact recovery for all signals in the presence of sparse outliers with arbitrary magnitudes even when the number of outliers scales linearly with the number of measurements, as long as the number of samples satisfies \( m \gtrsim n \log n \). This is near-optimal up to a logarithmic factor.

Moreover, median-TWF/median-RWF converges at a geometric rate using a constant step size, with per-iteration cost \( O(mn) \) (note that the median can be computed in linear time \([144]\)). To reach \( \epsilon \)-accuracy, i.e., \( \text{dist}(z^{(t)}, x) \leq \epsilon \), only \( O(\log 1/\epsilon) \) iterations are needed, and the total computational cost is \( O(mn \log 1/\epsilon) \), which is highly efficient. Empirically in the experiments, median-RWF converges faster than median-TWF and median-RWF tolerates larger fraction of outliers than median-TWF, which may be due to that the lower-order model is more stable.

We next consider the model when the measurements are corrupted by both sparse arbitrary outliers and dense bounded noise. Our following theorem characterizes that median-TWF/median-RWF is robust to coexistence of the two types of noises.
Theorem 4.3 (Stability to sparse arbitrary outliers and dense bounded noises). Consider the phase retrieval problem given in (4.2) in which measurements are corrupted by both sparse arbitrary and dense bounded noises. There exist constants $\mu_0, s_0 > 0$, $0 < \rho < 1$ and $c_0, c_1, c_2 > 0$ such that if $m \geq c_0 n \log n$, $s < s_0$, $\mu \leq \mu_0$, then with probability at least $1 - c_1 \exp(-c_2 m)$, median-TWF/median-RWF respectively yields

\[
\text{dist}(z^{(t)}(i), x) \lesssim \|w\|_\infty \|x\| + (1 - \rho)^t \|x\|, \quad \forall t \in \mathbb{N}
\]

simultaneously for all $x \in \mathbb{R}^n \setminus \{0\}$.

Thus, Theorem 4.3 immediately implies the stability of median-TWF/median-RWF for the model corrupted only by dense bounded noise.

Corollary 4.4. Consider the phase retrieval problem in which measurements are corrupted only by dense bounded noises, i.e., $\eta_i = 0$ for $i = 1, \ldots, m$ in the model (4.2). There exist constants $\mu_0 > 0$, $0 < \rho < 1$ and $c_0, c_1, c_2 > 0$ such that if $m \geq c_0 n \log n$, $\mu \leq \mu_0$, then with probability at least $1 - c_1 \exp(-c_2 m)$, median-TWF/median-RWF respectively yields

\[
\text{dist}(z^{(t)}(i), x) \lesssim \sqrt{\|w\|_\infty} + (1 - \rho)^t \|x\|, \quad \forall t \in \mathbb{N}
\]

simultaneously for all $x \in \mathbb{R}^n \setminus \{0\}$.

Thus, Theorem 4.3 and Corollary 4.4 imply that median-TWF/median-RWF for the model with both sparse arbitrary outliers and dense bounded noises achieves the same convergence rate and the same level of estimation error as the model with only bounded noise. In fact, together with Theorem 4.2 and Proposition 4.1, it can be seen that applying median-TWF/median-RWF does not require the knowledge of the noise corruption models. When
there do exist outliers, median-TWF/median-RWF achieves almost the same performance as if the outliers do not exist. Empirically, under dense noise, the median-TWF reaches better accuracy than median-RWF because of the delicate truncation rule.

4.4 Numerical Experiments

In this section, we provide numerical experiments to demonstrate the effectiveness of median-TWF and median-RWF, which corroborates with our theoretical findings. We first show that, in the noise-free case, the median-TWF and median-RWF perform similarly as TWF [61] for exact recovery. We set the parameters of median-TWF and median-RWF as specified in Section 4.2.1 and Section 4.2.2 respectively, and those of TWF and RWF as suggested in [61] and [68] respectively. Let the signal length $n$ take values from 1000 to 10000 by a step size of 1000, and the ratio of the sample complexity to the signal length, $m/n$, take values from 2 to 6 by a step size of 0.1. For each pair of $(m,n)$, we generate a signal $\mathbf{x} \sim \mathcal{N}(0, I_{n \times n})$, and the measurement vectors $\mathbf{a}_i \sim \mathcal{N}(0, I_{n \times n})$ i.i.d. for $i = 1, \ldots, m$. For three algorithms, a fixed number of iterations $T = 500$ are run, and the trial is declared successful if $\mathbf{z}^{(T)}$, the output of the algorithm, satisfies $\text{dist}(\mathbf{z}^{(T)}, \mathbf{x})/\|\mathbf{x}\| \leq 10^{-8}$. Figure 4.1 shows the number of successful trials out of 20 trials for both algorithms, with respect to $m/n$ and $n$. It can be seen that for all three algorithms, as soon as $m$ is above $4n$, exact recovery is achieved for both algorithms. Around the phase transition boundary, the performance of median-TWF is slightly worse than that of TWF, which is possibly due to the inefficiency of median compared to mean in the noise-free case [73]. The empirical sample complexity of median-RWF is slightly better than RWF because the truncation improves the stableness of RWF.

We next examine the performance of median-TWF and median-RWF in the presence of sparse outliers. We compare the performance of median-TWF and median-RWF with not only TWF but also an alternative which we call the trimean-TWF, based on replacing
the sample mean in TWF by the trimmed mean. More specifically, trimean-TWF requires knowing the fraction $s$ of outliers so that samples corresponding to $sm$ largest gradient values are removed, and truncation is then based on the mean of remaining samples.

We fix the signal length $n = 1000$ and the number of measurements $m = 8000$. We assume each measurement $y_i$ is corrupted with probability $s \in [0, 0.4]$ independently, where the corruption value $\eta_i \sim \mathcal{U}(0, \|\eta\|_\infty)$ is randomly generated from a uniform distribution.

Figure 4.2 shows the success rate of exact recovery over 100 trials as a function of $s$ at different levels of outlier magnitudes $\|\eta\|_\infty/\|x\|^2 = 0.1, 1, 10, 100$, for the four algorithms median-TWF, median-RWF, trimean-TWF and TWF.

From Figure 4.2, it can be seen that median-TWF and median-RWF allow exact recovery as long as $s$ is not too large for all levels of outlier magnitudes, without any knowledge of the outliers, which validates our theoretical analysis. Unsurprisingly, TWF fails quickly...
Fig. 4.2: Success rate of exact recovery with outliers for median-RWF, median-TWF, trimean-TWF, and TWF at different levels of outlier magnitudes.

even with very small fraction of outliers. No successful instance is observed for TWF when \( s \geq 0.02 \) irrespective of the value of \( \| \eta \|_{\infty} \). Trimean-TWF requires knowing the number of outliers and does not exhibit as sharp phase transition as median-TWF, and in general underperforms our median-TWF, except when both \( \| \eta \|_{\infty} \) and \( s \) gets very large, see Figure 4.2(d). This is because in this range with large outliers, knowing the fraction \( s \) of outliers provides substantial advantage for trimean-TWF to eliminate them, while the sample median can be deviated significantly from the true median for large \( s \). Moreover, it is worth mentioning that exact recovery is more challenging for median-TWF and median-RWF when the magnitudes of most outliers are comparable to the measurements, as in Figure 4.2(c). In such a case, the outliers are more difficult to exclude as opposed to the case with very large outlier magnitudes as in Figure 4.2(d); and meanwhile, the outlier
magnitudes in Figure 4.2(c) are large enough to affect the accuracy heavily in contrast to the cases in Figure 4.2(a) and 4.2(b) where outliers are less prominent. In general, median-RWF can tolerate larger fraction of outliers than median-TWF. This could be due to that the lower-order objective reduces the variance and brings more stable search direction.

We now examine the performance of median-TWF and median-RWF in the presence of both sparse outliers and dense bounded noise. The entries of the dense bounded noise $w$ is generated independently from $U(0, \|w\|_{\infty})$, with $\|w\|_{\infty}/\|x\|^2 = 0.001, 0.01$ respectively. The outliers are then generated as $\eta_i \sim \|w\| \cdot \text{Bernoulli}(0.1)$ independently. Figure 4.3(a) and Figure 4.3(b) depict the relative error $\text{dist}(z(t), x)/\|x\|$ with respect to the iteration count $t$, for uniform noise at different levels. It can be seen that median-TWF under outlier corruption clearly outperforms TWF under the same situation, and acts as if the outliers do not exist by achieving almost the same accuracy as TWF under no outliers. Moreover, the solution accuracy of median-TWF has 10 times gain from Figure 4.3(a) to Figure 4.3(b) as $\|w\|_{\infty}$ shrinks by $1/10$, which corroborates Theorem 4.3 nicely. Furthermore, it can be seen that median-RWF converges faster than other algorithms, which is due to good curvature of low-order objective and corroborates the result in [68]. It can also be seen that the solution returned by median-RWF is not as accurate as median-TWF. This is because that median-TWF employs more delicate truncation rule $(1_{\varepsilon_i})$ which may reduce the contribution of dense noises.

Finally, we consider when the measurements are corrupted both by Poisson noise and outliers, which models photon detection in optical imaging applications. We generate each measurement as $y_i \sim \text{Poisson}(|\langle a_i, x \rangle|^2)$, for $i = 1, \cdots, m$, which is then corrupted with probability $s = 0.1$ by outliers. The entries of the outlier are obtained by first generating $\eta_i \sim \|x\| \cdot U(0, 1)$ independently, and then rounding it to the nearest integer. Figure 4.4 depicts the relative error $\text{dist}(z(t), x)/\|x\|$ with respect to the iteration count $t$, where median-TWF and median-RWF under both Poisson noise and sparse outlier noise has almost the same accuracy as, if not better than, TWF under only Poisson noise.
Fig. 4.3: The relative error with respect to the iteration count for median-TWF, median-RWF and TWF with both dense noise and sparse outliers, and TWF with only dense noise. (a) and (b): Uniform noise with different levels.

4.5 Conclusions

In this chapter, we study provably effective approaches, median-TWF and median-RWF, for phase retrieval when the measurements are corrupted by sparse outliers that can take arbitrary values. Our strategy is to apply gradient descent with respect to carefully chosen loss functions, where both the initialization and the search directions are pruned guided by the sample median. We show that both algorithms allow exact recovery even with a constant proportion of arbitrary outliers for robust phase retrieval using a near-optimal number of measurements up to a logarithmic factor. Our algorithm performs well for phase retrieval problem under sparse corruptions. We anticipate that the technique developed here will be useful for designing provably robust algorithms for other inference problems under sparse corruptions.
Fig. 4.4: The relative error with respect to the iteration count for median-TWF, median-RWF and TWF with both Poisson noise and sparse outliers, and TWF with only Poisson noise.

4.6 Technical Proofs

4.6.1 Proof Roadmap

Broadly speaking, the proofs for median-TWF and median-RWF follow the same roadmap. The crux is to use the statistical properties of the median to show that the median-truncated gradients satisfy the so-called Regularity Condition [1], which guarantees the linear convergence of the update rule, provided the initialization provably lands in a small neighborhood of the true signal.

We first develop a few statistical properties of median. We then analyzes the initialization that is used in both algorithms. We then state the definition of Regularity Condition and explain how it leads to the linear convergence rate. We provide separate detailed proofs for two algorithms in Section 4.6.2 and Section 4.6.3, respectively, because they involve different bounding techniques that may be of independent interest due to different loss functions.

We define the quantile of a population distribution and its sample version.

**Definition 4.5** (Generalized quantile function). Let $0 < p < 1$. For a cumulative distribu-
tion function (CDF) $F$, the generalized quantile function is defined as

$$F^{-1}(p) = \inf\{x \in \mathbb{R} : F(x) \geq p\}. \tag{4.18}$$

For simplicity, denote $\theta_p(F) = F^{-1}(p)$ as the $p$-quantile of $F$. Moreover for a sample sequence $\{X_i\}_{i=1}^m$, the sample $p$-quantile $\theta_p(\{X_i\})$ means $\theta_p(\hat{F})$, where $\hat{F}$ is the empirical distribution of the samples $\{X_i\}_{i=1}^m$.

**Remark 1.** We note that the median $\text{med}(\{X_i\}) = \theta_{1/2}(\{X_i\})$, and we use both notations interchangeably.

Next, we show that as long as the sample size is large enough, the sample quantile concentrates around the population quantile (motivated from [145]), as in Lemma 4.6.

**Lemma 4.6.** Suppose $F(\cdot)$ is cumulative distribution function (i.e., non-decreasing and right-continuous) with continuous density function $F'(\cdot)$. Assume the samples $\{X_i\}_{i=1}^m$ are i.i.d. drawn from $F$. Let $0 < p < 1$. If $l < F'(\theta) < L$ for all $\theta$ in $\{\theta : |\theta - \theta_p| \leq \epsilon\}$, then

$$|\theta_p(\{X_i\}_{i=1}^m) - \theta_p(F)| < \epsilon$$

holds with probability at least $1 - 2 \exp(-2m\epsilon^2l^2)$.

**Proof.** See Section 4.6.4. \hfill \Box

Lemma 4.7 bounds the distance between the median of two sequences.

**Lemma 4.7.** Given a vector $\mathbf{X} = (X_1, X_2, \ldots, X_n)$, reorder the entries in a non-decreasing manner

$$X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(n-1)} \leq X_{(n)}.$$
Given another vector $Y = (Y_1, Y_2, ..., Y_n)$, then

$$|X_{(k)} - Y_{(k)}| \leq \|X - Y\|_\infty,$$  \hspace{1cm} (4.20)

holds for all $k = 1, ..., n$.

**Proof.** See Section 4.6.4.

Lemma 4.8, as a key robustness property of median, suggests that in the presence of outliers, one can bound the sample median from both sides by neighboring quantiles of the corresponding clean samples.

**Lemma 4.8.** Consider clean samples $\{\tilde{X}_i\}_{i=1}^m$. If a fraction $s$ ($s < \frac{1}{2}$) of them are corrupted by outliers, one obtains contaminated samples $\{X_i\}_{i=1}^m$ which contain $sm$ corrupted samples and $(1-s)m$ clean samples. Then for a quantile $p$ such that $s < p < 1 - s$, we have

$$\theta_{p-s}(\{\tilde{X}_i\}) \leq \theta_p(\{X_i\}) \leq \theta_{p+s}(\{\tilde{X}_i\}).$$

**Proof.** See Section 4.6.4.

Finally, Lemma 4.9 is related to bound the value of the median, as well as the density at the median for the product of two possibly correlated standard Gaussian random variables.

**Lemma 4.9.** Let $u, v \sim \mathcal{N}(0, 1)$ which can be correlated with the correlation coefficient $|\rho| \leq 1$. Let $r = |uv|$, and $\psi_\rho(x)$ represent the density of $r$. Denote $\theta_{1/2}(\psi_\rho)$ as the median of $r$, and the value of $\psi_\rho(x)$ at the median as $\psi_\rho(\theta_{1/2})$. Then for all $\rho$,

$$0.348 < \theta_{1/2}(\psi_\rho) < 0.455,$$

$$0.47 < \psi_\rho(\theta_{1/2}) < 0.76.$$ 

**Proof.** See Section 4.6.4.
We next consider the model that the measurements are corrupted by both bounded noise and sparse outliers given by (4.2), and show that the initialization provided by the median-truncated spectral method in (4.5) is close enough to the ground truth, i.e., \( \text{dist}(z^{(0)}, x) \leq \delta \|x\| \).

**Proposition 4.10.** Fix \( \delta > 0 \) and \( x \in \mathbb{R}^n \), and consider the model given by (4.2). Suppose that \( \|w\|_\infty \leq c\|x\|^2 \) for some sufficiently small constant \( c > 0 \) and that \( \|\eta\|_0 \leq sm \) for some sufficiently small constant \( s \). With probability at least \( 1 - \exp(-\Omega(m)) \), the initialization given by the median-truncated spectral method obeys

\[
\text{dist}(z^{(0)}, x) \leq \delta \|x\|, \tag{4.21}
\]

provided that \( m > c_0n \) for some constant \( c_0 > 0 \).

**Proof.** See Section 4.6.4.

Once the initialization is guaranteed to be within a small neighborhood of the ground truth, we only need to show that the truncated gradient (4.7) and (4.10) satisfy the Regularity Condition (RC) [1, 61], which guarantees the geometric convergence of median-TWF/median-RWF once the initialization lands into this neighborhood.

**Definition 4.11.** The gradient \( \nabla \ell(z) \) satisfies the Regularity Condition RC(\( \mu, \lambda, c \)) if

\[
\langle \nabla \ell(z), z - x \rangle \geq \frac{\mu}{2} \|\nabla \ell(z)\|^2 + \frac{\lambda}{2} \|z - x\|^2 \tag{4.22}
\]

for all \( z \) obeying \( \|z - x\| \leq c\|x\| \).

The above RC guarantees that the gradient descent update \( z^{(t+1)} = z^{(t)} - \mu \nabla \ell(z) \) converges to the true signal \( x \) geometrically [61] if \( \mu \lambda < 1 \). We repeat this argument below

---

\( f(n) = \Omega(g(n)) \) or \( f(n) \geq g(n) \) means that there exists a constant \( c > 0 \) such that \( |f(n)| \geq c|g(n)| \).
for completeness.

\[ \text{dist}^2(z - \mu \nabla \ell(z), x) \leq \|z - \mu \nabla \ell(z) - x\|^2 \]
\[ = \|z - x\|^2 + \|\mu \nabla \ell(z)\|^2 - 2\mu \langle z - x, \nabla \ell(z) \rangle \]
\[ \leq \|z - x\|^2 + \|\mu \nabla \ell(z)\|^2 - \mu^2 \|\nabla \ell(z)\|^2 - \mu \lambda \|z - x\|^2 \]
\[ = (1 - \mu \lambda) \text{dist}^2(z, x). \]

### 4.6.2 Proofs for Median-TWF

We first show that \(\nabla \ell_{tr}(z)\) in (4.7) satisfies the RC for the noise-free case, and then extend it to the model with only sparse outliers, thus together with Proposition 4.10 establishing the global convergence of median-TWF in both cases. At last we prove Theorem 4.3 in the presence of both sparse outliers and dense bounded noise.

**Proof of Proposition 4.1**

We consider the noise-free model. The central step to establish the RC is to show that the sample median used in the truncation rule of median-TWF concentrates at the level \(\|z - x\| \|z\|\) as stated in the following proposition.

**Proposition 4.12.** If \(m > c_0 n \log n\), then with probability at least \(1 - c_1 \exp(-c_2 m)\),

\[
0.6 \|z\| \|z - x\| \leq \theta_{0.49, \theta_{0.50}, \theta_{0.51}}(\{ \|a_i^T x\|^2 - |a_i^T z|^2 \}_{i=1}^m) \leq \|z\| \|z - x\|, \tag{4.23}
\]

holds for all \(z, x\) satisfying \(\|z - x\| < 1/11 \|z\|\).

**Proof.** Detailed proof is provided in Section 4.6.4. \(\square\)

We note that a similar property for the sample mean has been shown in [61] as long as the number \(m\) of measurements is on the order of \(n\). In fact, the sample median is much more challenging to bound due to its non-linearity, which also causes slightly more
measurements compared to the sample mean.

Then we can establish that \( \langle \nabla \ell_{tr}(z), z - x \rangle \) is lower bounded on the order of \( \|z - x\|^2 \), as in Proposition 4.13, and that \( \|\nabla \ell_{tr}(z)\| \) is upper bounded on the order of \( \|z - x\| \), as in Proposition 4.14.

**Proposition 4.13** (Adapted version of Proposition 2 of [61]). Consider the noise-free case \( y_i = |\alpha_i^T x|^2 \) for \( i = 1, \cdots, m \), and any fixed constant \( \epsilon > 0 \). Under the condition (4.8), if \( m > c_0 n \log n \), then with probability at least \( 1 - c_1 \exp(-c_2 \epsilon^{-2}m) \),

\[
\langle \nabla \ell_{tr}(z), z - x \rangle \geq \left\{ 1.99 - 2(\zeta_1 + \zeta_2) - \sqrt{8/\pi} \alpha_h^{-1} - \epsilon \right\} \|z - x\|^2 \tag{4.24}
\]

holds uniformly over all \( x, z \in \mathbb{R}^n \) satisfying

\[
\frac{\|z - x\|}{\|z\|} \leq \min \left\{ \frac{1}{11}, \frac{\alpha_i}{\alpha_h}, \frac{\alpha_i}{6}, \frac{\sqrt{98/3}(\alpha_i)^2}{2\alpha_u + \alpha_i} \right\}, \tag{4.25}
\]

where \( c_0, c_1, c_2 > 0 \) are some universal constants, and \( \zeta_1, \zeta_2, \alpha_i, \alpha_u \) and \( \alpha_h \) are defined in (4.8).

The proof of Proposition 4.13 adapts the proof of Proposition 2 of [61], by properly setting parameters based on the properties of sample median. For completeness, we include a short outline of the proof in Section 4.6.

**Proposition 4.14** (Lemma 7 of [61]). Under the same condition as in Proposition 4.13, if \( m > c_0 n \), then there exist some constants \( c_1, c_2 > 0 \) such that with probability at least \( 1 - c_1 \exp(-c_2 m) \),

\[
\|\nabla \ell_{tr}(z)\| \leq (1 + \delta) \cdot 2\sqrt{1.02 + 2/\alpha_h} \|z - x\| \tag{4.26}
\]
holds uniformly over all \( x, z \in \mathbb{R}^n \) satisfying

\[
\frac{\|z - x\|}{\|z\|} \leq \min \left\{ \frac{1}{11} \cdot \frac{\alpha_I}{\alpha_h}, \frac{\alpha_I}{6}, \frac{\sqrt{98/3} (\alpha_I)^2}{2\alpha_u + \alpha_I} \right\},
\]

(4.27)

where \( \delta \) can be arbitrarily small as long as \( m/n \) sufficiently large, and \( \alpha_I, \alpha_u \) and \( \alpha_h \) are given in (4.8).

**Proof.** See the proof of Lemma 7 in [61]. \( \square \)

With these two propositions and (4.8), RC is guaranteed by setting

\[
\mu < \mu_0 := \frac{(1.99 - 2(\zeta_1 + \zeta_2) - \sqrt{8/\pi} \alpha_h^{-1}}{2(1 + \delta)^2 \cdot (1.02 + 2/\alpha_h)},
\]

\[
\lambda + \mu \cdot 4(1 + \delta)^2 \cdot (1.02 + 2/\alpha_h) < 2 \left\{ 1.99 - 2(\zeta_1 + \zeta_2) - \sqrt{8/\pi} \alpha_h^{-1} - \epsilon \right\}.
\]

**Proof of Theorem 4.2**

We next consider the model (4.2) with only sparse outliers. It suffices to show that \( \nabla \ell_{tr}(z) \) continues to satisfy the RC. The critical step is to bound the sample median of the corrupted measurements. Lemma 4.8 yields

\[
\theta_{\frac{1}{2} + s}(\{|(a_i^T x)^2 - (a_i^T z)^2|\}) \leq \theta_{\frac{1}{2}}(\{|y_i - (a_i^T z)|\}) \leq \theta_{\frac{1}{2} + s}(\{|(a_i^T x)^2 - (a_i^T z)^2|\}).
\]

(4.28)

For simplicity of notation, we let \( h := z - x \). Then for the instance of \( s = 0.01 \), by Proposition 4.12, we have with probability at least \( 1 - 2 \exp(-\Omega(m)) \),

\[
0.6\|z\|\|h\| \leq \theta_{\frac{1}{2}}(\{|y_i - (a_i^T z)|\}) \leq \|z\|\|h\|.
\]

(4.29)

To differentiate from \( \mathcal{E}_2^i \), we define \( \hat{\mathcal{E}}_2^i := \left\{ |(a_i^T x)^2 - (a_i^T z)^2| \leq \alpha_h \mathrm{med} \{ |y_i - (a_i^T z)| \} \frac{|a_i^T z|}{\|z\|} \right\} \).
We then have
\[
\nabla \ell_{\text{tr}}(z) = \frac{1}{m} \sum_{i=1}^{m} \left( \frac{(a_i^T z)^2 - y_i}{a_i^T z} a_i \right) 1_{E_i \cap \hat{E}_i} + \frac{1}{m} \sum_{i \in S} \left( \frac{(a_i^T z)^2 - y_i}{a_i^T z} a_i - \frac{(a_i^T x)^2}{a_i^T x} a_i \right) 1_{E_i \cap \hat{E}_i} \]
\[= \nabla_{\text{clean}} \ell_{\text{tr}}(z) + \nabla_{\text{extra}} \ell_{\text{tr}}(z).\]

Choosing \( \epsilon \) small enough, it is easy to verify that Propositions 4.13 and 4.14 are still valid on \( \nabla_{\text{clean}} \ell_{\text{tr}}(z) \). Thus, one has
\[
\langle \nabla_{\text{clean}} \ell_{\text{tr}}(z), h \rangle \geq \left\{ 1.99 - 2(\zeta_1 + \zeta_2) - \sqrt{8/\pi \alpha_h^{-1}} - \epsilon \right\} \| h \|^2,
\]
\[
\| \nabla_{\text{clean}} \ell_{\text{tr}}(z) \| \leq (1 + \delta) \cdot 2 \sqrt{1.02 + 2/\alpha_h} \| h \|.
\]

We next bound the contribution of \( \nabla_{\text{extra}} \ell_{\text{tr}}(z) \). Introduce \( q = [q_1, \ldots, q_m]^T \), where
\[
q_i := \left( \frac{(a_i^T z)^2 - y_i}{a_i^T z} 1_{E_i \cap \hat{E}_i} - \frac{(a_i^T x)^2}{a_i^T x} 1_{E_i \cap \hat{E}_i} \right) 1_{\{i \in S\}}.
\]

It can be seen that \( |q_i| \leq 2\alpha_h \| h \| \). Thus, \( \| q \| \leq \sqrt{sm} \cdot 2\alpha_h \| h \| \), and
\[
\| \nabla_{\text{extra}} \ell_{\text{tr}}(z) \| = \frac{1}{m} \| A^T q \| \leq 2(1 + \delta) \sqrt{s\alpha_h} \| h \|,
\]
\[
\| \langle \nabla_{\text{extra}} \ell_{\text{tr}}(z), h \rangle \| \leq \| h \| \cdot \left( \frac{1}{m} \| \nabla_{\text{extra}} \ell_{\text{tr}}(z) \| \right) \leq 2(1 + \delta) \sqrt{s\alpha_h} \| h \|^2,
\]
where \( A = [a_1, \ldots, a_m]^T \). Then, we have
\[
-\langle \nabla \ell_{\text{tr}}(z), h \rangle \geq \langle \nabla_{\text{clean}} \ell_{\text{tr}}(z), h \rangle - \langle \nabla_{\text{extra}} \ell_{\text{tr}}(z), h \rangle \geq \left( 1.99 - 2(\zeta_1 + \zeta_2) - \sqrt{8/\pi \alpha_h^{-1}} - \epsilon - 2(1 + \delta) \sqrt{s\alpha_h} \right) \| h \|^2,
\]
and
\[
\|\nabla \ell_{tr}(z)\| \leq \|\nabla^{\text{clean}} \ell_{tr}(z)\| + \|\nabla^{\text{extra}} \ell_{tr}(z)\| \\
\leq 2(1 + \delta) \left( \sqrt{1.02 + 2/\alpha_h + \sqrt{s} \alpha_h} \right) \|h\|. 
\] (4.30)

Therefore, the RC is guaranteed if \(\mu, \lambda, \epsilon\) are chosen properly and \(s\) is sufficiently small.

**Proof of Theorem 4.3**

We consider the model (4.2), and split our analysis of the gradient loop into two regimes.

- **Regime 1:** \(c_4 \|z\| \geq \|h\| \geq c_3 \|w\|_\infty\). In this regime, error contraction by each gradient step is given by

\[
\text{dist}(z - \mu \nabla \ell_{tr}(z), x) \leq (1 - \rho) \text{dist}(z, x).
\]

It suffices to justify that \(\nabla \ell_{tr}(z)\) satisfies the RC. Denote \(\tilde{y}_i := (a_i^T x)^2 + w_i\). Then by Lemma 4.8, we have

\[
\theta_{1/2-s} \{ |\tilde{y}_i - (a_i^T z)^2| \} \leq \text{med} \{ |y_i - (a_i^T z)^2| \} \leq \theta_{1/2+s} \{ |\tilde{y}_i - (a_i^T z)^2| \}.
\]

Moreover, by Lemma 4.7 we have

\[
\left| \theta_{1+s} \{ |\tilde{y}_i - (a_i^T z)^2| \} - \theta_{1+s} \{ |(a_i^T x)^2 - (a_i^T z)^2| \} \right| \leq \|w\|_\infty, \\
\left| \theta_{1-s} \{ |\tilde{y}_i - (a_i^T z)^2| \} - \theta_{1-s} \{ |(a_i^T x)^2 - (a_i^T z)^2| \} \right| \leq \|w\|_\infty.
\]

Assume that \(s = 0.01\). By Proposition 4.12, if \(c_3\) is sufficiently large (i.e., \(c_3 > 100\)), we still have

\[
0.6\|x - z\| \|z\| \leq \text{med} \{ |y_i - (a_i^T z)^2| \} \leq \|x - z\| \|z\|.
\] (4.31)
Furthermore, recall \( \tilde{E}_2^i := \left\{ \left| (a_i^T x)^2 - (a_i^T z)^2 \right| \leq \alpha_h \med \left\{ \left| (a_i^T z)^2 - y_i \right| \right\} \frac{|a_i^T z|}{\|z\|} \right\} \). Then,

\[
\nabla \ell_{tr}(z) = \frac{1}{m} \sum_{i=1}^{m} \frac{(a_i^T z)^2 - y_i}{a_i^T z} a_i 1_{E_1 \cap E_2^i} = \frac{1}{m} \left( \sum_{i \notin S} \frac{(a_i^T z)^2 - (a_i^T x)^2}{a_i^T z} a_i 1_{E_1 \cap E_2^i} + \sum_{i \in S} \frac{(a_i^T z)^2 - (a_i^T x)^2}{a_i^T z} a_i 1_{E_1 \cap E_2^i} \right)\

- \frac{1}{m} \sum_{i \notin S} \frac{w_i}{a_i^T z} a_i 1_{E_1 \cap E_2^i} + \frac{1}{m} \sum_{i \in S} \frac{(a_i^T z)^2 - y_i}{a_i^T z} 1_{E_1 \cap E_2^i} - \frac{(a_i^T z)^2 - (a_i^T x)^2}{a_i^T z} a_i 1_{E_1 \cap E_2^i} a_i.
\]

For \( i \notin S \), the inclusion property (i.e. \( E_3^i \subseteq E_2^i \subseteq E_4^i \)) holds because

\[
|y_i - (a_i^T z)^2| \leq \left| (a_i^T x)^2 - (a_i^T z)^2 \right| \pm |w_i|
\]

and \( |w_i| \leq \frac{1}{c_3} \|h\| \|z\| \) for some sufficient large \( c_3 \). For \( i \in S \), the inclusion \( E_3^i \subseteq E_2^i \subseteq E_4^i \) holds because of (4.31). All the proof arguments for Propositions 4.13 and 4.14 are also valid for \( \nabla^{clean}_{\ell_{tr}(z)} \), and thus we have

\[
\langle \nabla^{clean}_{\ell_{tr}(z)}, h \rangle \geq \left\{ 1.99 - 2(\zeta_1 + \zeta_2) - \sqrt{8/\pi \alpha_h^{-1}} - \epsilon \right\} \|h\|^2,
\]

\[
\|\nabla^{\text{clean}}_{\ell_{tr}(z)}\| \leq (1 + \delta) \cdot 2\sqrt{1.02 + 2/\alpha_h \|h\|}.
\]

Next, we turn to control the contribution of the noise. Let \( \tilde{w}_i = \frac{w_i}{a_i^T z} 1_{E_1 \cap E_2^i} \), and then we have

\[
\|\nabla^{\text{noise}}_{\ell_{tr}(z)}\| = \left\| \frac{1}{m} A^T \tilde{w} \right\| \leq \left\| \frac{1}{\sqrt{m}} A^T \right\| \left\| \frac{\tilde{w}}{\sqrt{m}} \right\| \leq (1 + \delta) \|\tilde{w}\|_{\infty} \leq (1 + \delta) \frac{\|w\|_{\infty}}{\alpha_i \|z\|},
\]

when \( m/n \) is sufficiently large. Given the regime condition \( \|h\| \geq c_3 \frac{\|w\|_{\infty}}{\alpha_i \|z\|} \), we further
have
\[\|\nabla^{\text{noise}} \ell_{\text{tr}}(z)\| \leq \frac{(1 + \delta)}{c_3 \alpha_l} \|h\|,\]
\[|\langle \nabla^{\text{noise}} \ell_{\text{tr}}(z), h \rangle| \leq \|\nabla^{\text{noise}} \ell_{\text{tr}}(z)\| \cdot \|h\| \leq \frac{(1 + \delta)}{c_3 \alpha_l} \|h\|^2.\]

We next bound the contribution of \(\nabla^{\text{extra}} \ell_{\text{tr}}(z)\). Introduce \(q = [q_1, \ldots, q_m]^T\), where
\[q_i := \left(\frac{(a_i^T z)^2 - y_i}{a_i^T z} 1_{\mathcal{E}_1^i \cap \mathcal{E}_2^i} - \frac{(a_i^T x)^2}{a_i^T z} 1_{\mathcal{E}_1^i \cap \bar{\mathcal{E}}_2^i}\right) 1_{\{i \in S\}}.\]

Then \(|q_i| \leq 2\alpha_h \|h\|\), and \(\|q\| \leq \sqrt{sm} \cdot 2\alpha_h \|h\|\). We thus have
\[\|\nabla^{\text{extra}} \ell_{\text{tr}}(z)\| = \frac{1}{m} \|A^T q\| \leq 2(1 + \delta) \sqrt{s\alpha_h} \|h\|,\]
\[|\langle \nabla^{\text{extra}} \ell_{\text{tr}}(z), h \rangle| \leq \|h\| \cdot \|\nabla^{\text{extra}} \ell_{\text{tr}}(z)\| \leq 2(1 + \delta) \sqrt{s\alpha_h} \|h\|^2.\]

Putting these together, one has
\[
\langle \nabla \ell_{\text{tr}}(z), h \rangle \geq \langle \nabla^{\text{clean}} \ell_{\text{tr}}(z), h \rangle - |\langle \nabla^{\text{noise}} \ell_{\text{tr}}(z), h \rangle| - |\langle \nabla^{\text{extra}} \ell_{\text{tr}}(z), h \rangle| \\
\geq \left(1.99 - 2(\zeta_1 + \zeta_2) - \sqrt{8/\pi\alpha_h^{-1}} - \epsilon - (1 + \delta)(1/(c_3 \alpha_z) + 2\sqrt{s\alpha_h})\right) \|h\|^2, \tag{4.32}
\]

and
\[
\|\nabla \ell_{\text{tr}}(z)\| \leq \|\nabla^{\text{clean}} \ell_{\text{tr}}(z)\| + \|\nabla^{\text{noise}} \ell_{\text{tr}}(z)\| + \|\nabla^{\text{extra}} \ell_{\text{tr}}(z)\| \\
\leq (1 + \delta) \left(2\sqrt{1.02} + 2/\alpha_h + 1/(c_3 \alpha_z) + 2\sqrt{s\alpha_h}\right) \|h\|. \tag{4.33}
\]

The RC is guaranteed if \(\mu, \lambda, \epsilon\) are chosen properly, \(c_3\) is sufficiently large and \(s\) is sufficiently small.

- **Regime 2**: Once the iterate enters this regime with \(\|h\| \leq c_3 \|w\|_{\infty}/\|z\|\), each gradient iterate may not reduce the estimation error. However, in this regime each move size \(\mu \nabla \ell_{\text{tr}}(z)\)
is at most $O(\|w\|_\infty/\|z\|)$. Then the estimation error cannot increase by more than $\|w\|_\infty/\|z\|$ with a constant factor. Thus one has

$$\text{dist} (z - \mu \nabla \ell_{tr}(z), x) \leq c_5 \frac{\|w\|_\infty}{\|x\|}$$

for some constant $c_5$. As long as $\|w\|_\infty/\|x\|^2$ is sufficiently small, it is guaranteed that $c_5 \frac{\|w\|_\infty}{\|x\|^2} \leq c_4 \|x\|$. If the iterate jumps out of Regime 2, it falls into Regime 1.

### 4.6.3 Proofs for Median-RWF

We first show that $\nabla R_{tr}(z)$ in (4.10) satisfies the RC for the noise-free case, and then extend it to the model with only sparse outliers, thus together with Proposition 4.10 establishing the global convergence of median-RWF in both cases. At last, we prove Theorem 4.3 in the presence of both sparse outliers and dense bounded noise.

**Proof of Proposition 4.1**

The central step to establish the RC is to show that the sample median used in the truncation rule of median-RWF concentrates on the order of $\|z - x\|$ as stated in the following proposition.

**Proposition 4.15.** If $m > c_0 n \log n$, then with probability at least $1 - c_1 \exp(-c_2 m)$,

$$0.5 \|z - x\| \leq \theta_{0.49}, \theta_{1/2}, \theta_{0.51} \left( \left\{ \|a_i^T z\| - \|a_i^T x\| \right\}_{i=1}^m \right) \leq 0.8 \|z - x\|, \quad (4.34)$$

holds for all $z, x$ satisfying $\|z - x\| < 1/11 \|z\|$.

**Proof.** See Section 4.6.4.

Next we give a bound on the left hand side of RC.

**Proposition 4.16** (Adapted version of Proposition 2 of [61]). Consider the noise-free measurements $y_i = |a_i^T x|$ and any fixed constant $\epsilon > 0$. If $m > c_0 n \log n$, then with probability
at least \(1 - c_1 \exp(-c_2 m)\),

\[
\langle \nabla R_{tr}(z), z - x \rangle \geq \{0.88 - \zeta'_1 - \zeta'_2 - \epsilon\} \|z - x\|^2 \quad (4.35)
\]

holds uniformly over all \(x, z \in \mathbb{R}^n\) satisfying \(\|z - x\| \leq \frac{1}{20}\), where \(c_0, c_1, c_2 > 0\) are some universal constants, and \(\zeta'_1, \zeta'_2\) are given by

\[
\zeta'_1 := 1 - \min \left\{ E\left[\xi^2 1_{\{\xi \geq 0.5\sqrt{1/0.01} \alpha_h' \|z - x\|\}}\right], E\left[1_{\{\xi \geq 0.5\sqrt{1/0.01} \alpha_h' \|z - x\|\}}\right]\right\}
\]

\[
\zeta'_2 := E\left[\xi^2 1_{\{\|\xi\| > 0.5\sqrt{0.99} \alpha_h'\}}\right]
\]

for some \(\xi \sim \mathcal{N}(0, 1)\) and \(\alpha_h' = 5\).

Proof. See Section 4.6.4.

Proposition 4.16 indicates that \(\langle \nabla R_{tr}(z), z - x \rangle\) is lower bounded by \(\|z - x\|^2\) with some positive constant coefficient. In order to prove the RC, it suffices to show that \(\|\nabla R_{tr}(z)\|\) is upper bounded by the order of \(\|z - x\|\) when \(z\) is within the neighborhood of true signal \(x\).

**Proposition 4.17** (Lemma 7 of [61]). If \(m > c_0 n\), then there exist some constants \(c_1, c_2 > 0\) such that with probability at least \(1 - c_1 \exp(-c_2 m)\),

\[
\|\nabla R_{tr}(z)\| \leq (1.8 + \delta) \|z - x\| \quad (4.36)
\]

holds uniformly over all \(x, z \in \mathbb{R}^n\) satisfying \(\|x - z\| \leq \frac{1}{11} \|x\|\) where \(\delta\) can be arbitrarily small as long as \(c_0\) sufficiently large.

Proof. See Section 4.6.4.

With the above two propositions, RC is guaranteed by setting \(\mu < \mu_0 := \frac{2(0.88 - \zeta'_1 - \zeta'_2 - \epsilon)}{(1.8 + \delta)^2}\) and \(\lambda + \mu \cdot (1.8 + \delta)^2 < 2(0.88 - \zeta'_1 - \zeta'_2 - \epsilon)\).
Proof of Theorem 4.2

We consider the model (4.2) with only outliers, i.e., \( y_i = |\langle a_i, x \rangle| + \eta_i \) for \( i = 1, \ldots, m \). It suffices to show that \( \nabla R_{tr}(z) \) satisfies the RC. The critical step is to lower and upper bound the sample median of the corrupted measurements. Lemma 4.8 yields

\[
\theta_{\frac{1}{2}-s}(\{||a_i^T x| - |a_i^T z||\}) \leq \theta_{\frac{1}{2}}(\{\sqrt{|y_i|} - |a_i^T z||\}) \leq \theta_{\frac{1}{2}+s}(\{|a_i^T x| - |a_i^T z||\}). \tag{4.37}
\]

For the simplicity of notation, we let \( h := z - x \). Then for the instance of \( s = 0.01 \), Proposition 4.15 yields that if \( m > c_0 n \log n \), then

\[
0.5\|h\| \leq \theta_{\frac{1}{2}}(\{|\sqrt{|y_i|} - |a_i^T z||\}) \leq 0.8\|h\| \tag{4.38}
\]

holds with probability at least \( 1 - 2 \exp(-\Omega(m)) \).

To differentiate from \( T^i \), we define \( \tilde{T}^i := \{||a_i^T x| - |a_i^T z|| \leq \alpha_h \text{med} \{|\sqrt{|y_i|} - |a_i^T z||\} \} \).

We then have

\[
\nabla R_{tr}(z) = \frac{1}{m} \sum_{i=1}^{m} (|a_i^T z| - \sqrt{|y_i|}) a_i 1_{T^i} \\
+ \frac{1}{m} \sum_{i \in S} (|a_i^T z| - \sqrt{|y_i|}) a_i 1_{\tilde{T}^i} \langle \nabla_{\text{clean}} R_{tr}(z) \rangle + \frac{1}{m} \sum_{i \in S} (|a_i^T z| - |a_i^T x|) 1_{\tilde{T}^i} a_i \langle \nabla_{\text{extra}} R_{tr}(z) \rangle.
\]

Under the condition (4.38), the inclusion property (i.e., \( T^i \subseteq \tilde{T}^i \subseteq T^i \)) holds, and all the proof arguments for Propositions 4.16 and 4.17 are also valid to \( \nabla_{\text{clean}} R_{tr}(z) \). Thus, one has

\[
\langle \nabla_{\text{clean}} R_{tr}(z), h \rangle \geq (0.88 - \zeta_1 - \zeta_2 - \epsilon) \|h\|^2 \\
\| \nabla_{\text{clean}} R_{tr}(z) \| \leq (1.8 + \delta) \|h\|.
\]
We next bound the contribution of $\nabla^{\text{extra}} R_{tr}(z)$. Introduce $q = [q_1, \ldots, q_m]^T$, where

$$q_i := \left( (|a^T_i z| - \sqrt{y_i}) 1_{T_i} - (|a^T_i z| - |a^T_i x_i|) 1_{\tilde{T}_i} \right) 1_{\{i \in S\}},$$

and then $|q_i| \leq 1.6\alpha'_h \|h\|$. Thus, $\|q\| \leq \sqrt{sm} \cdot 1.6\alpha'_h \|h\|$, and

$$\|\nabla^{\text{extra}} R_{tr}(z)\| = \frac{1}{m} \|A^T q\| \leq 1.6(1 + \delta) \sqrt{s} \alpha'_h \|h\|,$$

$$\left| \langle \nabla^{\text{extra}} R_{tr}(z), h \rangle \right| \leq \|h\| \cdot \|\nabla^{\text{extra}} R_{tr}(z)\| \leq 1.6(1 + \delta) \sqrt{s} \alpha'_h \|h\|^2,$$

where $A = [a_1, \ldots, a_m]^T$. Then, we have

$$\langle \nabla R_{tr}(z), h \rangle \geq \langle \nabla^{\text{clean}} R_{tr}(z), h \rangle - \left| \langle \nabla^{\text{extra}} R_{tr}(z), h \rangle \right| \geq (0.88 - \zeta'_1 - \zeta'_2 - \epsilon - 1.6(1 + \delta) \sqrt{s} \alpha'_h) \|h\|^2,$$

and

$$\|\nabla R_{tr}(z)\| \leq \|\nabla^{\text{clean}} R_{tr}(z)\| + \|\nabla^{\text{extra}} R_{tr}(z)\| \leq (1.8 + \delta + 1.6(1 + \delta) \sqrt{s} \alpha'_h) \|h\|.$$

Therefore the RC is guaranteed if $\mu, \lambda$ are chosen properly, $\delta$ is chosen sufficiently small and $s$ is sufficiently small.

**Proof of Theorem 4.3**

We consider the model (4.2) with outliers and bounded noise. We split our analysis of the gradient loop into two regimes.

- **Regime 1**: $c_4 \|z\| \geq \|h\| \geq c_3 \sqrt{\|w\|_{\infty}}$. In this regime, error contraction by each
gradient step is given by

\[
\text{dist} (z - \mu \nabla R_{tr}(z), x) \leq (1 - \rho) \text{dist}(z, x).
\]  (4.39)

It suffices to justify that \( \nabla R_{tr}(z) \) satisfies the RC. Denote \( \bar{y}_i := (a_i^T x)^2 + w_i \). Then by Lemma 4.8, we have

\[
\theta_{\frac{1}{2} - s} \left\{ \left| \sqrt{y_i} - |a_i^T z| \right| \right\} \leq \text{med} \left\{ \left| \sqrt{y_i} - |a_i^T z| \right| \right\} \leq \theta_{\frac{1}{2} + s} \left\{ \left| \sqrt{y_i} - |a_i^T z| \right| \right\}.
\]

Moreover, by Lemma 4.7 we have

\[
\left| \theta_{\frac{1}{2} + s} \left\{ \left| \sqrt{y_i} - |a_i^T z| \right| \right\} - \theta_{\frac{1}{2} + s} \left\{ \left| a_i^T x \right| - |a_i^T z| \right\} \right| \leq \sqrt{\|w\|_\infty},
\]

\[
\left| \theta_{\frac{1}{2} - s} \left\{ \left| \sqrt{y_i} - |a_i^T z| \right| \right\} - \theta_{\frac{1}{2} - s} \left\{ \left| a_i^T x \right| - |a_i^T z| \right\} \right| \leq \sqrt{\|w\|_\infty}.
\]

Assume that \( s = 0.01 \). By Proposition 4.15, if \( c_3 \) is sufficiently large (i.e., \( c_3 > 100 \)), we still have

\[
0.5\|h\| \leq \text{med} \left\{ \left| \sqrt{y_i} - |a_i^T z| \right| \right\} \leq 0.8\|h\|.  \quad (4.40)
\]

Furthermore, recall \( \bar{T} := \{ |a_i^T x| - |a_i^T z| \leq \alpha_i \text{med} \{ |a_i^T z| - \sqrt{y_i}| \} \} \). Then,

\[
\nabla R_{tr}(z) = \frac{1}{m} \sum_{i=1}^{m} \left( |a_i^T z| - \sqrt{y_i} \right) a_i 1_{T_i}
\]

\[
= \frac{1}{m} \left( \sum_{i \notin S} \left( |a_i^T z| - |a_i^T x| \right) a_i 1_{T_i} + \sum_{i \in S} \left( |a_i^T z| - |a_i^T x| \right) a_i 1_{\bar{T}_i} \right)
\]

\[
- \frac{1}{m} \sum_{i \notin S} \left( \sqrt{y_i} - |a_i^T x| \right) a_i 1_{T_i} + \frac{1}{m} \sum_{i \in S} \left( |a_i^T z| - \sqrt{y_i} \right) 1_{T_i} - \left( |a_i^T z| - |a_i^T x| \right) 1_{\bar{T}_i} a_i.
\]
For $i \notin S$, the inclusion property (i.e. $T^i_1 \subseteq T^i \subseteq T^i_2$) holds because

$$\left| \sqrt{y_i} - |a_i^Tz| \right| \leq \left| |a_i^Tx| - |a_i^Tz| \right| \pm \sqrt{|w_i|}$$

and $\sqrt{|w_i|} \leq \frac{1}{c_3} \|h\|$ for some sufficient large $c_3$. For $i \in S$, the inclusion $T^i_1 \subseteq \tilde{T}^i \subseteq T^i_2$ holds because of (4.40). All the proof arguments for Propositions 4.16 and 4.17 are also valid for $\nabla^{\text{clean}}R_{tr}(z)$, and thus we have

$$\langle \nabla^{\text{clean}}R_{tr}(z), h \rangle \geq (0.88 - \zeta_1' - \zeta_2' - \epsilon) \|h\|^2,$$

$$\|\nabla^{\text{clean}}R_{tr}(z)\| \leq (1.8 + \delta) \|h\|.$$

Next, we turn to control the contribution of the noise. Let $\tilde{w}_i = (\sqrt{y_i} - |a_i^Tz|)1_{T^i_1}$. Then $|\tilde{w}_i| < \sqrt{|w_i|}$ and we have

$$\|\nabla^{\text{noise}}R_{tr}(z)\| = \left\| \frac{1}{m} A^T \tilde{w} \right\| \leq \left\| \frac{1}{\sqrt{m}} A^T \right\| \left\| \frac{\tilde{w}}{\sqrt{m}} \right\| \leq (1 + \delta) \|\tilde{w}\|_\infty \leq (1 + \delta) \sqrt{|w|}_\infty,$$

when $m/n$ is sufficiently large. Given the regime condition $\|h\| \geq c_3 \sqrt{|w|}_\infty$, we further have

$$\|\nabla^{\text{noise}}R_{tr}(z)\| \leq \frac{(1 + \delta)}{c_3} \|h\|,$$

$$|\langle \nabla^{\text{noise}}R_{tr}(z), h \rangle| \leq \|\nabla^{\text{noise}}R_{tr}(z)\| \cdot \|h\| \leq \frac{(1 + \delta)}{c_3} \|h\|^2.$$

We next bound the contribution of $\nabla^{\text{extra}}R_{tr}(z)$. Introduce $q = [q_1, \ldots, q_m]^T$, where

$$q_i := \left( (|a_i^Tz| - \sqrt{y_i})1_{T^i_1} - (|a_i^Tz| - |a_i^Tx|)1_{\tilde{T}^i} \right) 1_{\{i \in S\}}.$$
Then $|q_i| \leq 1.6\alpha'_h \|h\|$, and $\|q\| \leq \sqrt{sm} \cdot 1.6\alpha'_h \|h\|$. We thus have

$$\|\nabla^{\text{extra}}R_{tr}(z)\| = \frac{1}{m} \|A^T q\| \leq 1.6(1 + \delta)\sqrt{s\alpha'_h} \|h\|,$$

$$\langle \nabla^{\text{extra}}R_{tr}(z), h \rangle \leq \|h\| \cdot \|\nabla^{\text{extra}}R_{tr}(z)\| \leq 1.6(1 + \delta)\sqrt{s\alpha'_h} \|h\|^2.$$

Putting these together, one has

$$\langle \nabla R_{tr}(z), h \rangle \geq \langle \nabla^{\text{clean}}R_{tr}(z), h \rangle - \langle \nabla^{\text{noise}}R_{tr}(z), h \rangle - \langle \nabla^{\text{extra}}R_{tr}(z), h \rangle \geq (0.88 - \zeta'_1 - \zeta'_2 - \epsilon - (1 + \delta)(1/c_3 - 1.6\sqrt{s\alpha'_h})) \|h\|^2,$$

and

$$\|\nabla R_{tr}(z)\| \leq \|\nabla^{\text{clean}}R_{tr}(z)\| + \|\nabla^{\text{noise}}R_{tr}(z)\| + \|\nabla^{\text{extra}}R_{tr}(z)\| \leq (1.8 + \delta + (1 + \delta) \cdot (1/c_3 + 1.6\sqrt{s\alpha'_h})) \|h\|. \tag{4.41}$$

Thus, the RC is guaranteed if $\mu, \lambda, \epsilon$ are chosen properly, $c_0, c_3$ are sufficiently large and $s$ is sufficiently small.

- **Regime 2**: Once the iterate enters this regime with $\|h\| \leq c_3 \sqrt{\|w\|_{\infty}}$, each gradient iterate may not reduce the estimation error. However, in this regime each move size $\mu \nabla R_{tr}(z)$ is at most $O(\sqrt{\|w\|_{\infty}})$. Then the estimation error cannot increase by more than $\sqrt{\|w\|_{\infty}}$ with a constant factor. Thus one has

$$\text{dist} (z - \mu \nabla R_{tr}(z), x) \leq c_5 \sqrt{\|w\|_{\infty}} \tag{4.42}$$

for some constant $c_5$. As long as $\sqrt{\|w\|_{\infty}}$ is sufficiently small, it is guaranteed that $c_5 \sqrt{\|w\|_{\infty}} \leq c_4 \|x\|$. If the iterate jumps out of Regime 2, it falls into Regime 1.
4.6.4 Proofs of Supporting Lemmas

Proof of Lemma 4.6

For simplicity, denote $\hat{\theta}_p := \theta_p(F)$ and $\check{\theta}_p := \theta_p(\{X_i\}_{i=1}^m)$. Since $F'$ is continuous and positive, for an $\epsilon$, there exists a constant $\delta_1$ such that $\mathbb{P}(X \leq \theta_p - \epsilon) = p - \delta_1$, where $\delta_1 \in (\epsilon l, \epsilon L)$. Then one has

$$\mathbb{P}\left(\hat{\theta}_p < \theta_p - \epsilon\right) \overset{(a)}{=} \mathbb{P}\left(\sum_{i=1}^m 1_{\{X_i \leq \theta_p - \epsilon\}} \geq pm\right) = \mathbb{P}\left(\frac{1}{m} \sum_{i=1}^m 1_{\{X_i \leq \theta_p - \epsilon\}} \geq (p - \delta_1) + \delta_1\right) \leq \exp(-2m\delta_1^2) \leq \exp(-2m\epsilon^2 l^2),$$

where (a) is due to the definition of the quantile function in (4.18) and (b) is due to the fact that $1_{\{X_i \leq \theta_p - \epsilon\}} \sim \text{Bernoulli}(p - \delta_1)$ i.i.d., followed by the Hoeffding inequality. Similarly, one can show for some $\delta_2 \in (\epsilon l, \epsilon L)$,

$$\mathbb{P}\left(\hat{\theta}_p > \theta_p + \epsilon\right) \leq \exp(-2m\delta_2^2) \leq \exp(-2m\epsilon^2 l^2).$$

Combining these two inequalities, one has the conclusion.

Proof of Lemma 4.7

It suffices to show that

$$|X(k) - Y(k)| \leq \max_i |X_i - Y_i|, \quad \forall k = 1, \cdots, n. \quad (4.43)$$

Case 1: $k = n$, suppose $X(n) = X_i$ and $Y(n) = Y_j$, i.e., $X_i$ is the largest among $\{X_i\}_{i=1}^n$ and $Y_j$ is the largest among $\{Y_i\}_{i=1}^n$. Then we have either $X_j \leq X_i \leq Y_j$ or $Y_i \leq Y_j \leq X_i$. Hence,

$$|X(n) - Y(n)| = |X_i - Y_j| \leq \max\{|X_i - Y_i|, |X_j - Y_j|\}.$$
Case 2: \( k = 1 \), suppose that \( X^{(1)} = X_i \) and \( Y^{(1)} = Y_j \). Similarly

\[
|X^{(1)} - Y^{(1)}| = |X_i - Y_j| \leq \max\{|X_i - Y_i|, |X_j - Y_j|\}.
\]

Case 3: \( 1 < k < n \), suppose that \( X^{(k)} = X_i, Y^{(k)} = Y_j \), and without loss of generality assume that \( X_i < Y_j \) (if \( X_i = Y_j \), \( 0 = |X^{(k)} - Y^{(k)}| \leq \max l |X_l - Y_l| \) holds trivially). We show the conclusion by contradiction.

Assume \( |X^{(k)} - Y^{(k)}| > \max l |X_l - Y_l| \). Then one must have \( Y_i < Y_j \) and \( X_j > X_i \) and \( i \neq j \). Moreover for any \( p < k \) and \( q > k \), the index of \( X_{(p)} \) cannot be equal to the index of \( Y_{(q)} \); otherwise the assumption is violated.

Thus, all \( Y_{(q)} \) for \( q > k \) must share the same index set with \( X_{(p)} \) for \( p > k \). However, \( X_j \), which is larger than \( X_i \) (thus if \( X_j = X_{(k')} \), then \( k' > k \)), shares the same index with \( Y_j \), where \( Y_j = Y_{(k)} \). This yields contradiction.

**Proof of Lemma 4.8**

Assume that \( sm \) is an integer. Since there are \( sm \) corrupted samples in total, one can select at least \( \lceil (p - s)m \rceil \) clean samples from the left \( p \) portion of ordered contaminated samples \( \{\theta_1/m(\{X_i\}), \theta_2/m(\{X_i\}), \ldots, \theta_p(\{X_i\})\} \). Thus one has the left inequality. Furthermore, one can also select out at least \( \lceil (1 - p - s)m \rceil \) clean samples from the right \( 1 - p \) portion of ordered contaminated samples \( \{\theta_p(\{X_i\}), \ldots, \theta_1(\{X_i\})\} \). One has the right inequality.

**Proof of Lemma 4.9**

First we introduce some general facts for the distribution of the product of two correlated standard Gaussian random variables [143]. Let \( u \sim \mathcal{N}(0,1) \), \( v \sim \mathcal{N}(0,1) \), and their correlation coefficient be \( \rho \in [-1, 1] \). Then the density of \( uv \) is given by

\[
\phi_\rho(x) = \frac{1}{\pi \sqrt{1 - \rho^2}} \exp \left( \frac{\rho x}{1 - \rho^2} \right) K_0 \left( \frac{|x|}{1 - \rho^2} \right), \quad x \neq 0,
\]
where $K_0(\cdot)$ is the modified Bessel function of the second kind. Thus the density of $r = |uv|$ is

$$
\psi_\rho(x) = \frac{1}{\pi \sqrt{1 - \rho^2}} \left[ \exp \left( \frac{\rho x}{1 - \rho^2} \right) + \exp \left( - \frac{\rho x}{1 - \rho^2} \right) \right] K_0 \left( \frac{|x|}{1 - \rho^2} \right), \quad x > 0, \quad (4.44)
$$

for $|\rho| < 1$. If $|\rho| = 1$, $r$ becomes a $\chi^2_1$ random variable, with the density

$$
\psi_{|\rho|=1}(x) = \frac{1}{\sqrt{2\pi}} x^{-1/2} \exp(-x/2), \quad x > 0.
$$

It can be seen from (4.44) that the density of $r$ only relates to the correlation coefficient $\rho \in [-1, 1]$.

Let $\theta_{1/2}(\psi_\rho)$ be the $1/2$ quantile (median) of the distribution $\psi_\rho(x)$, and $\psi_\rho(\theta_{1/2})$ be the value of the function $\psi_\rho$ at the point $\theta_{1/2}(\psi_\rho)$. Although it is difficult to derive the analytical expressions of $\theta_{1/2}(\psi_\rho)$ and $\psi_\rho(\theta_{1/2})$ due to the complicated form of $\psi_\rho$ in (4.44), due to the continuity of $\psi_\rho(x)$ and $\theta_{1/2}(\psi_\rho)$, we can calculate them numerically, as illustrated in Figure 4.5. From the numerical calculation, one can see that both $\psi_\rho(\theta_{1/2})$ and $\theta_{1/2}(\psi_\rho)$ are bounded from below and above for all $\rho \in [0, 1]$ ($\psi_\rho(\cdot)$ is symmetric over $\rho$, hence it is sufficient to consider $\rho \in [0, 1]$), satisfying

$$
0.348 < \theta_{1/2}(\psi_\rho) < 0.455, \quad 0.47 < \psi_\rho(\theta_{1/2}) < 0.76. \quad (4.45)
$$
Proof of Proposition 4.10

Denote \( \tilde{y}_i := |a_i^T x|^2 + w_i \) for convenience. We first bound the concentration of \( \text{med}(\{y_i\}) \), also denoted by \( \theta_{\frac{1}{2}}(\{y_i\}) \). Lemma 4.8 yields

\[
\theta_{\frac{1}{2} - s}(\{\tilde{y}_i\}) < \theta_{\frac{1}{2}}(\{y_i\}) < \theta_{\frac{1}{2} + s}(\{\tilde{y}_i\}).
\]

Moreover, Lemma 4.7 indicates that

\[
\theta_{\frac{1}{2} - s}(\{\tilde{y}_i\}) \geq \theta_{\frac{1}{2} - s}(\{|a_i^T x|^2\}) - \|w\|_\infty,
\]

\[
\theta_{\frac{1}{2} + s}(\{\tilde{y}_i\}) \leq \theta_{\frac{1}{2} + s}(\{|a_i^T x|^2\}) + \|w\|_\infty.
\]

Observe that \( a_i^T x = \tilde{a}_{i1}^2 \|x\|^2 \), where \( \tilde{a}_{i1} = a_i^T x/\|x\| \) is a standard Gaussian random variable. Thus \( |\tilde{a}_{i1}|^2 \) is a \( \chi_1^2 \) random variable, whose cumulative distribution function is denoted as \( K(x) \). Moreover by Lemma 4.6, for a small \( \epsilon \), one has \( \left| \theta_{\frac{1}{2} - s}(\{|\tilde{a}_{i1}|^2\}) - \theta_{\frac{1}{2} - s}(K) \right| < \epsilon \) and \( \left| \theta_{\frac{1}{2} + s}(\{|\tilde{a}_{i1}|^2\}) - \theta_{\frac{1}{2} + s}(K) \right| < \epsilon \) with probability \( 1 - 2 \exp(-cm\epsilon^2) \) and \( c \) is a constant around \( 2 \times 0.47 \) (see Figure 4.5). We note that \( \theta_{\frac{1}{2}}(K) = 0.455 \) and both \( \theta_{\frac{1}{2} - s}(K) \) and \( \theta_{\frac{1}{2} + s}(K) \) can be arbitrarily close to \( \theta_{\frac{1}{2}}(K) \) simultaneously as long as \( s \) is small enough (independent of \( n \)). Thus, one has

\[
\left( \theta_{\frac{1}{2} - s}(K) - \epsilon - c \right) \|x\|^2 < \theta_{\frac{1}{2}}(\{y_i\}) < \left( \theta_{\frac{1}{2} + s}(K) + \epsilon + c \right) \|x\|^2,
\]

with probability at least \( 1 - \exp(-cm\epsilon^2) \). For the sake of simplicity, we introduce two new notations \( \zeta_s := \theta_{\frac{1}{2} - s}(K) \) and \( \zeta^s := \theta_{\frac{1}{2} + s}(K) \). Specifically for the instance of \( s = 0.01 \), one has \( \zeta_s = 0.434 \) and \( \zeta^s = 0.477 \). It is easy to see that \( \zeta^s - \zeta_s \) can be arbitrarily small if \( s \) is small enough.

We next estimate the direction of \( x \), assuming \( \|x\| = 1 \). On the event that (4.49) holds,
the truncation function has the following bounds,

\[
1_{\{y_i \leq \alpha^2_{\theta_1/2}(y_i)/0.455\}} \leq 1_{\{y_i \leq \alpha^2_{\theta_2}(\zeta^*+\epsilon)/0.455\}} \leq 1_{\{y_i \leq \alpha^2_{\theta_1/2}(y_i)/0.455\}} \leq 1_{\{y_i \leq \alpha^2_{\theta_2}(\zeta^-+\epsilon)/0.455\}} \leq 1_{\{y_i \leq \alpha^2_{\theta_2}(y_i)/0.455\}}.
\]

On the other hand, denote the support of the outliers as \(S\), and we have

\[
Y = \frac{1}{m} \sum_{i \in S} a_i a_i^T \tilde{y}_i 1_{\{(a_i^T x)^2 \leq \alpha^2_{\theta_1/2}(y_i)/0.455\}} + \frac{1}{m} \sum_{i \in S} a_i a_i^T y_i 1_{\{y_i \leq \alpha^2_{\theta_1/2}(y_i)/0.455\}}.
\]

Consequently, one can bound \(Y\) as

\[
Y_1 := \frac{1}{m} \sum_{i \in S} a_i a_i^T (a_i^T x)^2 \xi_i 1_{\{(a_i^T x)^2 \leq \alpha^2_{\theta_2}(\zeta^-+\epsilon)/0.455\}} - c \cdot \frac{1}{m} \sum_{i \in S} a_i a_i^T \leq Y
\]

\[
\leq \frac{1}{m} \sum_{i \in S} a_i a_i^T (a_i^T x)^2 \xi_i 1_{\{(a_i^T x)^2 \leq \alpha^2_{\theta_2}(\zeta^*+\epsilon)/0.455\}} + c \cdot \frac{1}{m} \sum_{i \in S} a_i a_i^T \alpha^2 \xi_i^\epsilon (\zeta^*+\epsilon)/0.455 =: Y_2,
\]

where we have

\[
E[Y_1] = (1-s)(\beta_1 xx^T + \beta_2 I - cI),
\]

\[
E[Y_2] = (1-s)(\beta_3 xx^T + \beta_4 I + cI) + s \alpha^2 \zeta^* (\zeta^*+\epsilon)/0.455 I,
\]

with

\[
\beta_1 := E \left[ \xi^4 1_{\{\xi \leq \alpha^2 \sqrt{(\zeta^-+\epsilon)}/0.455\}} \right] - E \left[ \xi^2 1_{\{\xi \leq \alpha^2 \sqrt{(\zeta^-+\epsilon)}/0.455\}} \right]
\]

\[
\beta_2 := E \left[ \xi^2 1_{\{\xi \leq \alpha^2 \sqrt{(\zeta^-+\epsilon)}/0.455\}} \right]
\]

\[
\beta_3 := E \left[ \xi^4 1_{\{\xi \leq \alpha^2 \sqrt{(\zeta^*+\epsilon)}/0.455\}} \right] - E \left[ \xi^2 1_{\{\xi \leq \alpha^2 \sqrt{(\zeta^*+\epsilon)}/0.455\}} \right]
\]

\[
\beta_4 := E \left[ \xi^2 1_{\{\xi \leq \alpha^2 \sqrt{(\zeta^*+\epsilon)}/0.455\}} \right]
\]
where $\xi \sim \mathcal{N}(0, 1)$.

Applying standard results on random matrices with non-isotropic sub-Gaussian rows [142, equation (5.26)] and noticing that $a_i a_i^T (a_i^T x)^2 1_{\{|a_i^T x| \leq c\}}$ can be rewritten as $b_i b_i^T$, where $b_i := a_i (a_i^T x) 1_{\{|a_i^T x| \leq c\}}$ is sub-Gaussian, one can obtain

$$\|Y_1 - E[Y_1]\| \leq \delta, \quad \|Y_2 - E[Y_2]\| \leq \delta$$

(4.50)

with probability $1 - \exp(-\Omega(m))$, provided that $m/n$ exceeds some large constant. Furthermore, when $\epsilon$, $c$ and $s$ are sufficiently small, one further has $\|E[Y_1] - E[Y_2]\| \leq \delta$. Putting these together, one has

$$\|Y - (1 - s)(\beta_1 x x^T + \beta_2 I - cI)\| \leq 3\delta.$$  

(4.51)

Let $\tilde{z}^{(0)}$ be the normalized leading eigenvector of $Y$. Repeating the same argument as in [1, Section 7.8] and taking $\delta, \epsilon$ to be sufficiently small, one has

$$\text{dist}(\tilde{z}^{(0)}, x) \leq \tilde{\delta},$$

(4.52)

for a given $\tilde{\delta} > 0$, as long as $m/n$ exceeds some large constant.

Furthermore let $z^{(0)} = \sqrt{\text{med}\{y_i\}/0.455} \tilde{z}^{(0)}$ to handle cases $\|x\| \neq 1$. By the bound (4.49), one has

$$\left| \frac{\text{med}\{y_i\}}{0.455} - \|x\|^2 \right| \leq \max \left\{ \left| \frac{\zeta_s - \epsilon - c}{0.455} - 1 \right|, \left| \frac{\zeta_s + \epsilon + c}{0.455} - 1 \right| \right\} \|x\|^2 \leq \frac{\zeta_s - \zeta_s + 2\epsilon + 2c}{0.455} \|x\|^2.$$  

(4.53)

Thus

$$\text{dist}(z^{(0)}, x) \leq \frac{\zeta_s - \zeta_s + 2\epsilon + 2c}{0.455} \|x\| + \tilde{\delta} \|x\| \leq \frac{1}{11} \|x\|.$$
as long as $s$ and $c$ are small enough constants.

\[ \square \]

**Proof of Proposition 4.12**

We show that the sample median used in the truncation rule concentrates at the level $\|z - x\|/\|z\|$. Along the way, we also establish that the sample quantiles around the median are also concentrated at the level $\|z - x\|/\|z\|$. 

We first show that for a fixed pair $z$ and $x$, (4.23) holds with high probability. For simplicity of notation, we let $h := z - x$. Let $r_i = |(a_i^T x)^2 - (a_i^T z)^2|$. Then $r_i$’s are i.i.d. copies of a random variable $r$, where $r = |(a^T x)^2 - (a^T z)^2|$ with the entries of $a$ composed of i.i.d. standard Gaussian random variables. Note that the distribution of $r$ is fixed once given $h$ and $z$. Let $x(1)$ denote the first element of a generic vector $x$, and $x_{-1}$ denote the remaining vector of $x$ after eliminating the first element. Let $U_h$ be an orthonormal matrix with first row being $h^T/\|h\|$, $\tilde{a} = U_h a$, and $\tilde{z} = U_h z$. Similarly, define $U_{\tilde{z}_{-1}}$ and let $\tilde{b} = U_{\tilde{z}_{-1}} \tilde{a}_{-1}$. Then $\tilde{a}(1)$ and $\tilde{b}(1)$ are independent standard normal random variables. We further express $r$ as follows.

\[
r = |(a^T z)^2 - (a^T x)^2| \\
= |(2a^T z - a^T h)(a^T h)| \\
= |(2\tilde{a}^T \tilde{z} - \tilde{a}(1)\|h\|)(\tilde{a}(1)\|h\|)| \\
= |(2\tilde{h}^T z - \|h\|^2)\tilde{a}(1)^2 + 2(\tilde{a}^T_{-1} \tilde{z}_{-1})(\tilde{a}(1)\|h\|)| \\
= |(2\tilde{h}^T z - \|h\|^2)\tilde{a}(1)^2 + 2\tilde{b}(1)\|\tilde{z}_{-1}\|\tilde{a}(1)\|h\|| \\
= |(2\tilde{h}^T z - \|h\|^2)\tilde{a}(1)^2 + 2\sqrt{\|z\|^2 - \tilde{z}(1)^2}\tilde{a}(1)\tilde{b}(1)\|h\|| \\
= \left(\frac{2\tilde{h}^T z}{\|h\|\|z\|} - \frac{\|h\|}{\|z\|}\right)\tilde{a}(1)^2 + 2\sqrt{1 - \left(\frac{\tilde{h}^T z}{\|h\|\|z\|}\right)^2}\tilde{a}(1)\tilde{b}(1)\cdot \|h\|\|z\| \\
=: (2 \cos(\omega) - t)\tilde{a}(1)^2 + 2\sqrt{1 - \cos^2(\omega)}\tilde{a}(1)\tilde{b}(1)\cdot \|h\|\|z\| \\
=: |u\tilde{v}| \cdot \|h\|\|z\| 
\]
where $\omega$ is the angle between $h$ and $z$, and $t = \|h\|/\|z\| < 1/11$. Consequently, $u = \tilde{a}(1) \sim \mathcal{N}(0, 1)$ and $\tilde{v} = (2 \cos(\omega) - t)\tilde{a}(1) + 2|\sin(\omega)|\tilde{b}(1)$ is also a Gaussian random variable with variance $3.6 < \text{Var}(\tilde{v}) < 4$ under the assumption $t < 1/11$.

Let $v = \tilde{v}/\sqrt{\text{Var}(\tilde{v})}$, and then $v \sim \mathcal{N}(0, 1)$. Furthermore, let $r' = |uv|$. Denote the density function of $r'$ as $\psi_\rho(\cdot)$ and the $1/2$-quantile point of $r'$ as $\theta_{1/2}(\psi_\rho)$. By Lemma 4.9, we have

$$0.47 < \psi_\rho(\theta_{1/2}) < 0.76, \quad 0.348 < \theta_{1/2}(\psi_\rho) < 0.455. \quad (4.54)$$

By Lemma 4.6, we have with probability at least $1 - 2 \exp(-cm\epsilon^2)$ (here $c$ is around $2 \times 0.47^2$),

$$0.348 - \epsilon < \text{med}(\{r'_i\}_{i=1}^m) < 0.455 + \epsilon. \quad (4.55)$$

The same arguments carry over to other quantiles $\theta_{0.49}(\{r'_i\})$ and $\theta_{0.51}(\{r'_i\})$. From Figure. 4.5, we observe that for $\rho \in [0, 1]$

$$0.45 < \psi_\rho(\theta_{0.49}), \psi_\rho(\theta_{0.51}) < 0.78, \quad 0.336 < \theta_{0.49}(\psi_\rho), \theta_{0.51}(\psi_\rho) < 0.477 \quad (4.56)$$

and then we have with probability at least $1 - 2 \exp(-cm\epsilon^2)$ (here $c$ is around $2 \times 0.45^2$),

$$0.336 - \epsilon < \theta_{0.49}(\{r'_m\}), \theta_{0.51}(\{r'_m\}) < 0.477 + \epsilon. \quad (4.57)$$
Hence, by multiplying by $\sqrt{\text{var}(\tilde{v})}$, we have with probability $1 - 2 \exp(-cm\epsilon^2),\)

\[
(0.65 - \epsilon)\|z - x\|\|z\| \leq \text{med} \left( \{ |(a_i^T z)^2 - (a_i^T x)^2| \} \right) \leq (0.91 + \epsilon)\|z - x\|\|z\|,\]

(4.58)

\[
(0.63 - \epsilon)\|z - x\|\|z\| \leq \theta_{0.49}, \theta_{0.51} \left( \{ |(a_i^T z)^2 - (a_i^T x)^2| \} \right) \leq (0.95 + \epsilon)\|z - x\|\|z\|.

(4.59)

We note that, to keep notation simple, $c$ and $\epsilon$ may vary line by line within constant factors.

Up to now, we prove that for any fixed $z$ and $x$, the median or neighboring quantiles of $\{ |(a_i^T z)^2 - (a_i^T x)^2| \}$ are upper and lower bounded by $\|z - x\|\|z\|$ times constant factors.

To prove (4.23) for all $z$ and $x$ with $\|z - x\| \leq \frac{1}{11}\|z\|$, we use the net covering argument.

Still we argue for median first and the same arguments carry over to other quantiles.

To proceed, we restate (4.58) as

\[
(0.65 - \epsilon) \leq \text{med} \left( \left\{ \left| \left( \frac{2(a_i^T z)}{\|z\|} - \frac{a_i^T h}{\|h\|} \right) \frac{a_i^T h}{\|h\|} \right| \right\} \right) \leq (0.91 + \epsilon)\]

(4.60)

holds with probability at least $1 - 2 \exp(-cm\epsilon^2)$ for a given pair $h, z$ satisfying $\|h\|/\|z\| \leq 1/11$.

Let $\tau = \epsilon/(6n + 6m)$, let $S_\tau$ be a $\tau$-net covering the unit sphere, $L_\tau$ be a $\tau$-net covering a line with length $1/11$, and set

\[
\mathcal{N}_\tau = \{ (z_0, h_0, t_0) : (z_0, h_0, t_0) \in S_\tau \times S_\tau \times L_\tau \}.

(4.61)

One has cardinality bound (i.e., the upper bound on the covering number) $|\mathcal{N}_\tau| \leq (1 + 2/\tau)^{2n}/(11\tau) < (1 + 2/\tau)^{2n+1}$. Taking the union bound, we have

\[
(0.65 - \epsilon) \leq \text{med} \left( \{ |2(a_i^T z_0) - (a_i^T h_0)t_0||a_i^T h_0|| \} \right) \leq (0.91 + \epsilon), \quad \forall (z_0, h_0, t_0) \in \mathcal{N}_\epsilon

(4.62)
with probability at least $1 - (1 + 2/\tau)^{2n+1} \exp(-cm\epsilon^2)$.

We next argue that (4.62) holds with probability $1 - c_1 \exp(-c_2 m \epsilon^2)$ for some constants $c_1, c_2$ as long as $m \geq c_0 (\epsilon^{-2} \log \epsilon^{-1}) n \log n$ for sufficiently large constant $c_0$. To prove this claim, we first observe

$$(1 + 2/\tau)^{2n+1} \leq \exp(2n(\log(n + m) + \log 12 + \log(1/\epsilon))) \leq \exp(2n(\log m)).$$

We note that once $\epsilon$ is chosen, it is fixed in the whole proof and does not scale with $m$ or $n$. For simplicity, assume that $\epsilon < 1/e$. Fix some positive constant $c' < c - c_2$. It then suffices to show that there exists a large constant $c_0$ such that if $m \geq c_0 (\epsilon^{-2} \log \epsilon^{-1}) n \log n$, then

$$2n \log m < c' m \epsilon^2. \quad (4.63)$$

For any fixed $n$, if (4.63) holds for some $m$ and $m > (2/c')\epsilon^{-2} n$, then (4.63) always holds for larger $m$, because

$$2n \log(m + 1) = 2n \log m + 2n(\log(m + 1) - \log m) = 2n \log m + \frac{2n}{m} \log(1 + \frac{1}{m})^m$$

$$\leq 2n \log m + \frac{2n}{m} \leq c' m \epsilon^2 + c' \epsilon^2 = c'(m + 1) \epsilon^2.$$

Next, we can always find a constant $c_0$ such that (4.63) holds for $m = c_0 (\epsilon^{-2} \log \epsilon^{-1}) n \log n$ for any $n$. Such $c_0$ can be easily found for large $n$. For example, $c_0 = 4/c'$ is a valid option if

$$(4/c')(\epsilon^{-2} \log \epsilon^{-1}) n \log n < n^2. \quad (4.64)$$

Moreover, since the number of $n$ that violates (4.64) is finite, the maximum over all such $c_0$ serves the purpose. Next, one needs to bound

$$\med\left(\{|2(a_i^T z_0) - (a_i^T h_0) t_0||a_i^T h_0|\}\right) - \med\left(\{|2(a_i^T z) - (a_i^T h) t||a_i^T h|\}\right)$$
for any $\|z - z_0\| < \tau, \|z - z_0\| < \tau$ and $\|t - t_0\| < \tau$.

By Lemma 4.7 and the inequality $|x| - |y| \leq |x - y|$, we have

$$\left| \text{med} \left( \left\{ |2(a^T_i z_0) - (a^T_i h_0)t_0|a^T_i h_0| \right\} \right) - \text{med} \left( \left\{ |2(a^T_i z) - (a^T_i h)t|a^T_i h| \right\} \right) \right|$$

$$\leq \max_{i \in [m]} \left( |2(a^T_i z_0) - (a^T_i h_0)t_0|a^T_i h_0| - 2(a^T_i z) - (a^T_i h)t \right) (a^T_i h)$$

$$\leq \max_{i \in [m]} \left( |2(a^T_i z_0) - (a^T_i h_0)t_0|a^T_i h_0| - 2(a^T_i z) - (a^T_i h)t \right) (a^T_i h)$$

$$+ \max_{i \in [m]} \left( |2(a^T_i z) - (a^T_i h)t|a^T_i (h_0 - h) |a^T_i h_0| \right)$$

$$\leq \max_{i \in [m]} \|a_i\|^2(3 + t)\tau + \max_{i \in [m]} \|a_i\|^2(2 + t)\tau$$

$$\leq \max_{i \in [m]} \|a_i\|^2(5 + 2t)\tau$$

On the event $E_1 := \left\{ \max_{i \in [m]} \|a_i\|^2 \leq m + n \right\}$, one can show that

$$\left| \text{med} \left( \left\{ |2(a^T_i z_0) - (a^T_i h_0)t_0|a^T_i h_0| \right\} \right) - \text{med} \left( \left\{ |2(a^T_i z) - (a^T_i h)t|a^T_i h| \right\} \right) \right|$$

$$< 6(m + n)\tau < \epsilon.$$

We claim that $E_1$ holds with probability at least $1 - m \exp(-m/8)$ if $m > n$. This can be argued as follows. Note that $\|a_i\|^2 = \sum_{j=1}^n a_i(j)^2$, where $a_i(j)$ is the $j$-th element of $a_i$. Hence, $\|a_i\|^2$ is a sum of $n$ i.i.d. $\chi^2_1$ random variables. Applying the Bernstein-type inequality [142, Corollary 5.17] and observing that the sub-exponential norm of $\chi^2_1$ is smaller than 2, we have

$$\mathbb{P} \left\{ \|a_i\|^2 \geq m + n \right\} \leq \exp(-m/8). \quad (4.65)$$

Then a union bound concludes the claim.

Further note that (4.62) holds on an event $E_2$, which has probability $1 - c_1 \exp(-c_2m^2e^2)$.
as long as \( m \geq c_0(\epsilon^{-2} \log \frac{1}{\epsilon}) n \log n \). On the intersection of \( E_1 \) and \( E_2 \), inequality for \( \theta_{1/2} \) (i.e., median) in (4.23) holds. Such net covering arguments can also carry over to show that inequalities of \( \theta_{0.49} \) and \( \theta_{0.51} \) in (4.23) also hold for all \( x \) and \( z \) obeying \( \|x - z\| \leq \frac{1}{11} \|z\| \).

**Proof of Proposition 4.13**

The proof adapts that of [61, Proposition 2]. We outline the main steps for completeness. Observe that for the noise-free case, \( y_i = (a_i^T x)^2 \). We obtain

\[
\nabla \ell_{tr}(z) = \frac{1}{m} \sum_{i=1}^{m} \frac{(a_i^T z)^2 - (a_i^T x)^2}{a_i^T z} a_i 1_{E_i^1 \cap E_i^2}.
\]

\[
= \frac{1}{m} \sum_{i=1}^{m} 2(a_i^T h) a_i 1_{E_i^1 \cap E_i^2} - \frac{1}{m} \sum_{i=1}^{m} \frac{(a_i^T h)^2}{a_i^T z} a_i 1_{E_i^1 \cap E_i^2}.
\]

(4.66)

One expects the contribution of the second term in (4.66) to be small as \( \|h\|/\|z\| \) decreases.

For each \( i \), we introduce two new events

\[
E_i^3 := \{ |(a_i^T x)^2 - (a_i^T z)^2| \leq 0.6\alpha_h \|h\| \cdot |a_i^T z| \},
\]

\[
E_i^4 := \{ |(a_i^T x)^2 - (a_i^T z)^2| \leq 1.0\alpha_h \|h\| \cdot |a_i^T z| \}.
\]

One the event that Proposition 4.12 holds, the following inclusion property

\[
E_i^3 \subseteq E_i^2 \subseteq E_i^4
\]

(4.67)

is true for all \( i \), where \( E_i^2 \) is defined in Algorithm 3. It is easier to work with these new events because \( E_i^3 \)'s (resp. \( E_i^4 \)'s) are statistically independent across \( i \) for any fixed \( x \) and \( z \). To further decouple the quadratic inequalities in \( E_i^3 \) and \( E_i^4 \) into linear inequalities, we introduce two more events and state their properties in the following lemma.
Lemma 4.18 (Lemma 3 in [61]). For any $\gamma > 0$, define

\[
D^i_\gamma := \{(\mathbf{a}_i^T \mathbf{x})^2 - (\mathbf{a}_i^T \mathbf{z})^2 \leq \gamma \|\mathbf{h}\| |\mathbf{a}_i^T \mathbf{z}|\},
\]

(4.68)

\[
D^{i,1}_\gamma := \left\{ \frac{|\mathbf{a}_i^T \mathbf{h}|}{\|\mathbf{h}\|} \leq \gamma \right\},
\]

(4.69)

\[
D^{i,2}_\gamma := \left\{ \frac{|\mathbf{a}_i^T \mathbf{h}|}{\|\mathbf{h}\|} - \frac{2 \mathbf{a}_i^T \mathbf{z}}{\|\mathbf{h}\|} \leq \gamma \right\}.
\]

(4.70)

On the event $E^i_1$ defined in Algorithm 3, the quadratic inequality specifying $D^i_\gamma$ implicates that $\mathbf{a}_i^T \mathbf{h}$ belongs to two intervals centered around $0$ and $2\mathbf{a}_i^T \mathbf{z}$, respectively, i.e., $D^{i,1}_\gamma$ and $D^{i,2}_\gamma$. The following inclusion property holds

\[
(D^{i,1}_\gamma \cap E^i_1) \cup (D^{i,2}_\gamma \cap E^i_1) \subseteq D^i_\gamma \cap E^i_1 \subseteq (D^{i,1}_\gamma \cap E^i_1) \cup (D^{i,2}_\gamma \cap E^i_1).
\]

(4.71)

Specifically, following the two inclusion properties (4.67) and (4.71), we have

\[
D^{i,1}_\gamma \cap E^i_1 \subseteq E^i_3 \cap E^i_1 \subseteq E^i_2 \cap E^i_1 \subseteq E^i_1 \cap E^i_1 \subseteq (D^{i,1}_\gamma \cup D^{i,2}_\gamma) \cap E^i_1
\]

(4.72)

where the parameters $\gamma_3, \gamma_4$ are given by

\[
\gamma_3 := 0.248 \alpha_h, \quad \text{and} \quad \gamma_4 := \alpha_h.
\]

Further using the identity (4.66), we have the following lower bound

\[
\langle \nabla \ell_{tr}(\mathbf{z}), \mathbf{h} \rangle \geq \frac{2}{m} \sum_{i=1}^{m} (\mathbf{a}_i^T \mathbf{h})^2 \mathbf{1}_{E^i_1 \cap D^{i,1}_\gamma} - \frac{1}{m} \sum_{i=1}^{m} \frac{|\mathbf{a}_i^T \mathbf{h}|^3}{|\mathbf{a}_i^T \mathbf{z}|} \mathbf{1}_{D^{i,1}_\gamma \cap E^i_1} - \frac{1}{m} \sum_{i=1}^{m} \frac{|\mathbf{a}_i^T \mathbf{h}|^3}{|\mathbf{a}_i^T \mathbf{z}|} \mathbf{1}_{D^{i,2}_\gamma \cap E^i_1}.
\]

(4.73)

The three terms in (4.73) can be bounded following Lemmas 4, 5, and 6 in [61], which concludes the proof.

**Proof of Proposition 4.15**
Observe that

$$
||a_i^T x| - |a_i^T z|| = \begin{cases} 
|a_i^T h|, & \text{if } (a_i^T x)(a_i^T z) \geq 0; \\
|2a_i^T x + a_i^T h|, & \text{if } (a_i^T x)(a_i^T z) < 0.
\end{cases}
$$

The following lemma states that \{\((a_i^T x)(a_i^T z) < 0\)\} are rare events when \(\|x - z\|\) is small. Hence, \(\text{med}(\{|a_i^T x| - |a_i^T z||\}_{i=1}^m)\) can be viewed as \(\text{med}(\{|a_i^T h||\}_{i=1}^m)\) with a small perturbation.

**Lemma 4.19.** If \(m > c_0 n\), then with probability at least \(1 - c_1 \exp(-c_2 m)\),

$$
\frac{1}{m} \sum_{i=1}^m 1_{\{(a_i^T x)(a_i^T z) < 0\}} < 0.05
$$

holds for all \(z, x\) satisfying \(\|z - x\| < \frac{1}{11}\|x\|\).

**Proof.** See Section 4.6.4. \(\square\)

By Lemma 4.8 and Lemma 4.19, we have

$$
\theta_{p-0.05}(\{|a_i^T h||\}) \leq \theta_p(\{|a_i^T x| - |a_i^T z||\}) \leq \theta_{p+0.05}(\{|a_i^T h||\})
$$

(4.75)

for all \(x\) and \(z\) satisfying \(\|x - z\| \leq \frac{1}{11}\|z\|\) with high probability.

For the model (4.1) with a fraction \(s\) of outliers, due to Lemma 4.8, we have that

$$
\theta_{\frac{1}{2}-s}(\{|a_i^T x| - |a_i^T z||\}) \leq \theta_{\frac{1}{2}}(\{|\sqrt{y_i} - |a_i^T z||\}) \leq \theta_{\frac{1}{2}+s}(\{|a_i^T x| - |a_i^T z||\}).
$$

(4.76)

Combining with (4.75), we obtain that

$$
\theta_{0.45-s}(\{|a_i^T h||\}) \leq \theta_{\frac{1}{2}}(\{|\sqrt{y_i} - |a_i^T z||\}) \leq \theta_{0.55+s}(\{|a_i^T h||\}).
$$

(4.77)

Next it suffices to show that \(\theta_{0.45-s}, \theta_{0.55+s}(\{|a_i^T h||\})\) are on the order of \(\|h\|\) for small \(s\).
Let $\tilde{a}_i = |a_i^T h|/\|h\|$. Then $\tilde{a}_i$’s are i.i.d. copies of a folded standard Gaussian random variable (i.e., $|\xi|$ where $\xi \sim \mathcal{N}(0, 1)$). We use $\phi(\cdot)$ to denote the density of folded standard Gaussian distribution.

For $s = 0.01$, we calculate that

$$
\phi(\theta_{0.44}) = 0.67, \quad \phi(\theta_{0.45}) = 0.67, \quad \phi(\theta_{0.55}) = 0.60, \quad \phi(\theta_{0.56}) = 0.59
$$

(4.78)

$$
\theta_{0.44}(\cdot) = 0.58, \quad \theta_{0.45}(\cdot) = 0.6, \quad \theta_{0.55}(\cdot) = 0.76, \quad \theta_{0.56}(\cdot) = 0.78.
$$

(4.79)

By Lemma 4.6, the sample quantiles concentrate on population quantiles. Thus, for any fixed pair $(x, z)$,

$$(0.6 - \epsilon)\|h\| \leq \theta_{1/2}(\{||a_i^T x| - |a_i^T z||\}_{i=1}^m) \leq (0.76 + \epsilon)\|h\|,$$

(4.80)

holds with probability at least $1 - 2 \exp(-cm\epsilon^{-2})$.

Following the argument of net covering similarly to that in Section 4.6.4, the proposition is proved.

**Proof of Proposition 4.16**

The proof adapts the proof of Proposition 2 in [61]. We outline the main steps for completeness. Observe that for the noise-free case, $y_i = |a_i^T x|$. We obtain

$$
\nabla \mathcal{R}_{lr}(z) = \frac{1}{m} \sum_{i=1}^m \left( (a_i^T z) - |a_i^T x| \cdot \frac{a_i^T z}{|a_i^T z|} \right) a_i 1_{T_i}
$$

$$
= \frac{1}{m} \sum_{i \in B} (a_i^T h) a_i 1_{T_i} + \frac{1}{m} \sum_{i \in B} (a_i^T z + a_i^T x) a_i 1_{T_i},
$$

(4.81)

where $B := \{i : (a_i^T x)(a_i^T z) < 0\}$. If $\|h\|/\|x\|$ is small enough, the cardinality of $B$ is small and thus one expects the contribution of the second term in (4.81) to be negligible.

We note that events $T^i$ are not statistically independent. To remove such dependency,
we introduce two new series of events

\[ T_1^i := \{ |a_i^T x| - |a_i^T z| \leq 0.5\alpha'_h\|h\| \}, \]  
(4.82)

\[ T_2^i := \{ |a_i^T x| - |a_i^T z| \leq 0.8\alpha'_h\|h\| \}. \]  
(4.83)

Due to Proposition 4.15, the following inclusion property

\[ T_1^i \subseteq T^i \subseteq T_2^i \]  
(4.84)

holds for all \( i \), where \( T^i \) is defined in Algorithm 4. It is easier to work with these new events because \( T_1^i \)'s (resp. \( T_2^i \)'s) are statistically independent for any fixed \( x \) and \( z \). Because of the inclusion property (4.84), we have

\[ \langle \nabla R_{tr}(z), h \rangle \geq \frac{1}{m} \sum_{i \notin B} (a_i^T h)^2 1_{T_1^i} - \frac{1}{m} \sum_{i \in B} |a_i^T z + a_i^T x| \cdot |a_i^T h| 1_{T_2^i}. \]  
(4.85)

Under the condition \( i \notin B \), we have \( T_1^i = \{ |a_i^T h| \leq 0.5\alpha'_h\|h\| \} \). Under the condition \( i \in B \), we have \( T_2^i = \{ |a_i^T x + a_i^T z| \leq 0.8\alpha'_h\|h\| \} \). For convenience, we introduce two parameters \( \gamma_1 = 0.5\alpha'_h \) and \( \gamma_2 = 0.8\alpha'_h \).

We next bound the two terms in (4.85) respectively. For the first term, because of the inclusion \( B \subseteq \{ i : |a_i^T x| < |a_i^T h| \} \), we have

\[ \frac{1}{m} \sum_{i \in B} (a_i^T h)^2 1_{T_1^i} = \frac{1}{m} \sum_{i \notin B} (a_i^T h)^2 1_{\{ |a_i^T h| \leq \gamma_1\|h\| \}} \]
\[ \geq \frac{1}{m} \sum_{i=1}^{m} (a_i^T h)^2 1_{\{ |a_i^T h| \leq \gamma_1\|h\| \}} 1_{\{ |a_i^T x| \geq |a_i^T h| \}} \]
\[ \geq \frac{1}{m} \sum_{i=1}^{m} (a_i^T h)^2 1_{\{ |a_i^T h| \leq \gamma_1\|h\| \}} 1_{\{ |a_i^T x| \geq \gamma_1\|h\| \}}. \]

A simpler version of Lemma 4 in [61] gives that if \( m > c_0 n \), with probability at least
\[ 1 - c_1 \exp(-c_2 m \epsilon^2) \]

\[
\frac{1}{m} \sum_{i=1}^{m} (a_i^T h)^2 1_{\{a_i^T h \leq \gamma_1 \|h\|\}} 1_{\{|a_i^T x| \geq \gamma_1 \|h\|\}} \geq (1 - \zeta'_1 - \zeta'_2 - \epsilon) \|h\|^2 \quad (4.86)
\]

holds for all \( h \in \mathbb{R}^n \), where \( \zeta'_1 := 1 - \min \left\{ E \left[ \xi^2 1_{\{\xi \geq \sqrt{1.01} \gamma_1 \|h\| / \|x\|}\}} \right], E \left[ 1_{\{\xi \geq \sqrt{1.01} \gamma_1 \|h\| / \|x\|}\}} \right] \right\} \) and \( \zeta'_2 := E \left[ \xi^2 1_{\{\xi > \sqrt{0.99} \gamma_1\}} \right] \) for \( \xi \sim N(0, 1) \).

For the second term, we have

\[
\frac{1}{m} \sum_{i \in B} a_i^T z + a_i^T x |a_i^T h| 1_{T_2} \leq \gamma_2 \|h\| \frac{1}{m} \sum_{i \in B} |a_i^T h| \leq \gamma_2 \|h\| \frac{1}{m} \sum_{i=1}^{m} |a_i^T h| 1_{\{|a_i^T x| < |a_i^T h|\}},
\]

(4.87)

where the second inequality is due to the inclusion property \( B \subseteq \{ i : |a_i^T x| < |a_i^T h| \} \).

**Lemma 4.20.** For any \( \epsilon > 0 \), if \( m > c_0 n \epsilon^{-2} \log \epsilon^{-1} \), then with probability at least \( 1 - C \exp(-c_1 \epsilon^2 m) \),

\[
\frac{1}{m} \sum_{i=1}^{m} |a_i^T h| \cdot 1_{\{|a_i^T x| < |a_i^T h|\}} \leq (0.12 + \epsilon) \|h\| \quad (4.88)
\]

holds for all non-zero vectors \( x, h \in \mathbb{R}^n \) satisfying \( \|h\| \leq \frac{1}{20} \|x\| \). Here, \( c_0, c_1, C > 0 \) are some universal constants.

**Proof.** See Section 4.6.4.

Thus, putting together (4.86), (4.87) and Lemma 4.20 concludes the proof.

**Proof of Proposition 4.17**

This proof adapts the proof of Lemma 7 in [61]. Denote \( v_i := (a_i^T z - |a_i^T x| \text{sgn}(a_i^T z)) 1_{T_i} \).

Then

\[ \nabla R_{tr}(z) = \frac{1}{m} A^T v, \]
where \( A \) is a matrix with each row being \( a_i^T \) and \( v \) is a \( m \)-dimensional vector with each entry being \( v_i \). Thus, for sufficiently large \( m/n \), we have

\[
\|\nabla R_{tr}(z)\| = \left\| \frac{1}{m} A^T v \right\| \leq \frac{1}{m} \| A \| \cdot \| v \| \leq (1 + \delta) \frac{\| v \|}{\sqrt{m}}
\]

where the last inequality is due to the spectral norm bound \( \| A \| \leq \sqrt{m(1 + \delta)} \) following from [142, Theorem 5.32].

We next bound \( \| v \| \). Let \( v = v^{(1)} + v^{(2)} \), where \( v_i^{(1)} = a_i^T h 1_{T^i \setminus B'} \) and \( v_i^{(2)} = (a_i^T x + a_i^T z) 1_{T^i \cap B'} \), where \( B' := \{ (a_i^T x)(a_i^T z) < 0 \} \). By triangle inequality, we have \( \| v \| \leq \| v^{(1)} \| + \| v^{(2)} \| \). Furthermore, given \( m > c_0 n \), by [45, Lemma 3.1] with probability \( 1 - \exp(-cm) \), we have

\[
\frac{1}{m} \| v^{(1)} \|^2 = \frac{1}{m} \sum_{i=1}^{m} (a_i^T h)^2 \leq (1 + \delta) \| h \|^2.
\]

By Lemma 4.19, we have with probability \( 1 - C \exp(-c_1 m) \)

\[
\frac{1}{m} \| v^{(2)} \|^2 \leq (0.8 a_h^T h \| h \|)^2 \cdot \left( \frac{1}{m} \sum_{i=1}^{m} 1_{(a_i^T x)(a_i^T z) < 0} \right) \leq 0.8 \| h \|^2
\]

holds, where the last inequality is due to Lemma 4.19. Hence,

\[
\frac{\| v \|}{\sqrt{m}} \leq (\sqrt{1 + \delta} + \sqrt{0.8}) \| h \|.
\]

This concludes the proof.

**Proof of Lemma 4.19**

Denote correlation \( \rho := \frac{x^T x}{\| x \| \| x \|} \). Under the condition \( \| z - x \| \leq \frac{1}{11} \| x \| \), simple calculation yields \( 0.995 < \rho \leq 1 \). It suffices to show that the result holds with high probability for all \( x \) and \( z \) satisfying \( \rho > 0.995 \). Since now the claim is invariant with the norms of \( x \) and \( z \), we assume that both \( x \) and \( z \) have unit length without loss of generality.
We first establish the result for any fixed \(x\) and \(z\) and then develop a uniform bound by covering net argument in the end. We introduce a Lipschitz function to approximate the indicator function. Define

\[
\chi(t) := \begin{cases} 
1, & \text{if } t < 0; \\
-\frac{1}{\delta} \cdot t + 1, & \text{if } 0 \leq t \leq \delta; \\
0, & \text{else};
\end{cases}
\]

and then \(\chi(t)\) is a Lipschitz function with Lipschitz constant \(\frac{1}{\delta}\). In the following proof, we set \(\delta = 0.001\). We further have

\[
1_{\{(a_i^T x)(a_i^T z) < 0\}} \leq \chi((a_i^T x)(a_i^T z)) \leq 1_{\{(a_i^T x)(a_i^T z) < \delta\}}. \tag{4.89}
\]

For convenience, we denote \(b_i := a_i^T x\) and \(\tilde{b}_i := a_i^T z\). Then \((b_i, \tilde{b}_i)\) takes the jointly Gaussian distribution with mean \(\mu = (0, 0)^T\) and correlation \(\rho\) (\(b_i\) and \(\tilde{b}_i\) have unit variance). We next estimate the expectation of \(1_{\{(a_i^T x)(a_i^T z) < \delta\}}\) as follows.

\[
E[1_{\{(a_i^T x)(a_i^T z) < \delta\}}] = \mathbb{P}\{ (a_i^T x)(a_i^T z) < \delta \} = \int_{\tau_1 \cdot \tau_2 < \delta} f(\tau_1, \tau_2) d\tau_1 d\tau_2, \tag{4.90}
\]

where \(f(\tau_1, \tau_2)\) is the density of the jointly Gaussian random variables \((b_i, \tilde{b}_i)\). Note that \(E[1_{\{(a_i^T x)(a_i^T z) < \delta\}}]\) is decreasing on \(\rho\) and for the case \(\rho = 0.995\) we get \(E[1_{\{(a_i^T x)(a_i^T z) < \delta\}}] = 0.045\) numerically. This implies that

\[
E[\chi((a_i^T x)(a_i^T z))] \leq 0.045
\]

for \(\delta = 0.001\). Furthermore, \(\chi((a_i^T x)(a_i^T z))\) for all \(i\) are bounded and hence sub-
Gaussian. By Hoeffding type inequality for sub-Gaussian tail [142], we have

\[
P \left[ \frac{1}{m} \sum_{i=1}^{m} \chi \left( (\mathbf{a}_i^T \mathbf{x}) (\mathbf{a}_i^T \mathbf{z}) \right) > (0.045 + \epsilon) \right] < \exp(-cm\epsilon^2), \tag{4.91}
\]

for some universal constant \( c \), as long as \( \rho \geq 0.995 \).

We have proved so far that the claim holds for fixed \( \mathbf{x} \) and \( \mathbf{z} \). We next obtain a uniform bound over all \( \mathbf{x} \) and \( \mathbf{z} \) with unit length. Let \( \mathcal{N}_\epsilon' \) be an \( \epsilon \)-net covering the unit sphere in \( \mathbb{R}^n \) and set

\[
\mathcal{N}_\epsilon = \{(\mathbf{x}_0, \mathbf{z}_0) : (\mathbf{x}_0, \mathbf{z}_0) \in \mathcal{N}_\epsilon' \times \mathcal{N}_\epsilon'\}. \tag{4.92}
\]

One has cardinality bound (i.e., the upper bound on the covering number) \( |\mathcal{N}_\epsilon| \leq (1 + 2/\epsilon)^{2n} \). Then for any pair \( (\mathbf{x}, \mathbf{z}) \) with \( \|\mathbf{x}\| = \|\mathbf{z}\| = 1 \), there exists a pair \( (\mathbf{x}_0, \mathbf{z}_0) \in \mathcal{N}_\epsilon \) such that \( \|\mathbf{x} - \mathbf{x}_0\| \leq \epsilon \) and \( \|\mathbf{z} - \mathbf{z}_0\| \leq \epsilon \). Taking the union bound for all the points on the net, we claim that

\[
\frac{1}{m} \sum_{i=1}^{m} \chi \left( (\mathbf{a}_i^T \mathbf{x}_0)(\mathbf{a}_i^T \mathbf{z}_0) \right) \leq 0.045 + \epsilon, \quad \forall (\mathbf{x}_0, \mathbf{z}_0) \in \mathcal{N}_\epsilon \tag{4.93}
\]

holds with probability at least \( 1 - (1 + 2/\epsilon)^{2n} \exp(-cm\epsilon^2) \).

Since \( \chi(t) \) is Lipschitz with constant \( 1/\delta \), we have

\[
|\chi \left( (\mathbf{a}_i^T \mathbf{x})(\mathbf{a}_i^T \mathbf{z}) \right) - \chi \left( (\mathbf{a}_i^T \mathbf{x}_0)(\mathbf{a}_i^T \mathbf{z}_0) \right) | \leq \frac{1}{\delta} \left| (\mathbf{a}_i^T \mathbf{x})(\mathbf{a}_i^T \mathbf{z}) - (\mathbf{a}_i^T \mathbf{x}_0)(\mathbf{a}_i^T \mathbf{z}_0) \right|. \tag{4.94}
\]

Moreover, by [61, Lemma 1],

\[
\frac{1}{m} \|\mathcal{A}(\mathbf{M})\|_1 \leq c_2 \|\mathbf{M}\|_F, \quad \text{for all symmetric rank-2 matrices } \mathbf{M} \in \mathbb{R}^{n \times n}, \tag{4.95}
\]

holds with probability at least \( 1 - C \exp(-c_1m) \) as long as \( m > c_0n \) for some constants.
$C, c_0, c_1, c_2 > 0$. Consequently, on the event that (4.95) holds, we have

\[
\left| \frac{1}{m} \sum_{i=1}^{m} \chi \left( (a_i^T x)(a_i^T z) \right) - \frac{1}{m} \sum_{i=1}^{m} \chi \left( (a_i^T x_0)(a_i^T z_0) \right) \right| \\
\leq \frac{1}{m} \sum_{i=1}^{m} \left| \chi \left( (a_i^T x)(a_i^T z) \right) - \chi \left( (a_i^T x_0)(a_i^T z_0) \right) \right| \\
\leq \frac{1}{\delta} \cdot \frac{1}{m} \| A(xz^T - x_0z_0^T) \|_1 \quad \text{due to (4.94)} \\
\leq \frac{1}{\delta} \cdot c_2 \| xz^T - x_0z_0^T \|_F \quad \text{due to (4.95)} \\
\leq \frac{1}{\delta} \cdot c_2 \left( \| x - x_0 \| \cdot \| z \| + \| z - z_0 \| \cdot \| x_0 \| \right) \leq 2c_3\epsilon/\delta.
\]

On the intersection of events that (4.93) and (4.95) hold, we have

\[
\frac{1}{m} \sum_{i=1}^{m} \chi \left( (a_i^T x)(a_i^T z) \right) \leq (0.045 + \epsilon + 2c_3\epsilon/\delta), \tag{4.96}
\]

for all $x$ and $z$ with unit length and $\rho \geq 0.995$. Since $\epsilon$ can be arbitrarily small, the proof is completed.

**Proof of Lemma 4.20**

We first observe that for any $\gamma$,

\[
1_{\{|a_i^T x| < |a_i^T h|\}} \leq 1_{\{|a_i^T x| < \gamma \|x\|\}} + 1_{\{|a_i^T h| \geq \gamma \|x\|\}} \leq 1_{\{|a_i^T x| < \gamma \|x\|\}} + 1_{\{|a_i^T h| \geq 20\gamma \|h\|\}}, \tag{4.97}
\]

where the last inequality is due to the assumption $\frac{\|h\|}{\|x\|} \leq \frac{1}{20}$.

To establish the lemma, we set $\gamma = 0.15$ and denote $\gamma' := 20\gamma = 3$. We next respectively show that

\[
\frac{1}{m} \sum_{i=1}^{m} |a_i^T h| 1_{\{|a_i^T x| < \gamma \|x\|\}} \leq (0.11 + \epsilon) \|h\| \tag{4.98}
\]
for all \( x, h \in \mathbb{R}^n \), and

\[
\frac{1}{m} \sum_{i=1}^{m} |a_i^T h| 1_{\{|a_i^T h| > \gamma \| h \|\}} \leq (0.01 + \epsilon) \| h \| \tag{4.99}
\]

for all \( h \in \mathbb{R}^n \).

We first prove (4.98). Without loss of generality, we assume that \( h \) and \( x \) have unit length. We introduce a Lipschitz function to approximate the indicator functions, which is defined as

\[
\chi_x(t) := \begin{cases} 
  1, & \text{if } |t| < \gamma; \\
  \frac{1}{\delta} (\gamma - |t|) + 1, & \text{if } \gamma \leq |t| \leq \gamma + \delta; \\
  0, & \text{else}.
\end{cases}
\]

Then \( \chi_x(t) \) is a Lipschitz function with constant \( \frac{1}{\delta} \). We further have

\[
1_{\{|a_i^T x| < \gamma\}} \leq \chi_x(a_i^T x) \leq 1_{\{|a_i^T x| < \gamma + \delta\}}. \tag{4.100}
\]

We first prove bounds for any fixed pair \( h, x \), and then develop a uniform bound later on.

We next estimate the expectation of \( |a_i^T h| 1_{\{|a_i^T x| < \gamma + \delta\}} \),

\[
E[|a_i^T h| 1_{\{|a_i^T x| < \gamma + \delta\}}] = \int \int_{-\infty}^{\infty} |\tau_1| 1_{\{\tau_2 < \gamma + \delta\}} \cdot f(\tau_1, \tau_2) d\tau_1 d\tau_2, \tag{4.101}
\]

where \( f(\tau_1, \tau_2) \) is the density of two jointly Gaussian random variables with correlation.
\[ \rho = \frac{h^T x}{\|h\|\|x\|} \neq \pm 1. \]  

We then continue to derive

\[
E[|\alpha_i^T h|1_{\{|\alpha_i^T x|<\gamma+\delta\}}] \\
= \frac{1}{2\pi \sqrt{1-\rho^2}} \int_{-\infty}^{\infty} |\tau_1| \exp \left( -\frac{\tau_1^2}{2} \right) \cdot \int_{-\gamma+\delta}^{\gamma+\delta} \exp \left( -\frac{(\tau_2 - \rho \tau_1)^2}{2(1-\rho^2)} \right) d\tau_2 d\tau_1 \hspace{1cm} (4.102)
\\
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} |\tau_1| \exp \left( -\frac{\tau_1^2}{2} \right) \cdot \int_{-\gamma+\delta\rho}^{\gamma+\delta\rho} \exp \left( -\tau^2 \right) d\tau d\tau_1 \hspace{1cm} \text{by changing variables}
\\
= \frac{1}{\sqrt{8\pi}} \int_{-\infty}^{\infty} |\tau_1| \exp \left( -\frac{\tau_1^2}{2} \right) \cdot \left( \text{erf} \left( \frac{\gamma + \delta - \rho \tau_1}{\sqrt{2(1-\rho^2)}} \right) - \text{erf} \left( \frac{-\gamma - \delta - \rho \tau_1}{\sqrt{2(1-\rho^2)}} \right) \right) d\tau_1
\\
(4.103)
\]

For \(|\rho| < 1\), \(E[|\alpha_i^T h|1_{\{|\alpha_i^T x|<\gamma+\delta\}}]\) is a continuous function of \(\rho\). The last integral (4.103) can be calculated numerically. Figure 4.6 plots \(E[|\alpha_i^T h|1_{\{|\alpha_i^T x|<\gamma+\delta\}}]\) for \(\gamma = 0.15\) and \(\delta = 0.01\) over \(\rho \in (-1, 1)\). Furthermore, (4.102) indicates that \(E[|\alpha_i^T h|1_{\{|\alpha_i^T x|<\gamma+\delta\}}]\) is monotonically increasing with both \(\theta\) and \(\delta\). Thus, we obtain a universal bound

\[
E[|\alpha_i^T h|1_{\{|\alpha_i^T x|<\gamma+\delta\}}] \leq 0.11\|h\| \hspace{1cm} \text{for} \hspace{1cm} \gamma < 0.15 \hspace{1cm} \text{and} \hspace{1cm} \delta = 0.01,
\\
(4.104)
\]

which further implies \(E[|\alpha_i^T h|\chi_\alpha(\alpha_i^T x)] \leq 0.11\|h\|\) for \(\gamma < 0.15\) and \(\delta = 0.01\).

Fig. 4.6: \(E[|\alpha_i^T h|1_{\{|\alpha_i^T x|<\gamma+\delta\}}]\) with respect to \(\rho\)
Furthermore, \(|a_i^T h|_{\chi_x(a_i^T x)}\)'s are sub-Gaussian with sub-Gaussian norm \(O(\|h\|)\). By the Hoeffding type of sub-Gaussian tail bound [142], we have

\[
P \left[ \frac{1}{m} \sum_{i=1}^{m} |a_i^T h|_{\chi_x(a_i^T x)} > (0.11 + \epsilon) \|h\| \right] < \exp(-cm\epsilon^2), \tag{4.105}
\]

for some universal constant \(c\).

We have proved so far that the claim holds for a fixed pair \(h, x\). We next obtain a uniform bound over all \(x\) and \(h\) with unit length. Let \(N'_\epsilon\) be a \(\epsilon\)-net covering the unit sphere in \(\mathbb{R}^n\) and set

\[
N_\epsilon = \{(x_0, h_0) : (x_0, h_0) \in N'_\epsilon \times N'_\epsilon \}.
\]

One has cardinality bound (i.e., the upper bound on the covering number) \(|N_\epsilon| \leq (1 + 2/\epsilon)^{2n}\). Then for any pair \((x, h)\) with \(\|x\| = \|h\| = 1\), there exists a pair \((x_0, h_0) \in N_\epsilon\) such that \(\|x - x_0\| \leq \epsilon\) and \(\|h - h_0\| \leq \epsilon\). Taking the union bound for all the points on the net, one can show

\[
\frac{1}{m} \sum_{i=1}^{m} |a_i^T h_0|_{\chi_x(a_i^T x_0)} \leq 0.11 + \epsilon, \quad \forall (x_0, h_0) \in N_\epsilon \tag{4.106}
\]

holds with probability at least \(1 - (1 + 2/\epsilon)^{2n} \exp(-cm\epsilon^2)\).

Since \(\chi_x(t)\) is Lipschitz with constant \(1/\delta\), we have the following bound

\[
|\chi_x(a_i^T x) - \chi_x(a_i^T x_0)| \leq \frac{1}{\delta} |a_i^T (x - x_0)|. \tag{4.107}
\]
Consequently, on the event that (4.95) holds, we have

\[
\left| \frac{1}{m} \sum_{i=1}^{m} |a_i^T \chi_x (a_i^T \chi_x) - \frac{1}{m} \sum_{i=1}^{m} |a_i^T h_0 \chi_x (a_i^T \chi_x)| \right|
\]

\[
\leq \frac{1}{m} \sum_{i=1}^{m} |a_i^T h \chi_x (a_i^T \chi_x) - |a_i^T h_0 \chi_x (a_i^T \chi_x)|
\]

\[
\leq \frac{1}{m} \sum_{i=1}^{m} |a_i^T (h - h_0)| + \frac{1}{m} \sum_{i=1}^{m} \frac{1}{\delta} |a_i^T h_0| \cdot |a_i^T x - a_i^T x_0| \quad \text{due to (4.107)}
\]

\[
\leq c_2' \|h - h_0\| + \frac{1}{\delta} \cdot c_2' \|h_0 (x - x_0)^T \|_F \quad \text{due to (4.95)}
\]

\[
\leq c_3 \epsilon / \delta.
\]

On the intersection of events that (4.106) and (4.95) hold, we have

\[
\frac{1}{m} \sum_{i=1}^{m} |a_i^T h \chi_x (a_i^T \chi_x)| \leq (0.11 + \epsilon + 2c_3 \epsilon / \delta),
\]

(4.108)

for all \(x\) and \(h\) with unit length.

We next prove (4.99). Without loss of generality, we assume that \(h\) has unit length. We introduce a Lipschitz function to approximate the indicator functions, which is defined as

\[
\chi_h(t) := \begin{cases} 
|t|, & \text{if } |t| > \gamma'; \\
\frac{1}{\delta}(|t| - \gamma') + \gamma', & \text{if } \gamma'(1 - \delta) \leq |t| \leq \gamma'; \\
0, & \text{else.}
\end{cases}
\]

Then, \(\chi_h(t)\) is a Lipschitz function with constant \(\frac{1}{\delta}\). We further have

\[
|a_i^T h| \chi_{\{ |a_i^T h| > \gamma' \|h\| \}} \leq \chi_h(a_i^T h) \leq |a_i^T h| \chi_{\{ |a_i^T h| > \gamma'(1-\delta) \|h\| \}}.
\]

(4.109)

We first prove bounds for any fixed \(h\), and then develop a uniform bound later on.
We next estimate the expectation of $|a_i^T h| \mathbf{1}_{\{|a_i^T h| > \gamma'(1-\delta)\|h\|\}}$ as follows:

$$
E[|a_i^T h| \mathbf{1}_{\{|a_i^T h| > \gamma'(1-\delta)\|h\|\}}] = \int_{-\infty}^{\infty} |\tau| \mathbf{1}_{\{\tau > \gamma'(1-\delta)\}} \cdot f(\tau) \, d\tau,
$$

$$
= 2 \cdot \frac{1}{\sqrt{2\pi}} \int_{\gamma'(1-\delta)}^{\infty} \tau \exp\left(-\frac{\tau^2}{2}\right) \, d\tau
$$

$$
= \sqrt{2 \pi} \exp(-\gamma'^2 (1-\delta)^2/2) < 0.01 \quad \text{for } \gamma' = 3, \delta = 0.01, \quad (4.110)
$$

where $f(\tau)$ is the density of the standard Gaussian. We note that $E[|a_i^T h| \mathbf{1}_{\{|a_i^T h| > \gamma'(1-\delta)\|h\|\}}]$ is monotonically increasing with $\delta$ and decreasing with $\gamma'$. Furthermore, $E[\chi_h(a_i^T h)] \leq 0.01\|h\|$ for $\gamma' \geq 3$ and $\delta \leq 0.01$.

Moreover, $\chi_h(a_i^T h)$ for all $i$ are sub-Gaussian with sub-Gaussian norm $O(\|h\|)$. By the Hoeffding type sub-Gaussian tail bound [142], we have

$$
P\left[\frac{1}{m} \sum_{i=1}^{m} \chi_h(a_i^T h) > (0.01 + \epsilon)\|h\|\right] < \exp(-cm\epsilon^2), \quad (4.111)
$$

for some universal constant $c$.

We have proved so far that the claim holds for a fixed $h$. We next obtain a uniform bound over all $h$ with unit length. Let $\mathcal{N}_\epsilon$ be an $\epsilon$-net covering the unit sphere in $\mathbb{R}^n$. One has cardinality bound (i.e., the upper bound on the covering number) $|\mathcal{N}_\epsilon| \leq (1 + 2/\epsilon)^n$. Then for any $h$ with unit length, there exists a $h_0 \in \mathcal{N}_\epsilon$ such that $\|h - h_0\| \leq \epsilon$. Taking the union bound for all the points on the net, one can show

$$
\frac{1}{m} \sum_{i=1}^{m} \chi_h(a_i^T h_0) \leq 0.01 + \epsilon, \quad \forall h_0 \in \mathcal{N}_\epsilon \quad (4.112)
$$

holds with probability at least $1 - (1 + 2/\epsilon)^n \exp(-cm\epsilon^2)$. 
Consequently, we have

\[
\left| \frac{1}{m} \sum_{i=1}^{m} \chi_{h}(a_i^T h) - \frac{1}{m} \sum_{i=1}^{m} \chi_{h}(a_i^T h_0) \right| \\
\leq \frac{1}{m} \sum_{i=1}^{m} \left| \chi_{h}(a_i^T h) - \chi_{h}(a_i^T h_0) \right| \\
\leq \frac{1}{\delta} \cdot \frac{1}{m} \sum_{i=1}^{m} \left| a_i^T (h - h_0) \right| \\
\leq \frac{1}{\delta} c_2' \| h - h_0 \| \leq c_3 \epsilon / \delta,
\]

where the second inequality is because \( \chi_{h}(t) \) is Lipschitz continuous with constant \( 1/\delta \).

On the intersection of events that (4.112) and (4.95) hold, we have

\[
\frac{1}{m} \sum_{i=1}^{m} \chi_{h}(a_i^T h) \leq (0.01 + \epsilon + c_3 \epsilon / \delta), \quad (4.113)
\]

for all \( h \) with unit length.

Putting together (4.108) and (4.113), and since \( \epsilon \) can be arbitrarily small, the proof is completed.
CHAPTER 5
FUTURE WORK

We study the robust PCA problem and the phase retrieval problem in this dissertation. For the robust PCA problem we provide a more refined analysis of PCP via local coherence. For the phase retrieval problem, we first propose a fast algorithm RWF that solves phase retrieval by minimizing a \textit{nonconvex and nonsmooth} quadratic loss function. This loss function sacrifices the smoothness but enjoys advantages in statistical and computational efficiency. We further propose a median truncation approach to modify existing TWF and RWF algorithms to resist the outliers that are often encountered in the phase retrieval measurements. Our median truncation modified algorithms do not require prior knowledge of outliers and perform well in an oblivious manner.

These works motivate us to further explore several directions in the future. We describe two interesting problems that are under consideration.

5.1 Structural Phase Retrieval

In practice, signals often have specific structures e.g., non-negativity, sparsity, etc. Motivated by the idea of compressive sensing, it is anticipated that with the prior structural knowledge, the number of measurements that is required to guarantee exact recovery can
be substantially reduced.

Specifically, [79] proposed the thresholded Wirtinger flow algorithm to recover a sparse underlying signal, which showed that the true signal $x$ can be recovered with high probability and a linear convergence rate, as long as the number of samples is $O(k^2 \log n)$, where $k$ is cardinality of the support set of $x$. One interesting future direction is to modify the RWF algorithm to exploit such structures to assist the recovery. The lower-order loss function may offer simplicity and improvement to the proof of the performance guarantee in such cases.

The heuristic algorithm can be designed as in Algorithm 5. We introduce an amending function $H(\cdot)$ which can admit the prior knowledge of the signal, e.g., sparsity level and non-negativity.

**Algorithm 5 Reshaped Wirtinger Flow with Prior**

**Input:** $y = \{y_i\}_{i=1}^m$, $\{a_i\}_{i=1}^m$, amending function $H$, gradient stepsize $\mu$;

**Initialization:** Same as in RWF (see Algorithm 1).

**Gradient loop:** for $t = 0 : T - 1$ do

Compute the amending parameter $\tau^{(t)}$,

Update $z^{(t+1)} = H_{\tau^{(t)}} \left( z^{(t)} - \mu \cdot \nabla \ell(z^{(t)}) \right)$. \hspace{1cm} (5.1)

**Output** $z^{(T)}$.

We anticipate such a modified algorithm can improve the sample complexity achieved in [79] and expedite the convergence due to the lower-order loss function.

### 5.2 Fast and Robust Low-rank Matrix Recovery

Motivated by the success of nonconvex heuristics in phase retrieval problem, researchers have extensively studied the nonconvex approaches to recover the low-rank matrix.
Problem 5.1 (Low-rank Matrix Recovery). Find $X \in \mathbb{R}^{n \times p}$ with minimal rank such that

$$A(X) = y$$  \hspace{1cm} (5.2)

where $A : \mathbb{R}^{n \times p} \rightarrow \mathbb{R}^m$ is an affine transformation (known) and $y \in \mathbb{R}^m$ is the observation vector (known).

Suppose that the underlying solution $X$ is a rank-$r$ positive semidefinite matrix, and can be decomposed as $X = UU^T$, where $U \in \mathbb{R}^{n \times r}$. Recently, [85, 86] proposed to minimize the following loss function

$$\ell(Z) := \frac{1}{4m} \|A(ZZ^T) - y\|^2,$$ \hspace{1cm} (5.3)

where $Z \in \mathbb{R}^{n \times r}$. The recovery of the true matrix is guaranteed by minimizing the non-convex objective (5.3), when $A$ is composed of independent Gaussian matrix measurements (i.e., elements are independent Gaussian random variables). Specifically, [86] proposed an algorithm that achieves the linear convergence rate and the sample complexity $O(nr^3 \log n)$.

However, it consumes huge space to store the Gaussian matrices especially when the dimension becomes large. Thus rank-1 measurement matrices are preferred in this scenario [27]. For the positive semidefinite (PSD) matrix $X = UU^T$, the measurements become

$$y_i = \langle a_i, a_i^T, X \rangle = a_i^T X a_i = \|U^T a_i\|^2, \quad i = 1, \ldots, m,$$ \hspace{1cm} (5.4)

where $a_i \in \mathbb{R}^n$ are the measurement vectors and $m$ is the number of measurements.

It is interesting to extend the idea of RWF to improve the low-rank matrix recovery. Instead of minimizing (5.2), we propose to minimize a lower-order loss function

$$\mathcal{R}(Z) := \frac{1}{2m} \sum_{i=1}^m (\|Z^T a_i\| - \sqrt{y_i})^2.$$ \hspace{1cm} (5.5)
We anticipate that the above loss function will bring us benefit on the convergence rate and the sample complexity.

It is also interesting to consider the robust low-rank matrix recovery [146]. We expect that the median-truncation approach will provide new improvement along this line.
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