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ABSTRACT

In this thesis, we investigate the Ext-algebra of a basic, finite dimensional $K$-algebra $A = K\mathcal{Q}/I$, where $K$ is an algebraically closed field and $\mathcal{Q}$ is a finite quiver. We denote the Ext-algebra of $A$ by $E(A)$. We denote $\bar{A} = A/A^+$ to be the direct sum of all simple modules over $A$.

In the first part, we use the work of Green, Solberg, and Zacharia to construct a family of elements in $K\mathcal{Q}$, which we call $\{f_{ij}^d\}$. These elements yield a minimal projective resolution of $\bar{A}$ over $A$. Consequently, $\{f_{ij}^d\}$ form a dual basis of $E(A)$. In Chapter 2, we see that the subalgebra of $E(A)$ generated in degrees 0 and 1 is of the form $K\mathcal{Q}^*/I^1$ and prove the relations in $I^1$ can be directly computed using $\{f_{ij}^d\}$. In the case $A$ is graded, we provide an alternate proof to the result of Löfwall and Priddy, namely that $A^1$ is quadratic. Then we proceed to compute the relations which generate $I^1$. In the case $A$ is monomial, we prove that the family $\{f_{ij}^m\}$ is exactly the set of $m$-chains used by Green and Zacharia.

In the second part, we use a construction by Anick, Green, and Solberg to form a family $\{x_i^d\}$ which yields a projective resolution of $\bar{A}$, called the AGS resolution. If $A$ is a monomial algebra, we prove there are easily checked conditions for $E(A)$ to be generated in degrees 0, 1, and 2. If $A$ is not necessarily monomial, we consider the case where the AGS resolution is minimal. In that situation, we look to the associated monomial algebra of $A$, found in [8] and [9], which we denote $A_{\text{MON}}$. We prove that if the AGS resolution is minimal and $E(A_{\text{MON}})$ is finitely generated, then $E(A)$ is finitely generated.
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Chapter 1

Background and Notation
CHAPTER 1. BACKGROUND AND NOTATION

1.1 Introduction

Let $A$ be a finite dimensional $K$-algebra where $K$ is an algebraically closed field. Let $\bar{A}$ be the sum of all the simple modules over $A$. We may now define the following:

**Definition 1.1.** The *Ext-algebra* of $A$ is denoted $E(A)$ and

$$E(A) = \bigoplus_{n \geq 0} \text{Ext}^n_A(\bar{A}, \bar{A})$$

$E(A)$ is a graded $K$-algebra with the usual addition and with multiplication the Yoneda product. It is well known that $E(A)$ is a finite dimensional $K$-algebra if and only if $A$ has finite global dimension. However, the following question arises: Under what conditions is $E(A)$ finitely generated as a $K$-algebra? Although this question is currently open, there have been many partial solutions. In the case where $A$ is a monomial algebra, [??] has presented solutions for cycle algebras and [??] has presented solutions in the local case.

When $A$ is a finite dimensional $K$-algebra, not necessarily monomial, the finite generation of the Ext-algebra has also been investigated. It is well known that for a Koszul algebra $A$, $E(A)$ is always generated in degrees 0 and 1. As a generalization of Koszul algebras, [??] determines when $E(A)$ is finitely generated for a $D$-Koszul algebra $A$. In [??], first $A$ is assumed to be a graded algebra such that the associated monomial algebra is $\delta$-resolution determined. Then it can be determined when $E(A)$ is finitely generated. In [7], [??], they first consider when $E(A)$ is generated in degrees 0, 1, and 2. Then if $A$ is an algebra with that property, $A$ is called a $K_2$ algebra. In [12], 2-$d$-determined algebras are investigated,
leaving the open problem of when $2$-d-determined algebras are $K_2$.

In this thesis, we continue generalizing the main problem to more algebras. First we explore the shriek algebra of $A$, that is, the subalgebra of $E(A)$ generated in degrees $0$ and $1$. This algebra is denoted by $A^!$. We are able to write $A^!$ in the form $KQ^*/I^!$ where $Q^*$ is a finite quiver and $I^!$ is given by an explicit set of generateors. Then we look at monomial algebras and find easily checked conditions for a monomial algebra to be $K_2$. We then use the associated monomial algebra of $A$ to state our main theorem:

**Theorem 1.2.** Suppose the AGS resolution is minimal. Then if $E(A_{\text{MON}})$ is generated in degrees $0,1,...,m$ for some $m$, then $E(A)$ is also generated in degrees $0,1,...,m$. In particular, if $E(A_{\text{MON}})$ is finitely generated, then $E(A)$ is finitely generated.

We then look to $2$-d-determined algebras and prove the following result:

**Theorem 1.3.** Suppose $A$ is a $2$-d-determined algebra such that the AGS resolution of $\bar{A}$ over $A$ is minimal. Then $E(A)$ is generated in degrees $0,1,2$.

Then we find a example of a finite dimensional $2$-d-determined algebra $A$ so that $E(A)$ is not $K_2$.

Throughout the thesis, we always view $A$ as a quotient of a path algebra, that is, $A = KQ/I$ for some finite quiver $Q$ and some admissible ideal $I$. We then use the construction found in [15], [14]: We start with a projective resolution of $\bar{A}$,

$$
\cdots \rightarrow P^n \xrightarrow{d^n} P^{n-1} \rightarrow \cdots \rightarrow P^1 \xrightarrow{d^1} P^0 \xrightarrow{d^0} \bar{A} \rightarrow 0
$$

where $P^n$ is a projective right $A$-module. For each $n \geq 0$, $P^n = \bigoplus_{i=1}^{l} f_i A$ where $f_i$ is an
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Although the projective resolution is unique in some sense, there are many ways to choose \( \{f_i\} \). In this thesis, we focus on two ways to choose \( \{f_i\} \). In Chapter 2, we use [15] to choose a family \( \{f_i^n\}_{i=1}^n \) so that when \( P^n = \bigoplus_{i=1}^n f_i^n A \), the corresponding projective resolution is minimal. In Chapter 4, we use [1], [14] to choose a family \( \{x_i^n\} \) so that when \( P^n = \bigoplus_{i=1}^n x_i^n A \) we still have a projective resolution of \( \bar{A} \) over \( A \), only it need not be minimal. We call this particular resolution the AGS resolution. When the AGS resolution is minimal, it is essentially the same projective resolution as in [15]. This construction also yields a basis of \( \text{Ext}^n_A(\bar{A}, \bar{A}) \), which allows us to prove our results.

In this Chapter we review the basic results pertaining to finite dimensional \( K \)-algebras. We do so by introducing quivers and path algebras, graded algebras, ext-algebras, quadratic algebras, and Koszul algebras.

1.2 Quivers and Path Algebras

Throughout this thesis we are concerned with finite dimensional, basic \( K \)-algebras over an algebraically closed field \( K \) of characteristic 0. Due to the nature of our investigation, we only concern ourselves with algebras which are isomorphic to a quotient of a path algebra over a finite quiver \( Q \). Here, we review the basic definitions of quivers and path algebras. For additional information, we cite [3], [2].

Definition 1.4. Let \( K \) be a field. A \( K \)-algebra is a ring \( A \) with an identity element (denoted by 1) such that \( A \) has a \( K \)-vector space structure compatible with the multiplication structure of the ring. That is, for all \( \lambda \in K \) and \( a, b \in A \), then \( \lambda(ab) = (a\lambda)b = (ab)\lambda \). \( A \) is finite dimensional as a \( K \) algebra if it is finite dimensional as a \( K \)-vector space.
Definition 1.5. [2] A quiver $Q = (Q_0, Q_1, s, t)$ is a quadruple consisting of two sets: $Q_0$ (whose elements are called vertices) and $Q_1$ (whose elements are called arrows), and two maps $s, t : Q_1 \rightarrow Q_0$ which associate to each arrow $a \in Q_1$ its source $s(a) \in Q_0$ and its target $t(a) \in Q_0$ respectively.

We abbreviate $Q = (Q_0, Q_1, s, t)$ by $Q$. We say that $Q$ is finite if $Q_0$ and $Q_1$ are finite sets.

Example 1.6. Consider the quiver $Q$

$$1 \xrightarrow{a} 2 \xrightarrow{b} 3$$

Here, $Q_0 = \{1, 2, 3\}$ and $Q_1 = \{a, b\}$. We have $s(a) = 1, t(a) = 2$, and $s(b) = 2, t(b) = 3$.

Definition 1.7. A path of length $l \geq 1$ is a sequence of $l$ arrows $a_1 a_2 \ldots a_l$ such that for $1 \leq i \leq l - 1$, $t(a_i) = s(a_{i+1})$. We will also consider paths of length 0 at a vertex $v$, which consists of that vertex $v$. Such a path is called the trivial path at vertex $v$.

Sometimes we denote a path of length $m$ by $p$ and write $p = a_1 \ldots a_m$ for $a_i \in Q_1$ or write $l(p) = m$. In 1.6 the only path of length 2 in $Q$ is $ab$. The paths of length 1 are $a$ and $b$, and the paths of length 0 are 1, 2, and 3.

Definition 1.8. [2, 1.2] Let $Q$ be a quiver. The path algebra $KQ$ of $Q$ is both a ring with a copy of $K$ in its center as well as a $K$-vector space that has as its basis the set of all paths $a_1 a_2 \ldots a_l$ of length $l \geq 0$ in $Q$. The product of two basis vectors $a_1 \ldots a_l$ and $b_1 \ldots b_k$ of $KQ$ is defined by

$$a_1 \ldots a_l b_1 \ldots b_k$$
if \( t(a_1) = s(b_1) \) and 0 otherwise. Then the product of basis elements is extended to arbitrary elements of \( KQ \) by linearity.

By abuse of notation, if \( x \in KQ \) is a linear combination of paths of length \( m \), we say the degree of \( x \) is \( m \) and write \( l(x) = m \).

Recall an algebra is connected if it is not the direct product of two algebras. \( KQ \) has the following properties

**Lemma 1.9.** [2, lemma 1.4,1.7] Let \( Q \) be a quiver and \( KQ \) its path algebra. Then

1. \( KQ \) is an associative algebra,

2. \( KQ \) has an identity element if and only if \( Q_0 \) is finite, and

3. \( KQ \) is finite dimensional if and only if \( Q \) is finite and acyclic.

4. Assuming \( Q \) is a finite quiver, \( KQ \) is connected if and only if \( Q \) is a connected quiver.

We now consider some special two-sided ideals of \( KQ \)

**Definition 1.10.** A two-sided ideal \( I \) of \( KQ \) is called *admissible* if there exists some \( m \geq 2 \) such that

\[
J^m \subset I \subset J^2
\]

where \( J \) is the ideal of \( KQ \) generated by all arrows.

Thus for an admissible ideal \( I \), it follows that \( KQ/I \) is a finite dimensional algebra.

We now discuss representations of quivers.

**Definition 1.11.** [2] Let \( Q \) be a finite quiver. A representation \( M \), denoted \( (M_v, \Phi_a) \), of \( Q \) satisfies two properties:
1. To each vertex $v$ in $Q_0$ we associate to it a $K$-vector space $M_v$.

2. To each arrow $a$ in $Q_1$ such that $s(a) = v$ and $t(a) = w$, we associate to it a $K$-linear map $\Phi_a : M_v \to M_w$.

$(M_v, \Phi_a)$ is called finite dimensional if each $M_v$ is a finite dimensional $K$-vector space.

If $M = (M_v, \Phi_a)$ and $M' = (M'_v, \Phi'_a)$ are two different representations of a finite quiver $Q$, we may define a morphism $f : M \to M'$ as a family of $K$-linear maps $(f_v)_{v \in Q_0}$ such that the following diagram commutes:

\[
\begin{array}{ccc}
M_v & \xrightarrow{\Phi_a} & M_w \\
| & f_v | & | \\
M'_v & \xrightarrow{\Phi'_a} & M'_w \\
\end{array}
\]

**Definition 1.12.** [2] Let $Q$ be a finite quiver and $M = (M_v, \Phi_a)$ a representation. Also, let $p = a_1...a_l$ be a path in $Q$ where $s(p) = v$ and $t(p) = w$. We may define the evaluation of $M$ on the path $p$ to be the $K$-linear map from $M_v$ to $M_w$.

\[
\Phi_p = \Phi_{a_1} \Phi_{a_{l-1}} ... \Phi_{a_1}
\]

We may extend by linearity to define $\Phi_q$ for any element $q \in KQ$. We may now define a category of finite dimensional representations of a finite quiver $Q$, which we denote $\text{rep}(Q)$.

Now suppose $I = \langle \rho_1, ... \rho_m \rangle$ is an admissible ideal of $KQ$. We say a representation $M$ is bound by $I$ if $\Phi_{\rho_i} = 0$ for every $i$. We may denote by $\text{rep}(Q, I)$ the full subcategory of $\text{rep}(Q)$ containing the representations of $Q$ bound by $I$. 
Theorem 1.13. [2] Let $A = KQ/I$ for $I$ an admissible ideal and $Q$ a finite quiver. Then there is a $K$-linear equivalence of categories

$$F : \text{mod}A \rightarrow \text{rep}(Q, I)$$

So we can associate to each simple module of $A$ a representation of $Q$ bound by $I$. For any vertex $v$, we may consider the representation $S_v = (S(v)_w, \Phi_a)$ which is defined as follows:

$$S(v)_w = \begin{cases} 
0 & w \neq v \\
K & w = v
\end{cases}$$

and

$$\Phi_a = 0$$

for all $a \in Q_1$. We call $S_v$ the simple module of $A$ at vertex $v$. By 1.13, we see the indecomposable simple modules of $A$ are in 1-1 correspondence to $\{S_v \mid v \in Q_0\}$.

1.3 Graded Algebras

A ring $A$ is called graded if we can write $A = A_0 \oplus A_1 \oplus ...$ where each $A_i$ is an abelian group and $A_iA_j \subseteq A_{i+j}$ for all $i, j$. If $A_iA_j = A_{i+j}$ for all $i, j$, we say $A$ is generated in degree 1. In other words, if $A$ is generated in degree 1, then $A_i = (A_1)^i$ for each $i \geq 1$.

Definition 1.14. Let $A = A_0 \oplus A_1 \oplus ...$ be a graded ring and $x \in A$. We say the degree of $x$ is $i$ if $x \in A_i$. In this case we also say that $x$ is homogeneous of degree $i$. 
Example 1.15. Let $A = K[x_1, \ldots, x_n]$ where the degree of each $x_i$ is 1. Then we may write

$$A = K \bigoplus \text{Span}\{x_1, \ldots, x_n\} \bigoplus \text{Span}\{x_ix_j\}_{i,j \geq 1} \bigoplus \ldots$$

Remark 1.16. Suppose $A$ is graded. Then $A_0 \subseteq A$ is a subring of $A$ called the initial subring of $A$. Note that by [10], we may assume $1 \in A_0$.

If $A$ is a graded ring as well as a $K$-algebra, we say $A$ is a graded $K$-algebra. In addition to the properties of a graded ring, we will also require that $A$ satisfies the following properties:

1. For all $i$, $A_i$ is a finite dimensional $K$-vector space.

2. $A$ is generated in degree 1

3. $A_0 = K \times K \times \ldots \times K$.

If $A_0 = K$, we say that $A$ is connected.

Example 1.17. Suppose $A = K\mathcal{Q}$ where $\mathcal{Q}$ is given by the following quiver

![Quiver Diagram]

$$A_0 = K^5$$

$$A_1 = \text{Span}(a, b, c, d, e)$$
and $A_i = 0$ for all $i \geq 4$ because there are no paths in $A$ of length greater than or equal to 4. Note that $KQ$ is connected as a $K$-algebra because $Q$ is a connected quiver; however, it is not connected as a graded $K$ algebra because $A_0 = K^5$.

**Definition 1.18.** Let $A$ be graded. An ideal $I$ of $A$ is called *graded* or *homogeneous* if

$$I = \bigoplus_{i \geq 0} A_i \cap I$$

In other words, $I$ is graded if and only if $I = I_0 \bigoplus I_1 \bigoplus I_2 \bigoplus ...$ where $I_i \subset A_i$ is an $A_0$ submodule and $A_i I_j \subset I_{i+j}$.

If $Q$ is a finite quiver and $I \subset KQ$ is a homogeneous ideal, then $A = KQ/I$ is a “length graded” algebra generated in degree 1. Conversely, if $A$ is a graded $K$-algebra generated in degree 1, then $A = KQ/I$ for some homogeneous ideal $I$.

**Example 1.19.** If $I$ is an ideal of a path algebra $KQ$ and $I$ is generated by homogeneous elements, then $I$ is a graded ideal.

**Definition 1.20.** Let $A^+$ be the homogeneous ideal of $A$, $A^+ = A_1 \bigoplus A_2 \bigoplus ...$. We call $A^+$ the *radical* of $A$ (also called the graded radical).

It is important to note that the graded radical of $A$ need not equal the Jacobson radical of $A$. Also, if $A_0 = K$, then $A^+$ is a maximal ideal of $A$. Otherwise, it is not.
Example 1.21. Let $A = K[x]$. Then $A^+ = \text{Span}\{x, x^2, ...\} = \langle x \rangle$. However, the Jacobson radical is 0.

Definition 1.22. A right $A$-module $M$ is said to be \textit{graded} if $M = \bigoplus_{i \geq 0} M_i$ where for all $i, j$, $M_i A_j \subseteq M_{i+j}$.

Suppose $M = \bigoplus_{i \geq 0} M_i$ and $N = \bigoplus_{i \geq 0} N_i$ are two graded right $A$-modules. Then a homomorphism $f : M \to N$ is \textit{graded of degree $d$} if $f(M_i) \subseteq N_{i+d}$ for all $i$. By convention, we say $f$ is \textit{graded} if it is graded in degree 0.

Let $M$ be a graded, right $A$-module. We say that a graded projective resolution $\mathcal{P}$ of $M$

$$
\rightarrow P^2 \xrightarrow{d^2} P^1 \xrightarrow{d^1} P^0 \xrightarrow{d^0} M \to 0
$$

is \textit{minimal} if $\text{im} d^i \subset P^{i-1} A^+$ for all $i$.

1.4 The Ext Algebra of $A$

Suppose $A = KQ/I$ is a finite dimensional $K$-algebra and $I$ an admissible ideal. Let $(KQ)^+ = J$ and $A^+ = r$. Let $\bar{A} = KQ/J = A/r$. Notice that $\bar{A}$ is also a right $A$-module because $I \subset J$. We often will refer to $\bar{A}$ as the \textit{top of $A$}.

Definition 1.23. The \textit{Ext Algebra} of $A$ is denoted $E(A)$ and

$$
E(A) = \bigoplus_{n \geq 0} \text{Ext}_A^n(\bar{A}, \bar{A})
$$

where multiplication is given by the Yoneda product. It is easy to see that $E(A)$ is a graded
algebra. Its internal degree is given by the homological degree over $A$. Moreover, if $A$ is a graded algebra, then $E(A)$ is bigraded. In particular, for all $n$, $\text{Ext}^n_A(\bar{A}, \bar{A})$ is a graded $K$-vector space. If $\mu \in \text{Ext}^n_A(\bar{A}, \bar{A})$, we may write $\mu \in \text{Ext}^n_A(\bar{A}, \bar{A})_{-p}$ to denote that $\mu$ is of degree $p$ in $\text{Ext}^n_A(\bar{A}, \bar{A})$.

Let $M$ be a right $A$-module. If $\mathcal{P}$ is a minimal projective resolution of $M$,

$$
\cdots \rightarrow P^{n+1} \xrightarrow{d^{n+1}} P^n \xrightarrow{d^n} \cdots \rightarrow P^1 \xrightarrow{d^1} P^0 \rightarrow M \rightarrow 0
$$

then $\text{Ext}^n_A(M, \bar{A})$ is the cohomology of the complex

$$
0 \rightarrow \text{Hom}_A(P^1, \bar{A}) \xrightarrow{d^{1\ast}} \text{Hom}_A(P^2, \bar{A}) \xrightarrow{d^{2\ast}} \cdots
$$

(1.1)

and, since $\bar{A}$ is semisimple, the boundary maps of this complex are all zero. It follows that, for each $n \geq 0$, we have

$$
\text{Ext}^n_A(M, \bar{A}) = \text{Hom}_A(P^n, \bar{A})
$$

As mentioned earlier, the multiplication in $E(A)$ is given by the Yoneda product. Here is a way of defining the product:

If $\epsilon \in \text{Ext}^i_A(\bar{A}, \bar{A})$ and $\nu \in \text{Ext}^j_A(\bar{A}, \bar{A})$, we may think of $\epsilon \in \text{Hom}(P^i, \bar{A})$ and $\nu \in \text{Hom}(P^j, \bar{A})$ where

$$
\cdots \rightarrow P^n \rightarrow \cdots \rightarrow P^0 \rightarrow \bar{A} \rightarrow 0
$$

is a fixed minimal projective resolution of $\bar{A}$. We construct the following commutative
diagram where $l_0, l_1, \ldots$ denote consecutive liftings of $\nu$.

\[
\begin{array}{ccccccccc}
\ldots & \rightarrow & P^{i+j} & \rightarrow & P^{i+j-1} & \rightarrow & \ldots & \rightarrow & P^j \\
\downarrow l_j & & \downarrow l_{j-1} & & \downarrow l_i & & \downarrow l_0 & & \nu \\
\ldots & \rightarrow & P^i & \rightarrow & P^{i-1} & \rightarrow & \ldots & \rightarrow & P^1 \\
\downarrow \epsilon & & \downarrow \epsilon & & \downarrow \epsilon & & \downarrow \epsilon & & \downarrow \epsilon \\
& & A & & A & & & & 0
\end{array}
\]

Then we put $\nu \epsilon = \epsilon \circ l_j$. It can be shown that this definition is independent of choice of lifting. If $A$ is a graded algebra and $\epsilon \in \text{Ext}_A^i(\bar{A}, \bar{A})_{-p}$ and $\nu \in \text{Ext}_A^j(\bar{A}, \bar{A})_{-q}$, then it follows that $\nu \epsilon \in \text{Ext}_A^{i+j}(\bar{A}, \bar{A})_{-(p+q)}$.

Suppose now that $S_i$ is a simple right $A$-module corresponding to vertex $i$ in $Q_0$ and $P_i$ is the indecomposable projective cover of $S_i$. Then for each $i$ we define

\[
\text{Ext}_A^*(P_i, \bar{A}) = \bigoplus_{n \geq 0} \text{Ext}_A^n(P_i, \bar{A})
\]

which is a simple right module of $E(A)$, because for each $i$, $\text{Ext}_A^*(P_i, \bar{A}) = \text{Hom}_A(P_i, \bar{A})$, so it is a one-dimensional $E(A)$ module. Moreover, for each $i$,

\[
\text{Ext}_A^*(S_i, \bar{A}) = \bigoplus_{n \geq 0} \text{Ext}_A^n(S_i, \bar{A})
\]

is an indecomposable projective right $E(A)$-module. In fact, it is the projective cover of $\text{Ext}_A^*(P_i, \bar{A})$. Consequently,

\[
E(A) = \bigoplus_{i=1}^n \text{Ext}_A^*(S_i, \bar{A})
\]
1.5 Quadratic Algebras

Suppose $A = KQ/I$ where $I = \langle \rho_1, \rho_2, ..., \rho_m \rangle$. We call $A$ a quadratic algebra if for all $i$, 

$\rho_i = \sum \lambda_{i,k} q_{i,k}$ so that $\lambda_{i,k} \in K$ and $q_{i,k}$ is a path in $Q$ of length 2. It is easy to see that $I$ is a graded ideal of $KQ$, so $A$ is also a graded algebra.

For every quadratic algebra $A = KQ/I$, we associate its quadratic dual, which we denote $A^\perp$. To construct $A^\perp$, we first define

$$V = \text{Span} \{ \text{paths in } Q \text{ of length } 2 \}$$

We now define the bilinear form

$$\langle \ , \ \rangle : V \times V \to K$$

as follows: for any two basis elements $p_i, p_j$, the product is

$$\langle p_i, p_j \rangle = \begin{cases} 
1 & p_i = p_j \\
0 & p_i \neq p_j 
\end{cases}$$

and we extend linearly to define a bilinear form on all $V$. Now we define

$$I^\perp = \{ v \in V \mid \langle u, v \rangle = 0 \ \forall u \in I \}$$

Then $A^\perp = KQ/I^\perp$. 
Example 1.24. Let \( A = KQ/I \) where \( Q \) is the following quiver

\[
\begin{array}{c}
1 \\
\uparrow a \\
2 \\
\downarrow d \\
4 \\
\downarrow e \\
5 \\
\uparrow c \\
3 \\
\end{array}
\]

and \( I = \langle ad, bc - de \rangle \). To compute \( I^\perp \), we let \( \alpha_1 ab + \alpha_2 ad + \alpha_3 bc + \alpha_4 de \in V \) for \( \alpha_i \in K \).

We compute

\[
\langle \alpha_1 ab + \alpha_2 ad + \alpha_3 bc + \alpha_4 de, ad \rangle = \alpha_2
\]

and

\[
\langle \alpha_1 ab + \alpha_2 ad + \alpha_3 bc + \alpha_4 de, bc - de \rangle = \alpha_3 + \alpha_4
\]

Thus

\[
I^\perp = \langle \alpha_1 ab + \alpha_2 ad + \alpha_3 bc + \alpha_4 de \mid \alpha_2 = 0 \text{ and } \alpha_3 - \alpha_4 = 0 \rangle
\]

\[
= \langle \alpha_1 ab + \alpha_3(bc + de) \rangle
\]

\[
= \langle ab, bc + de \rangle
\]

and \( A^\perp = KQ/\langle ab, bc + de \rangle \).

1.6 Koszul Algebras and Linear Modules

We now wish to describe an important class of algebras called Koszul Algebras. To do so, we require the following terminology. Let \( A \) be a finitely generated graded \( K \)-algebra as in the previous section, but not necessarily quadratic. In this section we assume all modules
are graded and finitely generated in degree $j \geq i_0$, as defined below. We also assume all modules are right $A$-modules and the homomorphisms are degree 0 homomorphisms.

**Definition 1.25.** A right $A$-module $M = \bigoplus_{k \geq i_0} M_k$ is generated in degree $i_0$ if for all $j > i_0$, $M_j = M_{i_0} A_{j-i_0}$. A module $M$ has a linear resolution if there exists a graded projective resolution

$$\ldots \rightarrow P^i \xrightarrow{d_i} P^{i-1} \rightarrow \ldots \rightarrow P^0 \rightarrow M \rightarrow 0$$

where, for each $i$, $P^i$ is generated in degree $i$. We say $M$ is a linear module if it has a linear resolution.

It is important to note that if $M$ has a linear resolution, then $M$ is generated in degree 0. Also, since $\text{Im} d^i \subset (P^{i-1})_{\geq i-2} = P^{i-1} A^+$, we see that a linear resolution is always minimal.

**Example 1.26.** Let $A = K[x]/(x^2)$ and let $M = K$. Consider the following resolution

$$\ldots \rightarrow A \xrightarrow{x} A \xrightarrow{x} A \xrightarrow{x} A \rightarrow K \rightarrow 0$$

Where $P^0 = A$ is generated in degree 0, $P^1 = A[-1]$ is generated in degree 1, $P^2 = A[-2]$ is generated in degree 2, and $P^n$ is generated in degree $n$ for all $n$. Thus $K$ is linear.

**Example 1.27.** Let $A = K[x]/(x^4)$ and let $M = K$. Consider the following resolution

$$\ldots \rightarrow A(-10) \xrightarrow{x^3} A(-7) \xrightarrow{x} A(-4) \xrightarrow{x^3} A(-1) \xrightarrow{x} A \rightarrow K \rightarrow 0$$

Where $P^0 = A$ is generated in degree 0, $P^1 = A(-1)$ is generated in degree 1, but $P^2 = A(-4)$ is generated in degree 4. Thus $K$ is not linear.
Remark 1.28. Suppose $A = KQ/I$ where $I$ is a graded two-sided ideal of $KQ$. Also suppose $Q_1 = \{a_1, \ldots, a_m\}$ and $M$ is a right $A$-module. If

$$ ...P^i \xrightarrow{d^i} P^{i-1} \rightarrow \cdots \rightarrow P^0 \rightarrow M \rightarrow 0 \quad (1.2) $$

is a minimal projective resolution of $M$, we can describe the maps $d^i$ with more detail. To do so, we write $P^i = \bigoplus P_j$ and $P^{i-1} = \bigoplus Q_k$ where for every $i$ and $k$, $P_j, Q_k$ are indecomposable projective modules. We may write $d^i$ as a matrix with entries in $\text{Hom}_A(P_j, Q_k)$. However, as indecomposable projectives, for every $j, k$, we may write $P_j = eA$ and $Q_k = fA$ where $e, f$ are primitive idempotents (vertices) in $A$. Recall $\text{Hom}_A(eA, fA) \cong fAe$ as a $K$-vector space. Consequently, we may think of the entries of $d^i$ as multiplication by elements in $A$.

Proposition 1.29. The resolution $(1.2)$ is linear if and only if each $d^i$ is a matrix whose nonzero entries are homogeneous elements of degree 1 in $KQ$.

Definition 1.30. An algebra $A$ is Koszul if $\bar{A}$ is a linear $A$-module.

We now explore the relationship between Koszul and quadratic algebras. The following proposition is well known.

Proposition 1.31. [4, proposition 1.2.3] If $A$ is a Koszul algebra, then it is quadratic.

The converse is not true. Consider the following example, due to Zacharia in unpublished
notes. Let $\mathcal{Q}$ be the following quiver

$$
\begin{array}{c}
1 & \xrightarrow{a} & 2 \\
& b & \searrow c \\
& d & \swarrow e \\
4 & \xleftarrow{d} & 5 & \xrightarrow{f} & 6
\end{array}
$$

and the algebra $A = K\mathcal{Q}/I$ where $I = \langle ab, ef, bc - de \rangle$. Clearly, $A$ is quadratic. However, it is not Koszul. If we compute the projective resolution of $S_1$, we see that $P^3$ is generated in degree 4.

However, there are situations in which the converse does hold.

**Proposition 1.32.** [16] Suppose $A = K\mathcal{Q}/I$ where $I$ is generated by paths. Then $A$ is quadratic if and only if it is Koszul.

**Proposition 1.33.** [13] Suppose $A$ is an algebra of global dimension 2. Then $A$ is quadratic if and only if it is Koszul.

**Theorem 1.34.** [13] Let $A$ be a graded $K$-algebra. The following are equivalent:

1. $A$ is a Koszul algebra.
2. $A$ is quadratic and $E(A) \cong A^\perp$.

Moreover,

**Proposition 1.35.** [13],[4] Let $A$ be a Koszul algebra. Then $E(A)$ is also a Koszul algebra and $E(E(A)) \cong A$ as graded $K$-algebras.
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2.1 Introduction

In this Chapter we investigate the Shriek algebra of a finite dimensional $K$-algebra $A$, which has been studied in [17], [19], and [13]. To do so, we first use [15] to form a family $\{f_i^j\}$ of elements in $KQ$. We may use those elements to construct a minimal projective resolution of $\bar{A}$ over $A$. In doing so, we show that $\{f_i^j\}$ form a dual basis of $E(A)$. Consequently, we may denote the basis of $E(A)$ by $\{(f_i^j)^*\}$ and investigate the product of two basis elements. Then we consider the subalgebra of $A$ generated in degrees 0 and 1, called the shriek algebra of $A$ and denoted $A^!$. We see $A^!$ is of the form $KQ^*/I^!$ and prove the relations of $I^!$ can be directly computed using $\{f_i^j\}$. In the case $A$ is graded, we provide an alternate proof to the result found in [17] and [19], namely that $A^!$ is quadratic. Then we proceed to compute the relations that generate $I^!$.

2.2 Background and Notation

Let $A = KQ/I$, where $A$ is a basic finite dimensional $K$-algebra, $I$ is a two sided ideal, and $Q$ is a finite quiver with $n$ vertices. Let $J$ be the ideal of $KQ$ generated by the arrows of $Q$ and denote by $\bar{A} = KQ/J$ the top of $A$. In other words, $\bar{A} = S_1 \oplus S_2 \oplus ... \oplus S_n$ where $S_i$ is the simple module corresponding to vertex $i$. By abuse of notation, for an element $q \in KQ$, denote $qKQ/qI$ as $qA$.

As defined in [15], an element in $KQ$ is uniform (respectively left uniform, right uniform) if it is a linear combination of paths in $KQ$, all starting at the same vertex and all ending at the same vertex (respectively, all starting at the same vertex, all ending at the same vertex).

Following [15], a minimal projective resolution of a finitely generated, right $A$-module $M$
can be given in terms of a family \( \{ f_i^j \}_{i,j \geq 0} \) where each \( f_i^j \in KQ \) is a right uniform element. Moreover, for each fixed \( j \), the family \( \{ f_i^j \} \) is finite. This resolution is of the form

\[
\ldots \rightarrow \bigoplus f_i^2 KQ/f_i^2 I \rightarrow \bigoplus f_i^1 KQ/f_i^1 I \rightarrow \bigoplus f_i^0 KQ/f_i^0 I \rightarrow M \rightarrow 0 \quad (2.1)
\]

where the maps are induced by inclusion maps in \( KQ \), see below. We recall how this resolution is constructed. First, the family \( \{ f_0^i \}_{i \geq 1} \) consists of vertices of \( KQ \), which yields the short exact sequence of \( KQ \) modules

\[
0 \rightarrow \Omega^1_{KQ}(M) \rightarrow \bigoplus_{i \geq 1} f_i^0 KQ \rightarrow M \rightarrow 0.
\]

Second, the family \( \{ f_i^1 \} \) consists of arrows of \( KQ \). We may write \( \Omega^1_{KQ}(M) = \bigoplus_{i} f_i^1 KQ \) since \( KQ \) is hereditary, [3]. Now we can inductively construct the \( f_i^j \)’s as follows. To construct the family \( \{ f_i^{n+1} \} \), consider the intersection \( (\bigoplus_i f_i^n KQ) \cap (\bigoplus_k f_k^{n-1}I) \). If this intersection is 0, then we stop. If it is nonzero, we may apply [8, Theorem 5.4], and we set \( (\bigoplus_i f_i^n KQ) \cap (\bigoplus_k f_k^{n-1}I) = \bigoplus_l f_l^{n+1'} KQ \) for a set of elements \( \{ f_l^{n+1'} \} \). If we want the set to yield a minimal projective resolution, we may need to discard a subset of \( \{ f_l^{n+1'} \} \). We apply Theorems 2.2 and 2.4 of [15], which ensures us a minimal projective resolution by instructing us to discard the minimal number of elements \( f_l^{n+1'} \) such that the remaining subset, which we denote \( \{ f_l^{n+1} \} \), is such that no proper \( K \)-linear combination of a subset of it is in \( \bigoplus_i f_i^n I + \bigoplus f_l^{n+1'} J \). If \( \{ f_l^{n+1} \} \) is empty, we stop. Let \( \nu \) be the cardinality of the set \( \{ f_i^j \} \), in other words, \( \{ f_i^j \} = \{ f_1^j, f_2^j, \ldots, f_{\nu}^j \} \). In [15], it is also determined that \( f_i^j = \sum f_i^{j-1} h_i^{j-1, j} \) where we can assume each \( h \) is a uniform element in \( KQ \). We expand this notation to write \( f_k^i \) as an
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element in $\bigoplus f^j_i KQ$ (where $0 \leq s \leq j$) as follows: $f^j_i = \sum f^j_i h^{j-s}_i$ for uniform elements $h^{j-s}_i$ in $KQ$. Using this construction, we have the following filtration of $\bigoplus f^0_i KQ$ viewed as a right $KQ$ module:

$$
\cdots \subset \bigoplus f^n_i KQ \subset \bigoplus f^{n-1}_i KQ \subset \cdots \subset \bigoplus f^2_i KQ \subset \bigoplus f^1_i KQ \subset \bigoplus f^1_i KQ \subset \bigoplus f^0_i KQ.
$$

For each $n \geq 0$, if we let $P^n = \bigoplus f^n_i KQ/f^n I$ and $D^n : P^n \rightarrow P^{n-1}$ be the homomorphism induced by the inclusion $\bigoplus f^n_i KQ \subset \bigoplus f^{n-1}_i KQ$, then Theorems 1.3 and 2.4 of [15] prove that

$$
(P, D) \rightarrow P^n \xrightarrow{D^n} P^{n-1} \rightarrow \cdots \rightarrow P^1 \xrightarrow{D^1} P^0 \rightarrow M \rightarrow 0 \quad (2.2)
$$

is a minimal projective resolution of $M$ over $A$

Let $S_i$ denote the simple module corresponding to vertex $i$, and $\epsilon_i^*$ be the minimal projective resolution of $S_i$ constructed as above. Since $\text{top} S_i = S_i$, all the $f^j_i$'s appearing in $\epsilon_i$ can be chosen to be uniform with $s(f^j_i) = v_i$. If we take the direct sum of $\epsilon_i^*$ for all $i$, then we have a minimal projective resolution of $\bar{A}$ constructed from a family $\{f^j_i\}$ of uniform elements.

We would like to rewrite this minimal projective resolution of $\bar{A}$ using modules of the form $v_k A$ where $v_k \in Q_0$ and maps of the form $(h^{j-1}_i)$, where $h^{j-1}_i$ is the image of $h^{j-1}_i$ in $A$. We start with a minimal projective resolution of $\bar{A}$ as in (2.2) where the $f^j_i$'s are chosen to be uniform. Then we note that for a vertex $v$ such that $f^j_i v \neq 0$, we get an isomorphism of $KQ$-modules, $\Phi : f^j_i v KQ \rightarrow v KQ$ where, for $\lambda \in K$ and $q \in KQ$, $\Phi(\lambda f^j_i v_k q) = \lambda v_k q$.

Reducing modulo $I$, we still get an isomorphism, but this time, of $A$-modules.
For all \( k, j \), let \( v^j_k = t(f^j_k) \), the target of \( f^j_k \). Then the set \( \{ v^j_k \}_{k=1}^\nu \) is in a 1 − 1 correspondence with the set \( \{ f^j_k \}_{k=1}^\nu \). Note that if we ignore the \( k \)-indexing, the set \( \{ v^j_k \} \) may contain multiple copies of the same vertex. This set determines the terms in our resolution, \( \mathcal{P}^j = \bigoplus_{i=1}^\nu v^j_i A \).

Since \( f^j_k = \sum_{i=1}^{\nu-1} f^{j-1}_{i,k} h^{j-1}_{i,k} \), for each \( k \), we have the following commutative diagram of \( KQ \) modules.

\[
\begin{array}{ccc}
  f^j_k KQ & \rightarrow & \bigoplus_{i=1}^{\nu-1} f^{j-1}_i KQ \\
  \Phi \downarrow & & \Phi \downarrow \\
  v^j_k KQ & \leftarrow & \bigoplus_{i=1}^{\nu-1} v^{j-1}_i KQ
\end{array}
\]

where for each path \( q \), \( \Phi(f^j_k v^j_k q) = v^j_k q \) is an isomorphism, \( \iota \) is the inclusion map, and \((h^{j-1}_{i,k})\) is the column matrix where the \( i^{th} \) row is multiplication by \( h^{j-1}_{i,k} \). Also, \( \hat{\Phi} \) is the diagonal \( \nu^{-1} \times \nu^{-1} \) matrix

\[
\begin{pmatrix}
  \Phi & 0 & \ldots & 0 \\
  0 & \Phi & \ldots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \ldots & \Phi
\end{pmatrix}
\]

So modulo \( I \), for each \( k, j \), the following diagram also commutes:

\[
\begin{array}{ccc}
f^j_k A & \rightarrow & \bigoplus_{i=1}^{\nu-1} f^{j-1}_i A \\
\Phi \downarrow & & \Phi \downarrow \\
v^j_k A & \leftarrow & \bigoplus_{i=1}^{\nu-1} v^{j-1}_i A
\end{array}
\]
and $\Phi, \tilde{\Phi}$ are isomorphisms. We may now rewrite (2.2) with $P^n = \bigoplus_{k=1}^{l^n} v_k^n A$ and $D^n = (\hat{h}_{i,r}^{n-1,n})$. Consequently, we have the following projective resolution of $\bar{A}$ which is isomorphic to (2.2).

$$\cdots \longrightarrow \bigoplus_{k=1}^{l^2} v_k^2 A \xrightarrow{(h_{i,k}^{j,1,2})} \bigoplus_{k=1}^{l^1} v_k^1 A \xrightarrow{(h_{i,k}^{0,1,1})} \bigoplus_{k=1}^{l^0} v_k^0 A \xrightarrow{(\pi_i)^n} \bar{A} \longrightarrow 0$$

The map $(\hat{h}_{i,k}^{j-1,j})$ can be pictured with the following diagram. Suppose $v_1$ and $v_2$ are two vertices of $Q$ and $s(f_r^j) = v_1$ and $t(f_r^j) = v_2$ for some $f_r^j$. Suppose also that $f_r^j = \sum_i f_i^{j-1} h_{i,r}^{j-1,j}$ where $t(f_i^{j-1}) = w_i$.

Note that $\leadsto$ denotes a uniform element in $KQ$, not necessarily a path. In this case the map $v_2 A \rightarrow \bigoplus w_i A$ would send $v_2$ to $\sum_{i=1}^{l_j-1} w_i h_{i,r}^{j-1,j}$.

**Remark 2.1.** We may recover $\{f_i^j\}$ by composing the maps $(h_{i,k}^{j,j+1})$. Inductively, we can see the composition $(h_{i,k}^{0,1})(h_{i,k}^{1,2})\cdots(h_{i,k}^{j-1,j})$, is an $l^0 \times l^j$ matrix with nonzero entries in the set $\{f_i^j\}_{i=1}^{l_j-1}$. More specifically, each column contains exactly one non-zero entry and each row $t$ contains only the $f_i^j$s which start at vertex $t$.

In the case where $j = 0$, $(h_{i,k}^{0,1})$ is the $l^0 \times l^1$ matrix with exactly 1 arrow in each column. Because the arrows are the $f_i^1$s, we see that the nonzero entries in the matrix are the $f_i^1$s. Each column has exactly one nonzero entry, and each row $t$ contains the $f_i^1$s which start at
vertex \( t \).

For the composition \((h_{i,k}^{0,1})(h_{i,k}^{j-1,j})\), the inductive step is as follows.

Consider the composition \( B = (h_{i,k}^{0,1})(h_{i,k}^{j-2,j-1})\), which is an \( l^0 \times l^{-1} \) matrix whose nonzero entries are in the set \( \{f_{i}^{j-1}, f_{j}^{i-1}, \ldots, f_{j}^{j-1}\} \) and each column has exactly one nonzero entry and each row \( j \) contains exactly the \( f_{j}^{i-1} \)s which start at vertex \( j \). Writing \( B = (x_{ij}) \) and \( H = (h_{i,k}^{j-1,j}) \), then

\[
BH = \begin{pmatrix}
  x_{11} & \cdots & x_{1l-1}
  \\
  \vdots & \ddots & \vdots
  \\
  x_{p1} & \cdots & x_{pl-1}
\end{pmatrix}
\begin{pmatrix}
  h_{1,1}^{j-1,j} & \cdots & h_{l,1}^{j-1,j}
  \\
  \vdots & \ddots & \vdots
  \\
  h_{l-1,1}^{j-1,j} & \cdots & h_{l-1,l-1}^{j-1,j}
\end{pmatrix}
\]

The \((s,k)\) entry of \( BH \) is \( \sum_{t} x_{s,t} h_{i,k}^{j-1,j} \) where \( x_{s,t} = f_{l}^{j-1} \) if \( f_{l}^{j-1} \) starts at vertex \( s \) and 0 otherwise. Now suppose for some index \( k \) \( f_{j}^{k} = \sum_{i} f_{i}^{j-1} h_{i,k}^{j-1,j} \) and suppose \( s(f_{j}^{i-1}) = m \).

Then for all \( i \) such that \( h_{i,k}^{n-1,n} \neq 0 \), we must have \( s(f_{j}^{i-1}) = m \). Then the \((m,k)\) entry of \( BH \), \( \sum_{t} x_{m,t} h_{i,k}^{j-1,j} = f_{j}^{k} \)

A consequence of this remark is that \((h_{i,k}^{0,1})(h_{i,k}^{1,2})\ldots(h_{i,k}^{j-1,j})(0,0,\ldots,v_{m},0,\ldots,0)^t \) is the \( l^0 \times 1 \) matrix with the only nonzero entry being \( f_{i}^{m} \).

Here is an example which illustrates all the notation discussed thus far:

**Example 2.2.** Let \( A \) be given by the quiver \( Q \):

```
1  \( \Rightarrow \) 3  \( \Rightarrow \) 5  \( \Rightarrow \) 6
\( e \downarrow \)  \( f \downarrow \)  \( g \downarrow \)
\( c  \)  \( d \)  \( b \)
```

```
2
```

Here is an example which illustrates all the notation discussed thus far:
bound by relations $I = \langle ab - cd, cd - ef, fg \rangle$. The $f^i_j$'s are as follows:

<table>
<thead>
<tr>
<th>$f^0_i$</th>
<th>$f^1_i$</th>
<th>$f^2_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a$</td>
<td>$ab - cd$</td>
</tr>
<tr>
<td>2</td>
<td>$b$</td>
<td>$cd - ef$</td>
</tr>
<tr>
<td>3</td>
<td>$c$</td>
<td>$fg$</td>
</tr>
<tr>
<td>4</td>
<td>$d$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$e$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$f$</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$g$</td>
<td></td>
</tr>
</tbody>
</table>

These are all the $f^i_j$'s because our algebra is of global dimension 2.

First, $f^0_i = v^0_i$ because $\{f^0_i\}$ are the vertices of $Q$. Also,

$$a = f^1_1 = f^0_1 a \Rightarrow h^1_{1,1} = a \text{ and } v_1^1 = 2$$

$$b = f^1_2 = f^0_2 b \Rightarrow h^1_{2,2} = b \text{ and } v_2^1 = 5$$

$$c = f^1_3 = f^0_1 c \Rightarrow h^1_{1,3} = c \text{ and } v_3^1 = 3$$

$$d = f^1_4 = f^0_3 d \Rightarrow h^1_{3,2} = d \text{ and } v_4^1 = 5$$

$$e = f^1_5 = f^0_1 e \Rightarrow h^1_{1,5} = e \text{ and } v_5^1 = 4$$

$$f = f^1_6 = f^0_4 f \Rightarrow h^1_{4,6} = f \text{ and } v_6^1 = 5$$

$$g = f^1_7 = f^0_5 g \Rightarrow h^1_{5,7} = g \text{ and } v_7^1 = 6$$

$$ab - cd = f^2_1 = f^1_1 b - f^1_3 c \Rightarrow h^1_{1,1} = b, \ h^1_{3,1} = -c \text{ and } v_1^2 = 5$$

$$cd - ef = f^2_2 = f^1_3 d - f^1_4 f \Rightarrow h^1_{3,2} = d, \ h^1_{5,2} = -f \text{ and } v_2^2 = 5$$

$$fg = f^2_3 = f^1_6 g \Rightarrow h^1_{6,3} = g \text{ and } v_3^2 = 6$$
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Using the notation found in [15], we could write a minimal projective resolution of $\bar{A}$ as follows

$$
0 \to \left( \begin{array}{c}
(ab - cd)A \\
\oplus (cd - ef)A \\
\oplus fgA
\end{array} \right) \to \left( \begin{array}{c}
aA \\
\oplus cA \\
\oplus eA \\
\oplus bA \\
\oplus dA \\
\oplus fA \\
\oplus gA
\end{array} \right) \to \left( \begin{array}{c}
v_1A \\
\oplus v_2A \\
\oplus v_3A \\
\oplus v_4A \\
\oplus v_5A \\
\oplus v_6A
\end{array} \right) \to \bar{A} \to 0
$$

Using our notation, we rewrite the resolution as

$$
0 \to \left( \begin{array}{c}
v_5A \\
\oplus v_5A \\
\oplus v_6A
\end{array} \right) \xrightarrow{D^2} \left( \begin{array}{c}
v_2A \\
\oplus v_3A \\
\oplus v_4A \\
\oplus v_5A \\
\oplus v_6A
\end{array} \right) \xrightarrow{D^1} \left( \begin{array}{c}
v_1A \\
\oplus v_2A \\
\oplus v_3A \\
\oplus v_4A \\
\oplus v_5A \\
\oplus v_6A
\end{array} \right) \xrightarrow{D^0} \bar{A} \to 0
$$

where

$$
D^1 = \begin{pmatrix}
\bar{a} & \bar{c} & \bar{e} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \bar{b} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \bar{d} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \bar{f} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \bar{g} \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
$$

and

$$
D^2 = \begin{pmatrix}
\bar{b} & 0 & 0 \\
-\bar{d} & \bar{d} & 0 \\
0 & -\bar{f} & 0 \\
0 & 0 & 0 \\
0 & 0 & \bar{g} \\
0 & 0 & 0
\end{pmatrix}
$$
The matrix $D^1 = (\tilde{h}_{i,k}^{0,1}) = (h_{i,k}^{0,1})$, is a matrix with exactly one nonzero entry in each column, and the nonzero entries in the $i^{th}$ row are the arrows which start at vertex $v_i^0$. Also,

$$
D^1 D^2 = \begin{pmatrix}
ab ab - cd & cd - ef & 0 \\
0 & 0 & 0 \\
0 & 0 & \tilde{f} g \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
$$

is the $6 \times 3$ matrix whose nonzero entries are the images of $f_i^2$ in $A$. Each column has exactly one nonzero entry, and each row $t$ contains the images of the $f_i^2$ that starts at vertex $t$. Also, $\mathcal{P}^2 = \bigoplus_{k=1}^{t^2} v_k^2 A = v_1^2 A \bigoplus v_2^2 A \bigoplus v_3^2 A = P_3 \bigoplus P_3 \bigoplus P_6$ where $P_i$ is the indecomposable projective module at vertex $i$. Note $P_3$ appears twice as a summand of $\mathcal{P}^2$ because there are exactly two $f_i^2$'s which terminate at vertex 2.

### 2.3 The Extensions of $\tilde{A}$

The minimal projective resolution constructed in the previous subsection gives information about the Ext-algebra, $E(A)$, of $A$.

Let us recall from [15] the structure of $E(A)$ using the $f_i^j$'s. As a graded algebra, $E(A) = \bigoplus_{m \geq 0} \text{Ext}_A^m(\tilde{A}, \tilde{A})$ with the usual addition, and multiplication given by the Yoneda product.

In order to understand how $E(A)$ looks, we start with our minimal projective resolution of $\tilde{A}$.

$$
\cdots \longrightarrow \bigoplus_{k=1}^{t^2} v_k^2 A \xrightarrow{\langle \tilde{h}_{i,k}^{1,2} \rangle} \bigoplus_{k=1}^{t^1} v_k^1 A \xrightarrow{\langle \tilde{h}_{i,k}^{0,1} \rangle} \bigoplus_{k=1}^{t^0} v_k^0 A \xrightarrow{\langle \pi_i \rangle} \tilde{A} \longrightarrow 0
$$
where \((\pi_i)_1^n\) is defined below. From 1.1, we have

\[
\text{Ext}_A^m(\bar{A}, \bar{A}) = \text{Hom}_A\left( \bigoplus_{k=1}^{l^m} v_k^m A, \bar{A} \right)
\]

\[
= \bigoplus_{k=1}^{l^m} \text{Hom}_A(v_k^m A, \bar{A})
\]

\[
= \bigoplus_{k=1}^{l^m} \text{Hom}_A(v_k^m A, S_k^m)
\]

where \(S_j^m\) is the simple module corresponding to vertex \(v_j^m\). Recall it is possible for \(S_j^m \cong S_i\) for some \(i\) as simple \(A\)-modules. Note that \(\text{Hom}_A(v_j^m A, S_j^m)\) is a one-dimensional vector space with basis element \(\pi_j^m\), where for each \(j\), \(\pi_j^m : v_j^m A \to \bar{A}\) is the map taking \(v_j^m\) to \((0, 0, ..., 1, ..., 0) \in K^{l^0}\), where 1 is in the entry corresponding to the top of \(v_j^m A\). So the set \(\{(\pi_1^m, 0, ..., 0), (0, \pi_2^m, 0, ..., 0), ..., (0, ..., 0, \pi_l^m)\}\) is an ordered basis of \(\text{Ext}_A^m(\bar{A}, \bar{A})\). For notational purposes, we have the following:

**Definition 2.3.** For each \(i, m\), define \((f_i^m)^* = (0, ..., 0, \pi_i^m, 0, ..., 0)\) to be the matrix with nonzero \(i^{th}\) entry \(\pi_i^m\).

With this notation, it follows that \(\{(f_i^m)^*\}\) is an ordered basis of \(\text{Ext}_A^m(\bar{A}, \bar{A})\). This means that any element \(\mu\) in \(\text{Ext}_A^m(\bar{A}, \bar{A})\) can be written as \(\mu = a_1(f_1^m)^* + a_2(f_2^m)^* + ... + a_l^m(f_l^m)^*\) for \(a_i \in K\). Let’s look at an example.

**Example 2.4.** Let \(A\) be as in example 2.2. For the vertex set \(\{1, 2, 3, 4, 5, 6\}\), denote the simple modules corresponding to the vertices by \(S_1, S_2, ..., S_6\) respectively, and maps \(\pi_1 : P_1 \to S_1, ..., \pi_6 : P_6 \to S_6\) their projective covers. Because \(\mathcal{P}^2 = \bigoplus_{i=1}^{l^2} v_i^2 A\), we see that \(\text{Ext}_A^2(\bar{A}, \bar{A}) = \text{Span}\{\pi_1^2, \pi_2^2, \pi_3^2\}\) where \(\pi_1^2 = \pi_5\), \(\pi_2^2 = \pi_5\), and \(\pi_3^2 = \pi_6\).
2.4 Multiplication of Elements in $E(A)$

Recall $\{f^i_l\}$ is the set of arrows in $Q$. For any path $p = f^i_1 ... f^i_k$ in $Q$, we would ultimately like to compute the product $\prod_{i=1}^t (f^i_k)^*$ in $E(A)$. Doing so would give us the multiplication structure of the subalgebra of $E(A)$ generated in degrees 0 and 1. However, to compute that product, we need the following definitions.

**Definition 2.5.** Suppose $f^i_l = \sum_{k=1}^m \lambda_k p_k$ is a uniform element of $KQ$ where each $\lambda_k$ is a nonzero field element. We define the support of $f^i_l$ to be the set $\{\lambda_k p_k \mid 1 \leq k \leq m\}$. For example, in 2.2, we can see that $\{cd, -ef\}$ is the support of $cd - ef$. We will denote the support of $f^i_l$ as $\text{supp}(f^i_l)$.

Since the $\{(f^i_l)^*\}_{i,j}$ form an ordered basis of $E(A)$, we want to express the product $(f^r_l)^*(f^1_t)^*$ as a linear combination of elements in $\{(f^i_l)^*\}$ and determine the multiplication constants. Because $f^j_{k+1} = \sum_{i=1}^l f^i_l h^{ij}_{i,k+1}$, we can express any $f^j_{k+1}$ as an element of $\bigoplus_{i=1}^l f^i_l KQ$.

**Lemma 2.6.** $(f^r_l)^*(f^1_t)^* \neq 0$ if and only if there exists some $f^j_{k+1}$ and a $1 \leq t \leq l^1$ such that a scalar multiple of $f^1_t$ is a nonzero term of $h^{ij}_{r,k+1}$.

**Proof.** Without loss of generality, assume $r = 1$ and $j \geq 2$. Thus we are computing $(f^1_l)^*(f^1_t)^*$. Also assume $t(f^i_l) = v^0_l$ and $s(f^i_l) = v^0_s$ for some $s$. We consider the follow-
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ing commutative diagram

\[
\begin{array}{ccccccccc}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\bigoplus_{k=1}^{v_{j+1}} v_k^{j+1} A & (h_{i,k}^{j+1}) \bigoplus_{k=1}^{v_j} v_k^j A & \vdots & (h_{i,k}^{j-1,j}) \bigoplus_{k=1}^{v_0} v_k^0 A & \longrightarrow & \bar{A} & \longrightarrow & 0 \\
\downarrow L^1 & & \downarrow L^0 & (f_1^t)^* & \downarrow (f_1^t)^* & \downarrow (f_1^t)^* \\
\bigoplus_{k=1}^{v_1} v_k^1 A & (h_{i,k}^{0,1}) \bigoplus_{k=1}^{v_0} v_k^0 A & \longrightarrow & \bar{A} & \longrightarrow & 0 \\
& & \downarrow (f_1^t)^* & \downarrow \bar{A} \\
& & & & & & & & \\
\end{array}
\]

where \((f_1^t)^* = (\pi_1^t \ 0 \ \ldots \ 0)\), \(f_1^t = (0 \ \ldots \ \pi_1^t \ \ldots \ 0)\) and \((h_{i,k}^{0,1})\) is a matrix such that the nonzero entries in the 1st row are the arrows starting at vertex \(v_1^0\).

\[
L^0 = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{pmatrix}
\]

Notice that

\[
L^0(h_{i,k}^{j+1}) = \begin{pmatrix}
h_{i,k}^{j+1} & h_{i,k}^{j+1} & \ldots & h_{i,k}^{j+1} \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{pmatrix}
\]

and let

\[
L^1 = \begin{pmatrix}
a_{1,1} & \ldots & a_{1,j+1} \\
a_{2,1} & \ldots & a_{2,j+1} \\
\vdots & \vdots & \vdots \\
a_{l,1} & \ldots & a_{l,1,j+1}
\end{pmatrix}
\]

where \(a_{i,j}\) is right multiplication by an element \(a_{i,j}\) in \(A\).

\((\Rightarrow)\) Assume \((f_1^t)^* (f_1^t)^* \neq 0\). Then \((f_1^t)^* (f_1^t)^* L^1 = (f_1^t)^* L^1 = (\pi_1^t a_{t,1} \ldots \pi_{t}^1 a_{t,j+1}) \neq 0\) implies there exists some index \(m\) and vertex \(v_{m}^{j+1}\) such that \(v_{m}^{j+1} = v_t^1\) as vertices and \(a_{t,m} : v_{m}^{j+1} A \rightarrow v_t^1 A\) is an isomorphism. Thus \(a_{t,m}\) is multiplication by an invertible element.
of $v_t^1 A v_t^1$. So we assume this element is of the form $\lambda v_t^1 + v_t^1 r v_t^1$ where $\lambda \in K^*$ and $r \in r$. Thus $f_t^1 a_{t,m} \neq 0$ because $f_t^1 \lambda v_t^1 \neq 0$.

Now consider $s(f_t^1) = a_s^0$ for some index $s$. Then $h_{s,1}^{0,1} = f_t^1$. The $(s, m)$ entry of the product $(\bar{h}_{t,k}^{0,1}) L^1$ is

$$\sum_{k=1}^{f_t} h_{s,k}^{0,1} a_{k,m} = h_{s,t}^{0,1} a_{t,m} + \sum_{k \neq t} h_{s,k}^{0,1} a_{k,m} = f_t^1 a_{t,m} + \sum_{k \neq t} h_{s,k}^{0,1} a_{k,m}. $$

Because $\{h_{t,k}^{0,1}\} = \{f_k^1\}$ is the set of arrows in $Q$, we know that if $k \neq t$, then $h_{s,k}^{0,1} \neq f_t^1$ (See Remark 2.1). Thus the $(s, m)$ entry of $(\bar{h}_{t,k}^{0,1}) L^1$ contains $f_t^1 a_{1,m}$ as a nonzero term. However, by the commutativity of (2.3), the $(s, m)$ entry of $L^0(\bar{h}_{t,k}^{j,j+1})$ must be nonzero. That is the case if and only if $s = 1$. Consequently, $f_t^1 = h_{1,1}^{0,1}$. Moreover, again by the commutativity of (2.3), $f_t^1 a_{1,m} + \sum_{k \neq t} h_{1,k}^{0,1} a_{k,m} = \bar{h}_{1,m}^{j,j+1}$, which proves the claim.

$(\Rightarrow)$. Suppose $\bar{h}_{1,m}^{j,j+1} = \lambda f_t^1 + \bar{q}$ for some element $q$ in $KQ$ and $\lambda \in K^*$. By diagram chasing, $\lambda f_t^1 + \bar{q} = f_t^1 a_{1,m} + \sum_{k \neq t} h_{1,k}^{0,1} a_{k,m}$. Note for all $k \neq t$, $h_{i,k}^{0,1} \neq f_t^1$, thus $\bar{h}_{i,k} a_{k,m} \neq \alpha f_t^1$ for any $\alpha \in K^*$. Thus multiplication by $\lambda f_t^1$ must be a term of $f_t^1 a_{t,m}$, which implies that $a_{t,m}$ is an isomorphism, and the claim holds.

Recall that for every $j, k$, $f_k^{j+1} = \sum f_i^j h_{r,k}^{j,j+1}$ where $\{f_i^j\}$ yield a minimal projective resolution of $\tilde{A}$.

**Definition 2.7.** Let $Z_{r,t}^{j,j+1} = \{f_k^{j+1} \mid$ a scalar multiple of $f_t^1$ is a nonzero term of $h_{r,k}^{j,j+1}\}$

**Proposition 2.8.** $(f_r^*)^* (f_t^1)^* = \sum_{f_k^{j+1} \in Z_{r,t}^{j,j+1}} \lambda_k (f_k^{j+1})^*$ where $\lambda_k \in K^*$.

**Proof.** Without loss of generality, we may suppose $r = 1$. We want to compute $(f_t^1)^* (f_t^1)^*$. Let $Z_{1,t}^{j,j+1} = \{f_{i_1}^{j+1}, f_{i_2}^{j+1}, \ldots, f_{i_m}^{j+1}\}$. Clearly, we may rearrange the ordering of the $f_t^{j+1}$s...
such that \( f_1^{j+1} = f_i^{j+1}, f_2^{j+1} = f_i^{j+1}, \ldots, f_m^{j+1} = f_i^{j+1} \). Consider the following commutative diagram

\[
\begin{array}{ccccccccc}
\ldots & \rightarrow & \bigoplus_{k=1}^{l^j+1} v_k^{j+1} A & \rightarrow & \bigoplus_{k=1}^{l^j} v_k^j \bar{A} & \rightarrow & \bigoplus_{k=1}^{l^j} v_k^j A & \rightarrow & \bar{A} & \rightarrow & 0 \\
& & l^j & \rightarrow & (f^j_1)^* & & \downarrow & & \downarrow \pi^1_t & & \\
\ldots & \rightarrow & \bigoplus_{k=1}^{l^j} v_k^j A & \rightarrow & \bigoplus_{k=1}^{l^j} v_k^j \bar{A} & \rightarrow & \bar{A} & \rightarrow & 0
\end{array}
\]

in which all maps are as in the proof of 2.6. Notice \( f_s^{j+1} \in Z_{1,t}^{j+1} \) if and only if \( 1 \leq s \leq m \) by construction. Moreover, \( f_s^{j+1} \in Z_{1,t}^{j+1} \) if and only if \( \lambda_k f^j_1 \) is a term in \( \tilde{h}_{1,s}^{j+1} \) for some \( \lambda_k \in K^* \). By applying proposition 2.8, we see that \( f_s^{j+1} \in Z_{1,t}^{j+1} \) if and only if \( a_{t,s} = \lambda_k v_t^1 + v_t^q q v_t^1 \) where \( q \in r \). Note

\[
\pi^1_t a_{t,s} = \pi^1_t (\lambda_k v_t^1 + v_t^q q v_t^1) = \lambda_k \pi^1_t
\]

So, by the Yoneda product,

\[
(f^j_1)^* (f^1_1)^* = \begin{pmatrix}
0 & 0 & \cdots & \pi^1_t & 0 & \cdots & 0
\end{pmatrix}
\begin{pmatrix}
a_{1,1} & \cdots & a_{1,l^2} \\
a_{2,1} & \cdots & a_{2,l^2} \\
\vdots & & \vdots \\
a_{l^1,1} & \cdots & a_{l^1,l^2}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\pi^1_t a_{t,1} & \pi^1_t a_{t,2} & \cdots & \pi^1_t a_{t,l^2}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\pi^1_t a_{t,1} & \pi^1_t a_{t,2} & \cdots & \pi^1_t a_{t,m} & 0 & \cdots & 0
\end{pmatrix}
\]

\[
= \sum_{f_k^{j+1} \in Z_{1,t}^{j+1}} \lambda_k (f_k^{j+1})^*
\]

which proves the proposition. \( \square \)
The following corollary restates proposition 2.8 using the matrix \((h^{j,j+1})\). Sometimes computations are easier this way.

**Corollary 2.9.** \((f^*_r)(f^*_t) = \sum \lambda_k(f^{j+1}_k)^*\) where \(\lambda_k \in K^*\) and the sum is taken over all \(k\) such that the \((r,k)\) entry of \((h^{j,j+1})\) contains \(\lambda_k f^*_t\) as a nonzero term.

We briefly explore the case when \(j = 1\). Recall for any \(k\) we may write \(f^{2}_k = \sum_{i=1}^{n} f^1_i h^{1,2}_{i,k}\) where \(\{f^1_i\} = Q_1\). Consequently, for any index \(r\), if \(f^1_r h^{1,2}_{r,k} \neq 0\), then \(f^1_r h^{1,2}_{r,k}\) is a nonzero summand of \(f^2_k\). But

\[
Z^{1,2}_{r,t} = \{f^2_k \mid h^{1,2}_{r,k} \text{ contains a scalar multiple of } f^1_t \text{ as a nonzero term} \}
\]

and so we have the following corollary:

**Corollary 2.10.** \(f^2_k \in Z^{1,2}_{r,t}\) if and only if \(\lambda f^1_r f^1_t\) is a nonzero term of \(f^2_k\).

**Example 2.11.** Let us work with an example from [15]. Let \(A = KQ/I\) where \(Q\) is the following quiver:

\[
\begin{array}{c}
1 \rightarrow a \\
\downarrow \quad b \\
2 \rightarrow c \quad d \\
\downarrow \quad f \\
3 \rightarrow e \\
\downarrow \quad g \\
4
\end{array}
\]

and \(I = \langle ab + ac + ad, be + df, be + ce, de + df, eg, ga \rangle\). We now compute the following:

\[
\begin{array}{c|c|c|c|c|c|c}
& f^1_1 & f^2_1 & f^3_1 & f^4_1 & f^5_1 \\
\hline
f^1_0 & 1 \\
f^2_0 & 2 \\
f^3_0 & 3 \\
f^4_0 & 4 \\
\hline
f^1_1 & a & ab + ac + ad & ceg + deg & f^3_1 & f^3_1 a \\
f^2_1 & b & be + df & (be + ce)g & f^3_2 & f^3_2 a \\
f^3_1 & c & be + ce & ega & f^3_3 & f^3_3 (b + c + d) \\
f^4_1 & d & de + df & ga (b + c + d) & f^3_4 & f^3_4 (b + c + d) \\
\hline
f^1_2 & e & f^2_2 & e & f^2_3 & g \\
f^2_2 & f^2_2 & ga & f^2_4 & f^2_4 (b + c + d) \\
f^3_2 & e & e & f^2_5 & f^2_5 (b + c + d) \\
f^4_2 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
\hline
f^1_3 & f & f^2_3 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^2_3 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^3_3 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^4_3 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
\hline
f^1_4 & f & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^2_4 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^3_4 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^4_4 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
\hline
f^1_5 & g & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^2_5 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^3_5 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^4_5 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
\hline
f^1_6 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^2_6 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^3_6 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^4_6 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
\hline
f^1_7 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^2_7 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^3_7 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^4_7 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
\hline
f^1_8 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^2_8 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^3_8 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
f^4_8 & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} & \text{Not applicable} \\
\hline
\end{array}
\]
We can construct the following minimal projective resolution of $\tilde{A}$

$$0 \to \left( \begin{array}{c} v_3 A \\ \oplus v_3 A \end{array} \right) \overset{D^5}{\to} \left( \begin{array}{c} v_2 A \\ \oplus v_3 A \end{array} \right) \overset{D^4}{\to} \left( \begin{array}{c} v_1 A \\ \oplus v_2 A \\ \oplus v_3 A \end{array} \right) \overset{D^3}{\to} \left( \begin{array}{c} v_2 A \\ \oplus v_3 A \\ \oplus v_4 A \\ \oplus v_1 A \\ \oplus v_2 A \end{array} \right) \overset{D^2}{\to} \left( \begin{array}{c} v_1 A \\ \oplus v_2 A \\ \oplus v_3 A \\ \oplus v_4 A \\ \oplus v_1 A \end{array} \right) \overset{D^1}{\to} \left( \begin{array}{c} v_1 A \\ \oplus v_2 A \\ \oplus v_3 A \\ \oplus v_4 A \end{array} \right) \overset{D^0}{\to} \tilde{A} \to 0$$

where

$$D^1 = \begin{pmatrix} \bar{a} & 0 & 0 & 0 & 0 & 0 \\ 0 & \bar{b} & \bar{c} & \bar{d} & 0 & 0 \\ 0 & 0 & 0 & \bar{e} & \bar{f} & 0 \\ 0 & 0 & 0 & 0 & 0 & \bar{g} \end{pmatrix}$$

and

$$D^2 = \begin{pmatrix} b + c + d & 0 & 0 & 0 & 0 \\ 0 & \bar{e} & \bar{e} & 0 & 0 \\ 0 & 0 & e & 0 & 0 \\ 0 & 0 & 0 & \bar{e} + \bar{f} & 0 & 0 \\ 0 & 0 & 0 & 0 & \bar{g} \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$

$$D^3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ -\bar{g} & 0 & 0 & 0 \\ \bar{g} & \bar{g} & 0 & 0 \\ \bar{g} & 0 & 0 & 0 \\ 0 & 0 & \bar{a} & 0 \\ 0 & 0 & 0 & \bar{b} + \bar{c} + \bar{d} \end{pmatrix}$$

$$D^4 = \begin{pmatrix} \bar{a} & 0 & 0 \\ 0 & \bar{a} & 0 \\ 0 & 0 & \bar{b} + \bar{c} + \bar{d} \\ 0 & 0 & 0 \end{pmatrix}$$

$$D^5 = \begin{pmatrix} b + c + d & 0 \\ 0 & \bar{b} + \bar{c} + \bar{d} \\ 0 & 0 \end{pmatrix}$$
Here are some example computations:

1. \((f_1^3)^*(f_1^1)^*\): Note \(Z_{1,1}^{3,4} = \{f_k^4 \mid \text{for some } \lambda_k \in K^*, \lambda_k f_1^1 \text{ is a nonzero term in } h_{1,k}^{3,4}\}. By inspection of \(D^4\), we see the \((1, k)\) entry is \(h_{1,k}^{3,4}\). Thus \(Z_{1,1}^{3,4} = \{f_1^4\}. We compute 
\[(f_1^3)^*(f_1^1)^* = (f_1^4)^*\.

2. \((f_3^2)^*(f_7^1)^*\):

Note \(Z_{3,7}^{2,3} = \{f_k^3 \mid \text{for some } \lambda_k \in K^*, \lambda_k f_7^1 \text{ is a nonzero term in } h_{3,k}^{2,3}\}. By inspection of \(D^3\), we see the \((3, k)\) entry is \(h_{3,k}^{2,3}\). Thus \(Z_{3,7}^{2,3} = \{f_3^3, f_3^7\}. We compute 
\[(f_3^2)^*(f_7^1)^* = (f_3^1)^* + (f_3^2)^*\.

3. \((f_2^1)^*(f_5^1)^*(f_7^1)^*\): First we compute \((f_2^1)^*(f_5^1)^*\). By 2.10 we see \((f_2^1)^*(f_5^1)^* = (f_2^1)^* + (f_3^2)^*\). Thus 
\[(f_2^1)^*(f_5^1)^*(f_7^1)^* = ((f_2^2)^* + (f_3^2)^*)(f_7^1)^* = (f_2^2)^*(f_7^1)^* + (f_3^2)^*(f_7^1)^*\]

Note \(Z_{2,7}^{2,3} = \{f_k^3 \mid \text{for some } \lambda_k \in K^*, \lambda_k f_7^1 \text{ is a term in } h_{2,k}^{2,3}\}. By inspection of \(D^3\), we see the \((2, k)\) entry is \(h_{2,k}^{2,3}\). Thus \(Z_{2,7}^{2,3} = \{f_3^3\}. We compute \((f_3^2)^*(f_7^1)^* = -(f_1^3)^*. Note \( (f_3^2)^*(f_7^1)^* = (f_3^1)^* + (f_3^2)^*\) by the previous example. Thus 
\[(f_2^1)^*(f_5^1)^*(f_7^1)^* = ((f_2^2)^* + (f_3^2)^*)(f_7^1)^* = (f_2^2)^*(f_7^1)^* + (f_3^2)^*(f_7^1)^* = -(f_1^3)^* + (f_3^2)^* + (f_2^3)^* = (f_2^3)^*\)

We now present two lemmas.
Lemma 2.12. Let $p$ be a path in $Q$ and $\lambda \in K^*$. If $\lambda p$ is in the support of some $f^j_i$ with $j \geq 0$, then $l(p) \geq j$.

Proof. Proceed by induction on $j$. For $j = 0, 1$ the result is clear. Let $f^j_i = \sum_{k=1}^{j-2} f^j_k h^{j-2,j}_{k,i}$ where $h^{j-2,j}_{k,i} \in I$ and assume $p \in \text{supp}(f^j_i)$. Then $p = qr$ where $q \in \text{supp}(f^{j-2}_k)$ for some $k$, and $r \in I$. By the inductive hypothesis, $l(q) \geq j - 2$. Because $I$ is admissible, we have $l(r) \geq 2$. The result follows. \hfill \Box

Definition 2.13. Let $p = f^1_{k_1} \cdots f^1_{k_m}$ be a path in $Q$. Define

$$V_p = \{ f^m_k | \lambda p \in \text{supp}(f^m_k) \text{ for some } \lambda \in K^* \}$$

Lemma 2.14. For every path $p = f^1_{k_1} \cdots f^1_{k_m}$ in $Q$, we have

$$\prod_{i=1}^{m} (f^1_{k_i})^* = \sum_{f^m_k \in V_p} \lambda^m_k (f^m_k)^*$$

for $\lambda^m_k \in K$ such that $\lambda^m_k p \in \text{supp}(f^m_k)$.

Observe that $\{(f^m_k)^*\}$ form a basis of $E(A)$ so such a unique representation always exists. However, 2.14 determines the multiplication constants $\lambda^m_k$. In particular, if $\lambda^m_k p \not\in \text{supp}(f^m_k)$, by the definition, we know that $\lambda^m_k = 0$. This will simplify some computations found later in the chapter.

Proof. Proceed by induction on $m$. For $m = 2$, the claim holds by 2.10. So assume the claim
holds for all the paths of length less than \( m \) and consider \( p = \prod_{i=1}^{m} f_{k_i}^1 \). Let \( q = \prod_{i=1}^{m-1} f_{k_i}^1 \), then

\[
\prod_{i=1}^{m} (f_{k_i}^1)^* = \left( \prod_{i=1}^{m-1} (f_{k_i}^1)^* \right) (f_{k_m}^1)^*
\]

\[
= \sum_{f_{i}^{m-1} \in V_q} \lambda_i^{m-1} (f_{i}^{m-1})^* (f_{k_m}^1)^*
\]

\[
= \sum_{f_{i}^{m-1} \in V_q} \sum_{f_{k}^m \in \mathbb{Z}_{m-1,m}^{i}} \lambda_{ik} (f_{k}^m)^*
\]

where \( \lambda_{ik} \) is the constant such that \( \lambda_{ik} f_{k_m}^1 \in \text{supp}(h_{i,k,m}^{m-1,m}) \). However, for all \( i \) in the sum, \( f_{i}^{m-1} \) contains \( \lambda_{i,k} f_{k_m}^1 \) in its support. Thus we may rewrite the sum in the form

\[
\sum_{k=1}^{m} \beta_k (f_{k}^m)^* \text{ where } \beta_k = 0 \text{ if either the following 2 conditions hold:}
\]

1. \( f_{i}^{m} = \sum_{i} f_{i}^{m-1} h_{i,t}^{m-1,m} \) and there does not exist an index \( j \) and nonzero constant \( \lambda \) such that \( \lambda f_{k_1}^1 ... f_{k_m}^1 \) is a term in \( (f_{j}^{m-1} h_{j,k,m}^{m-1,m}) \). This is because in order for \( f_{k}^m \) to be included in the above sum, we require that in the decomposition \( f_{k}^m = \sum_{i} f_{i}^{m-1} h_{i,k,m}^{m-1,m} \) there exists and index \( j \) such that \( \lambda_{i,k} f_{k_m}^1 \) is a term of \( h_{j,k,m}^{m-1,m} \) and \( \lambda_{j} f_{k_1}^1 ... f_{k_m}^1 \) is in the support of \( f_{i}^{m-1} \). Thus if there does not exist such a \( j \) and nonzero constant \( \lambda \) such that \( \lambda f_{k_1}^1 ... f_{k_m}^1 \) is a term in \( (f_{j}^{m-1} h_{j,k,m}^{m-1,m}) \), then \( f_{k}^m \) does not appear in the above sum.

2. \( \sum_{i} \lambda_{i}^{m-1} \lambda_{ik} = 0 \).

Otherwise, \( \beta_k = \sum_{S} \lambda_{i}^{m-1} \lambda_{i,k} \) where \( S = \{ i \mid f_{i}^{m-1} \in V_q \text{ and } \lambda_{ik} \in \text{supp}(h_{i,k,m}^{m-1,m}) \} \). We claim
that $\beta_k$ is chosen so that $\beta_k f_{k_1}^1 \ldots f_{k_m}^1 \in \text{supp}(f_k^m)$. Note

$$f_k^m = \sum_{i=1}^{m-1} f_i^{m-1} h_{i,t}^{m-1,m}$$

$$= \sum_{f_i^{m-1} \in V_q} f_i^{m-1} h_{i,t}^{m-1,m} + \sum_{f_i^{m-1} \notin V_q} f_i^{m-1} h_{i,t}^{m-1,m}$$

$$= \sum_{S_1} f_i^{m-1} h_{i,t}^{m-1,m} + \sum_{S_2} f_i^{m-1} h_{i,k}^{m-1,m} + \sum_{f_i^{m-1} \notin V_q} f_i^{m-1} h_{i,t}^{m-1,m}$$

where

$$S_1 = \{ i \mid f_i^{m-1} \in V_q \text{ and } \lambda_{i,k} f_{k_m}^1 \in \text{supp}(h_{i,k}^{m-1,m}) \}$$

and

$$S_2 = \{ i \mid f_i^{m-1} \in V_q \text{ and } \lambda_{i,k} f_{k_m}^1 \notin \text{supp}(h_{i,k}^{m-1,m}) \}$$

If $\gamma_i$ is a nonzero constant such that $\gamma_i f_{k_1}^1 \ldots f_{k_m}^1 \in \text{supp}(f_i^{m-1} h_{i,t}^{m-1,m})$, then $i \in S_1$ and $\gamma_i = \lambda_i^{m-1} \lambda_{i,k}$. Moreover, every nonzero term of the sum $\sum_{i \in S_1} \gamma_i f_{k_1}^1 \ldots f_{k_m}^1$ is an element of $\text{supp}(f_k^m)$. Thus

$$\beta_k f_{k_1}^1 \ldots f_{k_m}^1 \in \text{supp}(f_k^1) \quad \square$$

It is important to note that if $\lambda_k^m \not\in \text{supp}(f_k^m)$ for any $k$, then $\prod_{i=1}^{m} (f_{k_i}^1)^* = 0$

2.5 The Shriek Algebra

The shriek algebra $A'$ is the subalgebra of $E(A)$ generated by $E(A)_0$ and $E(A)_1$. It is well known how to compute $A'$ in the case where $A$ is quadratic.

**Theorem 2.15.** ([20],[17], [19]) Given a quadratic algebra $A = KQ/I$, $A^1 = A^\perp$. 
In this section we show how to compute $A^!$ for any finite dimensional $K$-algebra $A$ using $\{f_i^{j}\}$.

Let $Q^*$ denote the quiver of $A^!$. $Q_0^* = \{(f_0^i)^*\}_{i=1}^n$, and $Q_1^* = \{(f_1^i)^*\}_{i=1}^n$ where $(f_0^i)^* \xrightarrow{(f_1^j)^*} (f_j^0)^*$ if and only if $f_0^i \xrightarrow{f_j^1} f_0^j$. Because $\{(f_0^i)^*\}$ is in 1-1 correspondence with the vertices of $Q$ and $\{(f_1^i)^*\}$ is in 1-1 correspondence with the arrows of $Q$, we see that $Q \cong Q^*$ as quivers.

**Definition 2.16.** $Z_i^j := \text{supp}(f_i^{j}) \cap V^j$ where $V^j$ is the subspace of $KQ$ generated by the paths of length $j$. Then define $\text{supp}_j(f_i^{j}) := \sum_z z$ where $z \in Z_i^j$.

Notice that $\text{supp}_j(f_i^{j}) = 0$ if and only if $f_i^{j}$ has no homogeneous terms of degree $-j$. We may think of $\text{supp}_j(f_i^{j})$ as the “part” of $f_i^{j}$ which is homogenous of degree $-j$.

We may generalize the definition of the bilinear form to the spaces $V^j$ when $j \geq 2$. For $j \geq 2$, let $\{p_1^j, p_2^j, ..., p_n^j\}$ be the set of all paths of length $j$.

**Definition 2.17.** Let $p$ and $q$ be paths of length $j$. Define

$$\langle p, q \rangle_j = \begin{cases} 0 & p \neq q \\ 1 & p = q \end{cases}$$

and extend by linearity to define a bilinear form $\langle \ , \ \rangle_j : V^j \times V^j \rightarrow K$.

Because $Q \cong Q^*$ as quivers, we may define the subspaces $V^*_j \subset KQ^*$ to be the subspace spanned by the set $\{p_i^{j*}\}$. We may now define a family of subspaces of $KQ$.

**Definition 2.18.** Let $I^!_{-j}$ be the subspace of $KQ$ spanned by the set

$$\{x^* \in V^*_j \mid \langle x, \text{supp}_j(f_i^{j}) \rangle_j = 0 \}$$
and define $I' = \left( \bigoplus_{j \geq 0} I'_{-j} \right)$ to be a graded ideal of $KQ^*$.

**Theorem 2.19.** Let $A = KQ/I$ where $Q$ is a finite quiver. Fix the family $\{f^j_i\}$. Then $A' \cong KQ^*/I'$.

**Proof.** Let $x^*$ be a homogeneous element in $KQ^*$ of degree $-j$ and $\bar{x}^*$ its image in $A'$. Because $Q^* \cong Q$ as quivers, we let $x$ be the corresponding homogenous element in $KQ$ of degree $-j$. We claim $\bar{x}^* = 0 \iff x^* \in I'_{-j}$. First, we look at the case where $x^*$ is a path in $KQ^*$. We may write $x^* = \alpha \prod_{t=1}^{j} (f^1_{k_t})^*$ with $\alpha \in K^*$, and apply 2.14 to see

$$\bar{x}^* = 0 \iff \prod_{t=1}^{j} (f^1_{k_t})^* = 0$$

$$\iff \beta \prod_{t=1}^{j} (f^1_{k_t}) \notin \text{supp}(f^j_k) \ \forall \text{ indices } k, \text{ and } \beta \in K^*$$

$$\iff \langle x, \text{supp}(f^j_k) \rangle_j = 0 \ \forall k$$

$$\iff x^* \in I'_{-j}$$

Second, we consider the case where $x^* = \sum_{i=1}^{m} \alpha_i z^*_i$ for $\alpha_i \in K^*$, $z^*_i = \prod_{t=1}^{j} (f^1_{i,k_t})^*$ is a path of length $j$ in $Q^*$, and $f^1_{i,k_t} \in \{f^1_i\}$. Then $x = \sum_{i=1}^{m} \alpha_i z_i$ where for $\alpha_i \in K^*$, $z_i = \prod_{t=1}^{j} (f^1_{i,k_t})$. Note $\bar{x}^* = \sum \alpha_i \bar{z}^*_i$ so we may assume $\alpha \bar{z}^*_i \neq 0$ for all $i$. Apply 2.14 to $\bar{z}^*_i$ and we see

$$\bar{z}^*_i = \prod_{t=1}^{j} (f^1_{i,k_t})^*$$

$$= \sum_{f^1_{i,k_t} \in V_{z_i}} \lambda^j_{ik}(f^j_k)^*$$
where \( \lambda_{ik}^j \) is the scalar such that \( \lambda_{ik}^j z_i \in \text{supp}(f^j_k) \). Thus

\[
\tilde{x}^* = \sum_{i=1}^{m} \alpha_i \tilde{z}_i^*
\]

\[
= \sum_{i=1}^{m} \alpha_i (\sum_{f^j_k \in V_i} \lambda_{ik}^j (f^j_k)^*)
\]

\[
= \sum_{i=1}^{m} \sum_{f^j_k \in V_i} \alpha_i \lambda_{ik}^j (f^j_k)^*
\]

\[
= \sum_{f^j_k \in V_i} \left( \sum_{i=1}^{m} \alpha_i \lambda_{ik}^j \right) (f^j_k)^*
\]

Because the \( \{f^j_i\} \) yield a minimal projective resolution of \( \tilde{A} \), we know \( \{(f^j_i)^*, ..., (f^j_l)^*\} \) form a basis of \( \text{Ext}^j_A(\tilde{A}, \tilde{A}) \), so they must be linearly independent. Consequently,

\[
\tilde{x}^* = 0 \iff \sum_{\{i \mid f^j_k \in V_i\}} \alpha_i \lambda_{ik}^j = 0
\]

for all \( i \). Now for each \( f^j_k \) we have

\[
\langle x, \text{supp}_j(f^j_k) \rangle_j = \langle \sum_{i=1}^{m} \alpha_i z_i, \text{supp}_j(f^j_k) \rangle_j
\]

\[
= \sum_{i=1}^{m} \langle \alpha_i z_i, \text{supp}_j(f^j_k) \rangle_j
\]

\[
= \sum_{\{i \mid f^j_k \in V_i\}} \langle \alpha_i z_i, \text{supp}_j(f^j_k) \rangle_j
\]

\[
= \sum_{\{i \mid f^j_k \in V_i\}} \alpha_i \lambda_{ik}^j
\]

Thus \( \langle x, \text{supp}_j(f^j_k) \rangle = 0 \) if and only if \( \sum_{\{i \mid f^j_k \in V_i\}} \alpha_i \lambda_{ik}^j = 0 \) for all \( i \). By the remark above,

\[
\langle x, \text{supp}_j(f^j_k) \rangle_j = 0 \iff \tilde{x}^* = 0.
\]
Example 2.20. Let $A = K\mathcal{Q}/I$ and let $\mathcal{Q}$ be the quiver

$$
\begin{array}{c}
1 & \overset{a}{\rightarrow} & 2 \\
& \swarrow & \nearrow \\
& d & e \\
& \nwarrow & \searrow \\
4 & \overset{i}{\rightarrow} & 5 \\
& \overset{j}{\rightarrow} & \overset{f}{\rightarrow} \\
& \swarrow & \nearrow \\
& b & c \\
3 & \overset{k}{\rightarrow} & 7 \\
& \swarrow & \nearrow \\
& e & f \\
6 & \overset{l}{\rightarrow} & 7 \\
& \swarrow & \nearrow \\
& g & h \\
\end{array}
$$

and $I = \langle ad, bc - de, cf, efg \rangle$. If we compute the $f_i^j$s we get

<table>
<thead>
<tr>
<th>$f_1^0$</th>
<th>$f_1^1$</th>
<th>$f_1^2$</th>
<th>$f_1^3$</th>
<th>$f_1^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a$</td>
<td>$ad$</td>
<td>$abcdef$</td>
<td>$adefg$</td>
</tr>
<tr>
<td>2</td>
<td>$b$</td>
<td>$bc - de$</td>
<td>$bcfg - defg$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$c$</td>
<td>$cf$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$d$</td>
<td>$efg$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$e$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$f$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$g$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To compute $A^i$ using (2.19), we first find $I_2$, $I_3$, and $I_4$. To find $I_2$, note

$\text{supp}_2(ad) = ad$

$\text{supp}_2(bc - de) = bc - de$

$\text{supp}_2(cf) = cf$

and

$\text{supp}_2(efg) = 0$
Then for $x = \alpha_1 ab + \alpha_2 ad + \alpha_3 bc + \alpha_4 de + \alpha_5 ef + \alpha_6 fg$ where $\alpha_i \in K$,

$$I_2 = \{ x \in V^2 \mid \langle x, \text{supp}_2(f^2_i) \rangle_2 = 0 \}$$

$$= \{ x \mid \langle x, ad \rangle_2 = 0 \text{ and } \langle x, bc - de \rangle_2 = 0 \text{ and } \langle x, cf \rangle_2 = 0 \}$$

$$= \{ x \mid \alpha_2 = 0, \alpha_3 = \alpha_4, \text{ and } \alpha_5 = 0 \}$$

$$= \{ x = \alpha_1 ab + \alpha_3 (bc + de) + \alpha_4 de + \alpha_6 ef + \alpha_7 fg \mid \alpha_i \in K^* \}$$

$$= \langle ab, bc + de, ef, fg \rangle$$

To find $I_3$, note supp$_3(f^3_i) = 0$ for all $i$. Thus

$$I_3 = \langle x \in V^3 \mid \langle x, 0 \rangle_3 = 0 \rangle = V^3$$

Similarly,

$$I_4 = V^4$$

However, note $V^3^*$, and consequently $V^4^*$ are annihilated by the ideal $\langle a^*b^*, b^*c^* + d^*e^*, e^*f^*, f^*g^* \rangle$ in $KQ$. In other words, $V^3^* \subset I^*_2$. Thus $A^i = KQ^*/I^*_2$.

### 2.5.1 The Graded Case

Let $Q$ be a finite quiver and $A = KQ/I$. Recall $KQ$ is a graded algebra if we assign to all arrows degree 1. Let $I$ be a 2-sided ideal in $KQ$ generated by a set of homogeneous elements.

**Lemma 2.21.** If $f^2_i$ is a homogeneous element for $i = 1, \ldots, l^2$, then $f^{n}_i$ can be chosen to be a homogeneous element for all $i, n$.

**Proof.** Proceed by induction on $n$. The case where $n = 2$ is assumed, so inductively assume $f^j_i$
is homogeneous for all $i$ and for all $j \leq n$. Then consider $\bigoplus f_i^{n+1}KQ = \bigoplus f_i^nKQ \cap \bigoplus f_i^{n-1}I$.

Notice both $I$ and $KQ$ are graded. Also, by the induction hypothesis, for all $i, j$, $f_i^n$ and $f_j^{n-1}$ are homogeneous elements. Thus both ideals $f_i^nKQ$ and $f_j^{n-1}I$ are generated by homogeneous elements. Consequently, $f_i^nKQ \cap f_j^{n-1}I$ can be generated by homogeneous elements $\{f_i^{n+1}\}$. By construction, $f_i^{n+1} = f_k^{n+1}$ for some $k$, thus $f_i^{n+1}$ must be homogeneous. 

In the above proof, we did not need the fact that $\{f_i^n\}$ yields a minimal projective resolution of $\bar{A}$.

Recall how the set $\{f_i^n\}$ was formed. First a set $\{f_i^n\}$ was constructed so that $\bigoplus f_i^nKQ = \bigoplus f_i^{n-1}KQ \cap \bigoplus f_i^{n-2}I$. Then a subset of $\{f_i^n\}$ was discarded so that the remaining elements, $\{f_i^n\}$, are such that no proper linear combination of them is in the set $\bigoplus f_i^{n-1}I + \bigoplus f_i^nJ$.

**Lemma 2.22.** If $f_i^n$ is homogeneous of degree $n$, then $f_i^n$ cannot be discarded in the construction of $\{f_i^n\}$.

**Proof.** Suppose that $x \in KQ$ and $x$ is homogeneous of degree $n$. If $x \in \bigoplus f_i^{n-1}I + \bigoplus f_i^nJ$ then any term in $x$ has length at least $n + 1$, which contradicts our choice of $x$. If we choose $x = f_i^n$, then $x$ is not removed in the construction of $\{f_i^n\}$. 

**Remark 2.23.** Let $f_i^{j+1} = \sum_{i=1}^{j} f_i^j h_{i,j}^{j+1}$. For all $j, i, k$, $h_{i,j}^{j+1}$ has terms of length at least 1.

These next two remarks are quite technical, but provide insight into $\text{supp}_j(f_i^j)$ for any indices $i, j$.

**Remark 2.24.** $I = \bigoplus f_i^1KQ \cap \bigoplus f_i^0I = \bigoplus f_i^{2'}KQ$. We will show that $I = \langle f_i^{2'} \rangle$: If $f_i^{2'}$ is discarded in the construction of the set $\{f_i^{2'}\}$, we must have

$$f_i^{2'} + \sum_{i \in T_1} \lambda_i f_i^{2'} = \sum_{j \in T_2} f_j^{2'} r_j + \sum_{k \in T_3} f_k^1 s_k$$
where $T_1$ is an indexing set where $t \not\in T_1$ and $\lambda_i \in K^*$. $T_2, T_3$ are also indexing sets, $r_i \in J$, and $s_i \in I$. Because $A$ is graded, we may assume $f^r_i$ is homogeneous for all $r$, thus can assume $l(f^r_i) = l(f^r_j) = l(f^1_k) = l(f^2_k)$ for all $i, j, k$ in the above equation (Recall that if $y$ is a homogeneous element of $KQ$, we denote by $l(y)$ the length of any term in $y$). Solving for $f^r_i$ we have

$$f^r_i = -\sum_{i \in T_1} \lambda_i f^r_i + \sum_{j \in T_2} f^r_j r_j + \sum_{k \in T_3} f^1_k.$$ 

Recall $l(r_j) \geq 1$, so we must have $l(f^r_i) < l(f^r_j)$, which implies $t \not\in T_2$. Also, $s_k \in I$ implies that $s_k \in \bigoplus f^2_i KQ$. However, because $l(f^1_k) = l(f^2_i), s_k \in \bigoplus_{i \neq t} f^2_i KQ$. We now have that $f^r_i \in \bigoplus f^2_i KQ$ which implies $I = \langle f^r_i \rangle_{i \neq t}$. If we repeat this process for all $t$ such that $f^r_i$ is discarded, we can, without loss of generality, say $I = \langle f^1_i, f^2_i, ..., f^l_i \rangle$ where for $1 \leq i \leq m, l(f^3_i) = 2$ and for $m + 1 \leq i \leq l^2, l(f^3_i) > 2$. Notice in this case, either $\text{supp}_2(f^3_i) = f^3_i$ or $\text{supp}_j(f^3_i) = 0$.

**Remark 2.25.** Using (2.21), we see for every $j$, either $\text{supp}_j(f^1_i) = f^1_i$ or $\text{supp}_j(f^1_i) = 0$. We now use (2.22) to see that for every $j$, there is an index $1 \leq m_j \leq l^j$ such that $\{f^j_{i_1}, ..., f^j_{m_j}\}$ consists of all the elements of length $j$. That particular set $\{(f^1_i)^*, ..., (f^j_{m_j})^*\}$ forms a basis of $\text{Ext}^i_A(\bar{A}, \bar{A})_{-j}$.

For the next lemma we introduce a new definition which will simplify notation.

**Definition 2.26.** Let $p$ be a path of length $j$ where $p = \prod_{t=1}^j (f^1_{k_t})$ for a sequence of arrows $(f^1_{k_t})$. Define $p^* = \prod_{t=1}^j (f^1_{k_t})^*$

In the graded case, the following lemma was essentially proved in [20], and [17], and can be found completely in [19]. The proof recognizes that $\text{Ext}^i_A(\bar{A}, \bar{A})$ is the $i^{th}$ cohomology of
the cobar complex of $\bar{A}$. Here, we provide an alternate proof using explicit computations of $\{f_i^j\}$ and basic linear algebra. We also generalize the result to all finite dimensional $K$-algebras.

**Lemma 2.27.** Let $A = \mathbb{K}Q/I$ be a finite dimensional $K$-algebra. Then $(\text{Ext}^1_A(\bar{A}, \bar{A}))^j$ is the subspace of $\text{Ext}^1_A(\bar{A}, \bar{A})$ spanned by the set $\{(f_i^j)^* \mid \text{supp}_j(f_i^j) \neq 0\}$. If $A$ is a graded algebra, then $\bigoplus_{j \geq 0} (\text{Ext}^1_A(\bar{A}, \bar{A}))^j = \bigoplus_{j \geq 0} \text{Ext}^1_A(\bar{A}, \bar{A})_{-j}$.

**Proof.** Let $j \geq 0$. We will use the following fact from linear algebra: If $V$ and $W$ are vector spaces where $V \subseteq W$, $W$ is $m$-dimensional, and $V$ contains $m$ linearly independent elements, then $V = W$. For us, we let $W = \text{Span}((f_i^j)^* \mid \text{supp}_j(f_i^j) \neq 0)$ which, without loss of generality, we may assume has basis $\{(f_1^j)^*, \ldots, (f_m^j)^*\}$ for some $1 \leq m \leq l^j$. Also, we let $V = (\text{Ext}^1_A(\bar{A}, \bar{A}))^j$. We will show that $V$ contains $m$ linearly independent elements.

If $\{p_1, p_2, \ldots, p_n\}$ is the set of all paths in $Q$ of length $j$, then $\{p_1^*, p_2^*, \ldots, p_n^*\}$ is a spanning set of $V$. By (2.14), we can write $p_k^* = \sum_{i=1}^{m} \lambda_{k,i}(f_i^j)^*$ where $\lambda_{k,i}p_k \in \text{supp}(f_i^j)$ and $\lambda_{k,i} \in K$. For $\lambda_{k,i} \neq 0$, we must have $\lambda_{k,i}p_k \in \text{supp}(f_i^j)$, which implies $\text{supp}_j(f_i^j) \neq 0$ and $1 \leq i \leq m$. Consequently, $V \subseteq W$. Now we show that $m$ of the $p_k^*$s are linearly independent. To do so, recall that $f_i^j = \sum_{k=1}^{n} \lambda_{k,i}p_k$ and we can construct the following matrix

$$M = \begin{pmatrix}
\lambda_{1,1} & \lambda_{1,2} & \ldots & \lambda_{1,m} \\
\lambda_{2,1} & \lambda_{2,2} & \ldots & \lambda_{2,m} \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{n,1} & \lambda_{n,2} & \ldots & \lambda_{n,m}
\end{pmatrix}$$

We claim that the columns of $M$ are linearly independent: Assume we have a linear
combination of these columns equal to zero,

\[ c_1(\lambda_{1,1}, \lambda_{2,1}, \ldots, \lambda_{n,1})^t + c_2(\lambda_{1,2}, \lambda_{2,2}, \ldots, \lambda_{n,2})^t + \ldots + c_m(\lambda_{1,m}, \lambda_{2,m}, \ldots, \lambda_{n,m})^t = 0 \]

and the resulting system of linear equations,

\[
\begin{align*}
  c_1\lambda_{1,1} + c_2\lambda_{1,2} + \ldots + c_m\lambda_{1,m} &= 0 \\
  c_1\lambda_{2,1} + c_2\lambda_{2,2} + \ldots + c_m\lambda_{2,m} &= 0 \\
  & \vdots \\
  c_1\lambda_{n,1} + c_2\lambda_{n,2} + \ldots + c_m\lambda_{n,m} &= 0
\end{align*}
\]

which implies

\[
0 = (c_1\lambda_{1,1} + \ldots + c_m\lambda_{1,m})p_1 + (c_1\lambda_{2,1} + \ldots + c_m\lambda_{2,m})p_2 + \ldots + (c_1\lambda_{n,1} + \ldots + c_m\lambda_{n,m})p_m
\]

\[
= \sum_{i=1}^{m} c_i(\lambda_{1,i}p_1 + \lambda_{2,i}p_2 + \ldots + \lambda_{n,i}p_m)
\]

\[
= \sum_{i=1}^{m} c_i(\sum_{k=1}^{n} \lambda_{k,i}p_k)
\]

\[
= \sum_{i=1}^{m} c_if_i^j
\]

As the \(f_i^j\)’s are linearly independent, we have that \(c_i = 0\) for all \(i\), and this proves our claim.

Consequently, the row rank of the matrix \(M\) must also be \(m\), which means there are \(m\) linearly independent rows. Without loss of generality, suppose the first \(m\) rows are linearly independent. We will now show that \(\{p_k^*\}_{k=1}^{m}\) is a linearly independent set of \(V\). First we look at the first \(m\) rows of \(M\). Because they are linearly independent, for all \(c_k \in K\), we have
implies $c_k = 0$ for all $k$. Second, we consider

$$0 = \sum_{k=1}^{m} c_k p_k^*$$

$$= \sum_{k=1}^{m} c_k \left( \sum_{i=1}^{m} \lambda_{k,i} (f_i^j)^* \right)$$

$$= \sum_{k=1}^{m} c_k (\lambda_{k,1} (f_1^j)^* + \lambda_{k,2} (f_2^j)^* + \ldots + \lambda_{k,m} (f_m^j)^*)$$

$$= c_1 (\lambda_{1,1} (f_1^j)^* + \lambda_{1,2} (f_2^j)^* + \ldots + \lambda_{1,m} (f_m^j)^*) + \ldots + c_m (\lambda_{m,1} (f_1^j)^* + \lambda_{m,2} (f_2^j)^* + \ldots + \lambda_{m,m} (f_m^j)^*)$$

$$= (c_1 \lambda_{1,1} + c_2 \lambda_{2,1} + \ldots + c_m \lambda_{m,1}) (f_1^j)^* + \ldots + (c_1 \lambda_{1,m} + c_2 \lambda_{2,m} + \ldots + c_m \lambda_{m,m}) (f_m^j)^*$$

Because the $\{f_i^j\}_{i=1}^{m}$ form a basis of $W$, we must have the coefficients are equal to 0. In other words,

$$c_1 \lambda_{1,1} + c_2 \lambda_{2,1} + \ldots + c_m \lambda_{m,1} = 0$$

$$\vdots$$

$$c_1 \lambda_{1,m} + c_2 \lambda_{2,m} + \ldots + c_m \lambda_{m,m} = 0$$

However, by (2.5), we see this implies $c_k = 0$ for all $k$. Thus $\{p_k^*\}_{k=1}^{m}$ must be linearly independent elements of $V$. Thus, $V = W$.

Because $A$ is length graded, $\text{supp}_{j}(f_i^j) \neq 0$ if and only if $f_i^j$ is homogeneous of degree $j$. However, $\{(f_i^j)^* \mid l(f_i^j) = j\}$ is a basis for $W = \text{Ext}_A^j(\bar{A}, \bar{A})_{-j}$. This holds for every $j \geq 0$, we see the claim follows. \qed

We want to show that $A^1$ is a quadratic algebra. This was first shown in [17], but we provide a proof using $\{f_i^j\}$. To do so, we require the following construction. Write
$I = \langle f_1^2, \ldots, f_m^2 \rangle$. There exists unique $1 \leq 1 \leq m \leq l^2$ such that $l(f_i^2) = 2$ for $1 \leq i \leq m$, and for $m \leq i \leq l^2$, $l(f_i^2) > 2$.

**Definition 2.28.** Let $I_Q = \langle f_1^2, \ldots, f_m^2 \rangle$ and $A_Q = KQ/I_Q$.

Clearly, $A_Q$ is a quadratic algebra. Because $\bigoplus_{i \geq 1} f_i^n KQ$ is graded, its degree $n$ component is the subspace $\text{Span}(f_i^n \mid l(f_i^n) = n)$. However, by 2.22, we see this is the same subspace spanned by $\{f_i^n \mid l(f_i^n) = n\}$. Denote this subspace by $C^n$. Also, let $D^{n-1}$ be the subspace $\text{Span}(f_i^{n-1} r_i \mid 1 \leq i \leq l^{n-1}, l(f_i^{n-1}) = n - 1, r_i \in J$ and $r_i \not\in J^2$) and $E^{n-2}$ be the subspace $\text{Span}(f_i^{n-2} q_i \mid 1 \leq i \leq l^{n-2}, l(f_i^{n-2}) = n - 2, q_i \in I_Q$ and $q_i \not\in I_QJ + JI_Q$).

**Lemma 2.29.** For every $n$, $C^n = D^{n-1} \cap E^{n-2}$.

**Proof.** Suppose $l(f_k^n) = n$ and $f_k^n = \sum f_i^{n-1} h_{i,k}^{n-1,n}$. By (2.23), $l(h_{i,k}^{n-1,n}) \geq 1$. By (2.12), if $p \in \text{supp}(f_i^{n-1})$, then $l(p) \geq n - 1$. Consequently, for all $i$ such that $h_{i,k}^{n-1,n} \neq 0$, we must have $f_i^{n-1}$ homogeneous of degree $n - 1$ and $l(h_{i,k}^{n-1,n}) = 1$. Thus $f_i^n \in D^{n-1}$. We show in a similar manner that $f_k^n \in E^{n-2}$. To do so, we know $f_k^n = \sum f_i^{n-1} h_{i,k}^{n-2,n}$ where $h_{i,k}^{n-2,n} \in I$. $I$ is admissible, so $l(h_{i,k}^{n-2,n}) \geq 2$. By (2.12), if $p \in \text{supp}(f_i^{n-2})$, then $l(p) \geq n - 2$. Consequently, for all $i$ such that $h_{i,k}^{n-2,n} \neq 0$, $f_i^{n-2}$ is homogeneous of degree $n - 2$ and $l(h_{i,k}^{n-2,n}) = 2$. By construction, $h_{i,k}^{n-2,n}$ is an element of length 2 in $I$ if and only if $h_{i,k}^{n-2,n} = \sum_{i=1}^m \gamma_i f_i^2$ for $\gamma_i \in K$.

Notice $\sum_{i=1}^m \gamma_i f_i^2 \in E^{n-2}$.

For the reverse containment, let $x \in D^{n-1} \cap E^{n-2}$. We also know that $x \in \bigoplus f_i^n KQ$. Thus there are two different ways to express the element $x$.

1. $x = \sum_{l(f_i^{n-1}) = n-1} f_i^{n-1} r_i$ where $r_i \in J$ but $r_i \not\in J^2$.

2. $x = \sum_i f_i^n u_i$ where $u_i \in KQ$.
Clearly $x$ is homogeneous of degree $n$, so if $l(u_i) \neq 0$, then $l(f_i^{n'}) \leq n$. However, by (2.12), $l(f_i^{n'}) \geq n$, which implies $l(f_i^{n'}) = n$ and $l(u_i) = 0$, which implies $x \in C^n$. \hfill\Box

Now we focus on the algebra $A_Q$. We construct uniform elements $\{t_i^n\}$ to yield a minimal projective resolution of $\bar{A}_Q$ using the methods found in [15]. We want to compare $\{t_i^n\}$ to the set $\{f_i^n\}$, where $\{f_i^n\}$ is constructed to produce a minimal projective resolution of $\bar{A}$ over $A$.

**Lemma 2.30.** There exists a set $\{t_i^n\}$ of uniform elements of $KQ$ that can be constructed so that $\{t_i^n \mid l(t_i^n) = n\} = \{f_i^n \mid l(f_i^n) = n\}$ for all $n \geq 0$ and $\{t_i^n\}$ yield a minimal projective resolution of $\bar{A}_Q$.

**Proof.** Proceed by induction on $n$. For $n = 1$, we set $\{t_1^1\} = \{f_1^1\}$, the set of all the arrows in $Q$. Inductively assume the claim holds for all $j \leq n$. The degree $n$ part of $\bigoplus t_i^{n-1}KQ \cap \bigoplus t_i^{n-2}I_Q$ is the subspace generated by the set $\{t_i^n \mid l(t_i^n) = n\}$ and we denote this subspace $C^n_Q$. We may use the fact that $(I_Q)_Q = I_Q$ and apply 2.29 to see $C^n_Q = D^{n-1}_Q \cap E^{n-2}_Q$ where $D^{n-1}_Q$ is the subspace $Span(f_i^{n-1}r_i \mid 1 \leq i \leq l^{n-1}, l(f_i^{n-1}) = n - 1, r_i \in J$ and $r_i \notin J^2$) and $E^{n-2}_Q$ is the subspace $Span(f_i^{n-2}q_i \mid 1 \leq i \leq l^{n-2}, l(f_i^{n-2}) = n - 2, q_i \in I_Q$ and $q_i \notin I_QJ + JJ_Q$.

Here we apply the inductive hypothesis. If $D^{n-1}$ is the subspace $Span(f_i^{n-1}r_i \mid 1 \leq i \leq l^{n-1}, l(f_i^{n-1}) = n - 1, r_i \in J$ and $r_i \notin J^2$) and $E^{n-2}$ is the subspace $Span(f_i^{n-2}q_i \mid 1 \leq i \leq l^{n-2}, l(f_i^{n-2}) = n - 2, q_i \in I_Q$ and $q_i \notin I_QJ + JJ_Q$) we see $C^n_Q = D^{n-1}_Q \cap E^{n-2}_Q$ as $K$-vector spaces and $KQ$ modules. By 2.29, we see $C^n = D^{n-1}_Q \cap E^{n-2}_Q$. So, $C^n = C^n_Q$, which proves our claim. \hfill\Box

**Lemma 2.31.** Let $v_i^j \in Q_0$. Then $\text{Hom}_{A_Q}(v_i^j A_Q, \bar{A}_Q) \cong \text{Hom}_A(v_i^j A, \bar{A})$ as $K$-vector spaces.
Proof. We use the following fact from module theory: Let $B$ be a ring, let $I$ be a two-sided ideal in $B$, and let $M$ be a right $B$-module. Then $\text{Hom}_B(M, B/I) \cong \text{Hom}_{B/I}(M/MI, B/I)$.

First we set $B = A$, $I = J$, and $M = v_i^j A$. Then

$$\text{Hom}_A(v_i^j A, \bar{A}) = \text{Hom}_A(v_i^j \bar{A}, \bar{A}) \cong v_i^j \bar{A}$$

If we set $B = A_Q$, $I = J$, and $M = v_i^j A_Q$, then

$$\text{Hom}_{A_Q}(v_i^j A_Q, \bar{A}_Q) = \text{Hom}_{\bar{A}_Q}(v_i^j \bar{A}_Q, \bar{A}_Q) \cong v_i^j \bar{A}_Q$$

But $\bar{A} = KQ/J = \bar{A}_Q$, so the claim holds.

We are now ready to present an alternative proof to the result in [17], [20], [19].

**Theorem 2.32.** Let $A$ be a graded algebra. Then $A^1$ is a quadratic algebra.

**Proof.** We have $I_Q = \langle f_1^2, ..., f_m^2 \rangle \subseteq I$. Also, let $A_Q = KQ/I_Q$. and a family of sets $\{t_i^j\}$ yield a minimal projective resolution of $\bar{A}_Q$ over $\bar{A}$. We have seen that if $\{f_i^j\}$ is constructed to create a minimal projective resolution of $\bar{A}$ over $A$, then the $\{t_i^j \mid l(t_i^j) = j\}$ and $\{f_i^j \mid l(f_i^j) = j\}$.
\( \{ j \} \) are equal for every \( j \). As vector spaces,

\[
A^i = \bigoplus (\text{Ext}_A^1(\bar{A}, \bar{A}))^j
\]

\[
= \bigoplus \text{Ext}_A^j(A, A)_-j
\]

\[
= \bigoplus \text{Hom}_A(v_j^i A, \bar{A})
\]

\[
\cong \bigoplus \text{Hom}_{A_Q}(v_j^i A_Q, \bar{A}_Q)
\]

\[
= \bigoplus \text{Ext}_{A_Q}^j(A_Q, \bar{A}_Q)_{-j}
\]

\[
= A_{Q}^i
\]

Consequently, \( I^1 = I_{Q}^1 \) as vector spaces, which implies that \( I^1/I_{Q}^1 = 0 \). \( I_{Q}^1 \subseteq I^1 \) as two-sided ideals in \( K_Q \), so \( I^1 = I_{Q}^1 \) as two-sided ideals of \( K_Q \). Since \( A^1 \cong A_{Q}^1/(I^1/I_{Q}^1) \) as graded algebras, we see \( A^1 \cong A_{Q}^1 \) as graded \( K \)-algebras. So, \( A^1 \) is quadratic. \( \square \)

**Corollary 2.33.** Let \( A = K_Q \) be a graded algebra. Then \( A^1 = K_Q/I^1 \) where \( I^1 \) is generated by \( \{ x \in V^2 \mid \forall i, \langle x, \text{supp}_2(f_i^2) \rangle_2 = 0 \} \).

*Proof.* For each \( i \), the element \( f_i^2 \) is homogeneous, and the sets \( \{ f_i^2 \mid 1 \leq i \leq m \}, \{ f_i^2 \mid \text{supp}_2(f_i^2) \neq 0 \} \) are equal. So,

\[
I^1 \cong I_{Q}^1
\]

\[
= \text{Span}(x \in V^2 \mid \langle x, f_i^2 \rangle_1 \leq i \leq m = 0) \forall i
\]

\[
= \text{Span}(x \in V^2 \mid \langle x, \text{supp}_2(f_i^2) \rangle_2 = 0) \forall i
\]

and the corollary is proved. \( \square \)

**Corollary 2.34.** Let \( A = K_Q/I \) be a graded algebra where \( I_Q = 0 \). Then \( A^1 = K_Q/J^2 \)
**Proof.** If $I_Q = 0$, then $\text{supp}_2(f_i^2) = 0$ for all $i$. Then $I_2 = \{x \in V^2 \mid \langle x, 0 \rangle_2 = 0 \} = V^2$. Note $\langle V^2 \rangle = J^2$ and the result follows.

**Example 2.35.** Let $A = K\mathcal{Q}/I$ where $\mathcal{Q}$ is the quiver

\begin{center}
\begin{tikzpicture}
  \node (1) at (0,0) {1};
  \node (2) at (1,1) {2};
  \node (3) at (2,0) {3};
  \node (4) at (0,-1) {4};
  \node (5) at (1,2) {5};
  \node (6) at (2,1) {6};
  \node (7) at (3,0) {7};
  \draw[->] (1) -- node[above] {$a$} (2);
  \draw[->] (2) -- node[above] {$b$} (3);
  \draw[->] (3) -- node[above] {$c$} (1);
  \draw[->] (4) -- node[below] {$d$} (2);
  \draw[->] (2) -- node[below] {$e$} (4);
  \draw[->] (5) -- node[below] {$f$} (6);
  \draw[->] (6) -- node[below] {$g$} (7);
  \draw[->] (2) -- (5);
  \draw[->] (3) -- (6);
\end{tikzpicture}
\end{center}

and $I = \langle ad, bc - de, cf, efg \rangle$. Then $I_Q = \langle ad, bc - de, cf \rangle$. Recall we compute

\begin{align*}
  f_0^1 &= 1 & f_1^1 &= a & f_1^2 &= ad & f_2^3 &= adef & f_4^1 &= adefg \\
  f_0^2 &= 2 & f_1^2 &= b & f_2^2 &= bc - de & f_2^2 &= bcfg - defg \\
  f_0^3 &= 3 & f_1^3 &= c & f_2^3 &= cf \\
  f_0^4 &= 4 & f_1^4 &= d & f_2^4 &= efg \\
  f_0^5 &= 5 & f_1^5 &= e \\
  f_0^6 &= 6 & f_1^6 &= f \\
  f_0^7 &= 7 & f_1^7 &= g
\end{align*}

If we compute $A^1$ using (2.33), we note

\begin{align*}
  \text{supp}_2(ad) &= ad \\
  \text{supp}_2(bc - de) &= bc - de \\
  \text{supp}_2(cf) &= cf \\
  \text{and} \\
  \text{supp}_2(efg) &= 0
\end{align*}

Then if $x = \alpha_1ab + \alpha_2ad + \alpha_3bc + \alpha_4de + \alpha_5cf + \alpha_6ef + \alpha_7fg$ where $\alpha_i \in K$, then $I_1^1$ is
generated by the set

\[
= \{ x \in V^2 \mid \langle x, \text{supp}_2(f_i^2) \rangle_2 = 0 \}
\]

\[
= \{ x \mid \langle x, ad \rangle_2 = 0 \text{ and } \langle x, bc - de \rangle_2 = 0 \text{ and } \langle x, cf \rangle_2 = 0 \}
\]

\[
= \{ x \mid \alpha_2 = 0, \alpha_3 = \alpha_4, \text{ and } \alpha_5 = 0 \}
\]

\[
= \{ x = \alpha_1ab + \alpha_3(bc + de) + \alpha_4de + \alpha_6ef + \alpha_7fg \mid \alpha_i \in K^* \}
\]

= \langle ab, bc + de, ef, fg \rangle

Thus \( A^! = KQ/\langle ab, bc + de, ef, fg \rangle \).

### 2.5.2 If \( A \) is a Quadratic Algebra

Let \( A = KQ/I \) be a quadratic algebra where \( I = \langle \rho_1, ..., \rho_k \rangle \) where \( \{ \rho_i \} \) is a minimal set of generators and each \( \rho_i \) is a quadratic relation. By remark (2.24), we know \( \{ f_i^2 \} = \{ \rho_i \} \). Moreover, for every \( i \), \( \rho_i = \text{supp}_2(f_i^2) \). We can apply theorem 2.33 to see \( I^! \) is generated by the set

\[
\{ x \in V^2 \mid \langle x, \text{supp}_2(f_i^2) \rangle = 0 \}
\]

\[
= \{ x \in V^2 \mid \langle x, \rho_i \rangle = 0 \}
\]

\[
= I_2^!
\]

Thus in the quadratic case, we recapture the well-known result, namely that \( A^! \) is the quadratic dual of \( A \).
Chapter 3

The Ext-Algebra of a Monomial Algebra
3.1 Introduction

Let $A = KQ/I$ where $Q$ is a finite quiver and $I$ is an admissible ideal generated by paths. We call $A$ a monomial algebra and each generator a monomial relation. Let $\{f_i^j\}$ be chosen as in Chapter 2 such that a minimal projective resolution of $\tilde{A}$ can be constructed using them.

We wish to compare the $f_i^j$s to the $m$-chains found in [16], as both use paths in $Q$ to compute a minimal projective resolution of $\tilde{A}$. To do so, we will first review how the $m$-chains are constructed and how they relate to the Ext-algebra of $A$. Then we use the $m$-chains to construct $A'$ and show that $A'$ is always a Koszul algebra. Lastly, we show that for every $m$, \( \{f_i^m\}_{i \geq 0} \) is the set of $m$-chains.

3.2 $m$-Chains

Let us review how the $m$-chains are constructed and how they relate to the Ext-algebra of $A$. Let $I = \langle p_1, p_2, \ldots, p_n \rangle$ where each $p_i$ is a path in $Q$ of length at least 2 and no $p_i$ is a subpath of another $p_j$. We construct three sets, $\Gamma_0 = \text{vertices of } Q$, $\Gamma_1 = \text{arrows of } Q$, and $\Gamma_2 = \{p_1, p_2, \ldots, p_n\}$. We now use the construction used in [11], [16] to define $\Gamma_{m+1}$ inductively for $m \geq 2$. Let $M = \{p \text{ path in } Q \mid \text{image of } p \text{ in } A \text{ is nonzero } \}$. A path $p$ in $Q$ is called an $m$-prechain if $p = qrs$ where $q \in \Gamma_{m-1}$, $qr \in \Gamma_m$, $s$ is a nontrivial path in $M$, and $rs$ contains a subpath which is in $\Gamma_2$. Then $\Gamma_{m+1}$ is the set of all the $m$-prechains which have the property that no proper initial subpath is an $m$-prechain. We say $p \in \Gamma_m$ is a minimal $m$-chain if $p \neq qr$ where $q \in \Gamma_{m-k}$ and $r \in \Gamma_k$. For example, $\Gamma_3$ is the paths $p = qrs$ where $q$ is an arrow, $qr$ is a relation, $s \not\in I$, and $rs$ contains a relation. Moreover,
\{\Gamma_i\}_{i \geq 0} are mutually disjoint sets.

We recall from [15],[16] that \((\mathcal{P})\) is a minimal projective resolution of \(\bar{A}\) over \(A\)

\[ \to \mathcal{P}^i \xrightarrow{\delta^i} \cdots \to \mathcal{P}^2 \xrightarrow{\delta^2} \mathcal{P}^1 \xrightarrow{\delta^1} \mathcal{P}^0 \to \bar{A} \to 0 \]

where \(\mathcal{P}_m = \bigoplus_{p \in \Gamma_m} v_p A\) and \(v_p\) is the vertex corresponding to the terminus of the path \(p\). Note that we can choose these vertices in such a way that if \(p\) and \(q\) are distinct paths in \(Q\), then \(v_p\) is distinct from \(v_q\) (although it is possible \(v_p A \cong v_q A\)). Consider the pairs \((p,v_p)\) where \(p\) runs over the set of \(m\)-chains. Let \(\hat{\Gamma}_m = \{(p,v_p) \mid p \text{ is an } m\text{-chain}\}\). Then

\[ \mathcal{P}^m = \bigoplus_{(p,v_p) \in \hat{\Gamma}_m} v_p A \]

which induces a basis \(\{\pi_i^m\}\) of \(\text{Ext}^m_A(\bar{A}, \bar{A})\) in the following way. We can linearly order each set \(\hat{\Gamma}_m := \{(p_1^m, v_1^m), \ldots, (p_m^m, v_m^m)\}\). Then for each \(m\), \(v_k^m A\) is a direct summand of \(\mathcal{P}^m\) and there is a map \(\pi_k^m : \mathcal{P}^i \to \bar{A}\) where

\[ \pi_k^m(v_j^m) = \begin{cases} 0 & \text{if } k \neq j \\ (0, \ldots, 1, 0, \ldots, 0) & \text{if } k = j \end{cases} \]

Let \(S = \{\pi_k^m \mid p_k^m \in \Gamma_m\}\) and let \(\bar{S} = \{\pi_k^m \mid p_k^m \in \Gamma_m \text{ is a minimal } m\text{-chain}\}\). Note \(Q_0 = \Gamma_0\) and \(Q_1 = \Gamma_1\) are both subsets of \(\bar{S}\). Moreover, \(S\) is identified with a spanning set of \(E(A)\) with \(K\)-basis \(\bar{S}\). We may define \(S^m = \{\pi_k^m \mid 1 \leq k \leq m_j \text{ and } p_k^m \in \Gamma_m\}\) as a spanning set of \(\text{Ext}^m_A(\bar{A}, \bar{A})\) with \(K\)-basis \(\bar{S}^m\) where \(\bar{S}^m = \{\pi_k^m \mid 1 \leq k \leq t_m \text{ and } p_k^m \text{ is a minimal } m\text{-chain}\}\).
3.3 The Quiver of $A^1$ Using $m$-Chains

The quiver of $E(A)$ is determined in [16]. We review it below. Let $\Delta$ be a finite quiver. Let $\Delta_0 = \{ \pi_0^k | \pi_0^k \in Q_0 \}$. If $x$ and $y$ are two vertices in $\Delta$, then there is an arrow $x \xrightarrow{\hat{p}_k^j} y$ if and only if there exists a $\hat{p}_k^j \in \bar{S}$ such that $s(\hat{p}_k^j) = x$ and $t(\hat{p}_k^j) = y$. Thus there is a quiver embedding $Q \xrightarrow{\nu} \Delta$. We also denote the degree of an arrow in $\Delta$ as follows: Let $\hat{p} \in \Delta_1$. Then $\deg(\hat{p}) = i$ if and only if $p \in \Gamma_i$. Note if $p$ is an arrow in $Q$, then $\nu(p) = \hat{p}$ and $\deg(\hat{p}) = 1$. By abuse of notation, if $p \in Q_1$, by considering $\nu(p)$, we can also consider $p$ as an arrow in $\Delta$.

This general construction holds in even more general situations. Suppose $R = R_0 \oplus R_1 \oplus ...$ is a graded ring where $R_0 = K \times K \times ... \times K$, $R_i = R_i^1$ and $\dim R_i < \infty$. Let $R^+ = R_1 \oplus R_2 \oplus ...$ and $(R^+)^2 = R_2 \oplus R_3 \oplus ...$. Then the number of arrows in the quiver of $R$ is equal to $\dim R^+/ (R^+)^2 = \dim R_1$. Letting $e_i = (0, ..., 0, 1, 0, ..., 0)$ where 1 is in the $i^{th}$ entry, we see the number of arrows in the quiver of $R$ from $i$ to $j$ is equal to $\dim(e_i(R^+/ (R^+)^2)e_j) = \dim(e_iR_1e_j)$.

**Theorem 3.1.** [16, theorem B] Suppose $A = KQ/I$ is a monomial algebra. Then $E(A) = K\Delta/I_{\Delta}$ where for $a_i, q_i \in \Delta$, $I_{\Delta}$ is generated by the following relations:

1. $a_1a_2...a_m$ such that $a_1...a_m \notin \Gamma_{\deg(a_1...a_m)}$

2. $a_1a_2...a_n - q_1...q_m$ such that as paths in $Q$, $a_1...a_m = q_1...q_n$ and $\deg(a_1...a_m) = \deg(q_1...q_n)$.

The relations mentioned in the second part of the theorem are sometimes called *binomial relations*. 

There are a few consequences of this theorem. Let $\{r_i\}$ be a set of relations which generate $I_\Delta$. Note for each $i$, we may assume $r_i$ is either monomial or binomial. We now explore the degrees of terms of the binomial relations in $E(A)$. More specifically, in any binomial relation, each term contains an arrow of degree $\geq 2$. To see why, suppose there exists a generating relation $r$ such that $r = x - y$ where $x = x_1 x_2 ... x_k$ and $y = y_1 y_2 ... y_j$ are distinct paths in $\Delta$ where $x_i, y_i$ are arrows in $\Delta$. Suppose $\deg(x_i) = 1$ for all $i$, so $x_i$ is an arrow in $Q$. Then $\deg(x) = k$ in $\Delta$, which implies $\deg(y) = k$. If $\deg(y_i) = 1$ for all $i$, then $y_i$ is an arrow in $Q$. Then by 3.1*part 2, $x_1 ... x_k = y_1 ... y_k$ as paths in $Q$, which implies they are exactly the same path. Thus the two paths are not distinct in $\Delta$. This contradiction implies that there must exist some $i$ such that $\deg(y_i) > 1$. Then there is some value $b, w$ such that $x_1 ... x_b ... x_{b+w} ... x_k = y_1 ... y_i ... y_j$ where $x_b ... x_{b+w} = y_i$ as paths in $Q$ and $\deg(x_b ... x_{b+w}) = \deg(y_i)$. Thus $y_i \notin \bar{S}$, a contradiction. Thus there exists a $z$ such that $\deg(x_z) \geq 2$. This leads to the following remark.

**Remark 3.2.** Let $r$ be a binomial relation in $I_\Delta$. If $x$ is a term in $r$ of length $k$, then $\deg(x) = \deg (r) \geq k + 1$.

We now turn our focus to $A'$. $A'$ is generated by $\text{Ext}^0_A(\bar{A}, \bar{A})$ and $\text{Ext}^1_A(\bar{A}, \bar{A})$, which have bases $\bar{S}^0$ and $\bar{S}^1$. We see that the quiver of $A'$ is given by $\nu(Q)$. Let $Q^*$ denote the quiver $\nu(Q)$. We have $Q^* \cong Q$. Now we determine the ideal $I'$ such that $A'^1 \cong KQ^*/I'$. Denote by $p^*$ the image in $A'$ of an arrow $p$ in the quiver $Q$. By abuse of notation, we will also use $p^*$ to denote the image of an arrow $p$ in $E(A)$.

**Lemma 3.3.** Let $A$ be a monomial algebra. Then $A'$ is a monomial algebra.

**Proof.** Suppose $p_1^* p_2^* ... p_m^* = \sum_i q_{i_1}^* q_{i_2}^* ... q_{i_n}^*$ in $A'$ where $p_j, q_{ij} \in Q_1$, $\deg(p_1 ... p_m) = m$, and
\[ \deg(q_{i_1} \ldots q_{i_{n_i}}) = n_i. \] If this equality holds in in \( A^1 \), then it also holds in \( E(A) \), which implies
\[ p_1^* \ldots p_n^* - \sum_i q_{i_1}^* \ldots q_{i_{n_i}}^* = 0 \text{ in } E(A). \] Using \ref{3.1}, we have that \( p_1^* \ldots p_m^* - \sum_i q_{i_1}^* \ldots q_{i_{n_i}}^* \in I_\Delta \).

If \( I_\Delta = \langle \{ (r_{i}, m_{j}) \}_{i, j \geq 0} \rangle \) where \( r_i \) is a binomial relation and \( m_i \) is a monomial, then write
\[ p_1^* \ldots p_m^* - \sum_i q_{i_1}^* \ldots q_{i_{n_i}}^* = \sum \alpha_i r_i + \sum \beta_i m_i. \] Suppose \( p_1^* \ldots p_m^* \) is a term of \( r_i \) for some \( i \). Then \( \deg(r_i) \geq m \) by \ref{3.2}, a contradiction. Thus \( p_1^* \ldots p_m^* \) appears as a term of \( m_k \) for some \( k \), which implies \( p_1^* \ldots p_m^* = m_k \) A similar argument yields that for every \( i \), \( q_{i_1}^* \ldots q_{i_{n_i}}^* = m_{j_i} \) for some \( j_i \).

Thus \( p_1^* \ldots p_m^* = 0 \) and \( q_{i_1}^* \ldots q_{i_{n_i}}^* = 0 \), proving our claim.

We now introduce an ideal \( C \) of \( K Q^* \). We will ultimately prove that \( A^1 \cong K Q^*/C \).

**Definition 3.4.** Let \( C =: \langle \{ a_1^* a_2^* \mid a_i \in Q_1 \text{ and } a_1 a_2 \notin \Gamma_2 \} \rangle \).

**Theorem 3.5.** \( A^1 \cong K Q^*/C \).

**Proof.** Suppose \( a_i \in Q_1 \) and \( \nu(a_i) = a_i^* \) is the image of \( a_i \) in \( A^1 \), and in turn, \( E(A) \). Because \( A^1 \) is a monomial algebra, it suffices to show that whenever \( a_1^* \ldots a_m^* = 0 \) in \( A^1 \), there exists some \( 1 \leq i \leq m - 1 \) such that \( a_i^* a_{i+1}^* = 0 \). To do this, we proceed by induction on \( m \).

Suppose \( m = 2 \). If \( a_1^* a_2^* = 0 \) in \( A^1 \), then \( a_1^* a_2^* = 0 \) in \( E(A) \), which implies \( a_1 a_2 \notin \Gamma_2 \), so the claim holds.

Now assume that for \( b_i \in Q_1 \) and \( k \leq m - 1 \), that if \( b_1^* \ldots b_k^* = 0 \) in \( A^1 \), then there exists some \( 1 \leq i \leq k - 1 \) such that \( b_i^* b_{i+1}^* = 0 \). Consider the subpath \( a_1 \ldots a_{m-2} \) of \( a_1 \ldots a_m \). There are two possibilities: either \( a_1 \ldots a_{m-2} \in \Gamma_{m-2} \) or \( a_1 \ldots a_{m-2} \notin \Gamma_{m-2} \).

1. Case I: If \( a_1 \ldots a_{m-2} \notin \Gamma_{m-2} \), then by the inductive hypothesis, \( a_1 \ldots a_{m-2} \in I_\Delta \), which implies \( a_1^* \ldots a_{m-2}^* = 0 \) and so there exists an \( 1 \leq i \leq m - 3 \) such that \( a_i^* a_{i+1}^* = 0 \), proving our claim.
2. Case II: Assume $a_1\ldots a_{m-2} \in \Gamma_{m-2}$ and consider $a_1\ldots a_{m-1}$. If $a_1\ldots a_{m-1} \notin \Gamma_{m-1}$, then the claim holds (by an argument similar to Case I). So, assume $a_1\ldots a_{m-1} \in \Gamma_{m-1}$. Now consider the subpath $a_{m-1}a_m$. Either $a_{m-1}a_m \in \Gamma_2$ or $a_{m-1}a_m \notin \Gamma_2$. If $a_{m-1}a_m \notin \Gamma_2$, then $a_{m-1}^*a_m^* = 0$, proving the claim. So, assume $a_{m-1}a_m \in \Gamma_2$. Then $a_1\ldots a_m$ is an $m-1$ prechain, thus an element of $\Gamma_m$. This is a contradiction because if $a_1\ldots a_m \in \Gamma_m$, then $a_1^*\ldots a_m^* \neq 0$ in $E(A)$, which implies it is nonzero in $A^i$.

We note that if $C = 0$, then $A^i \cong K\mathcal{Q}^*$. The proof is complete. \qed

We have the following consequence:

**Corollary 3.6.** If $A$ is a monomial algebra, then $A^i$ is Koszul.

**Proof.** $A^i$ is monomial by 3.3 and $I^i$ is quadratic by 3.5. The result follows by 1.32. \qed

**Example 3.7.** Let $A = K\mathcal{Q}/I$ be given by the following quiver:

\[ 1 \xrightarrow{a} 2 \xrightarrow{b} 3 \xrightarrow{c} 4 \xrightarrow{d} 5 \]

where $I = \langle abc, bcd \rangle$. Here, $\Gamma_0 = \{1, 2, 3, 4, 5\}, \Gamma_1 = \{a, b, c, d\}, \Gamma_2 = \{abc, bcd\}$, and $\Gamma_3 = \{abcd\}$. For $i \geq 4$, $\Gamma_i = \emptyset$. We can use these sets to form a minimal projective resolution of $\bar{A}$. Let $v_i$ be the vertex $i$. Then $P^i = \bigoplus_{p_i \in \Gamma_i} t(p_i)A$ and we see

\[ P^0 = v_1A \oplus v_2A \oplus v_3A \oplus v_4A \oplus v_5A \]
\[ P^1 = v_2A \oplus v_3A \oplus v_4A \oplus v_5A \]
\[ P^2 = v_4A \oplus v_5A \]
\[ P^3 = v_5A \]
\[ P^4 = 0 \]
and

\[ 0 \to \mathcal{P}^3 \to \mathcal{P}^2 \to \mathcal{P}^1 \to \mathcal{P}^0 \to \bar{A} \]

is a minimal projective resolution. Because there are 12 elements among the \( \Gamma_i \)s, we know \( E(A) \) is a 12-dimensional algebra. To construct the quiver of \( E(A) \), we must determine the minimal \( m \)-chains. Note \( abcd = (abc)d \) where \( abc \in \Gamma_2 \) and \( d \in \Gamma_1 \), so \( abcd \) is not a minimal \( m \)-chain. However, note \( abc \) and \( bcd \) are minimal \( m \)-chains. For example, \( abc = (a)(b)(c) \) where \( a, b, c \in \Gamma_1 \). Because \( \deg(a) + \deg(b) + \deg(c) = 3 \) and \( \deg(abc) = 2 \), we know \( abc \) is minimal.

Thus, the minimal \( m \)-chains are \( 1, 2, 3, 4, 5, a, b, c, d, abc \), and \( bcd \). Letting \( u = abc \) and \( v = bcd \), the quiver of \( E(A) \) is given by the following quiver \( \Delta \):

\[
\begin{array}{cccccc}
1 & \overset{a^*}{\rightarrow} & 2 & \overset{b^*}{\rightarrow} & 3 & \overset{c^*}{\rightarrow} & 4 & \overset{d^*}{\rightarrow} & 5 \\
\downarrow{u^*} & & & & & & & & \uparrow{v^*}
\end{array}
\]

As for the relations, notice \( a^*b^* = 0 \) because \( ab \notin \langle \Gamma_2 \rangle \). Similarly, \( b^*c^* = 0 \), and \( c^*d^* = 0 \). As for the nonzero relations, consider the path \( abcd = (abc)d = a(bcd) \). Thus \( u^*d^* = a^*v^* \), and \( E(A) = K\Delta/\langle a^*b^*, b^*c^*, c^*d^*, u^*d^* - a^*v^* \rangle \).

Now we want to construct \( A^! \). To do so, we use (3.5) and we obtain \( A^! \cong KQ/\langle ab, bc, cd \rangle \).

### 3.4 The Connection to \( \{ f^i_j \} \)

Consider the quiver in 3.7. We repeat the above example using the \( f^i_j \)s instead of the \( m \)-chains.
Example 3.8. $A = KQ/I$ is given by the following quiver:

\[
\begin{array}{c}
1 \xrightarrow{a} 2 \xrightarrow{b} 3 \xrightarrow{c} 4 \xrightarrow{d} 5
\end{array}
\]

where $I = \langle abc, bcd \rangle$. We compute the $f_i^j$s:

\[
\begin{array}{c|c|c|c}
 f_1^0 = 1 & f_1^1 = a & f_1^2 = abc & f_1^5 = abcd \\
 f_2^0 = 2 & f_2^1 = b & f_2^2 = bcd & \\
 f_3^0 = 3 & f_3^1 = c & & \\
 f_4^0 = 4 & f_4^1 = d & & \\
 f_5^0 = 5 & & & \\
\end{array}
\]

By setting $P^n = \bigoplus_{k=1}^{l_n} v^n_k A$, we get the same minimal projective resolution of $\bar{A}$ as in (3.7).

\[
0 \rightarrow v_5^5 A \rightarrow \bigoplus_{k=1}^{2} v_k^2 A \rightarrow \bigoplus_{k=1}^{4} v_k^1 A \rightarrow \bigoplus_{k=1}^{5} v_k^0 A \rightarrow \bar{A} \rightarrow 0
\]

In this example, notice $\{f_i^j\} = \Gamma_j$. In fact, this is the case for all monomial algebras. We will prove this by the end of the section.

Lemma 3.9. Let $A = KQ/I$ be a monomial algebra where $Q$ is a finite quiver and $I$ is an admissible monomial ideal. Then a family $\{f_i^j\}$ of monomials can be chosen to yield a minimal projective resolution of $\bar{A}$.

Proof. We proceed by induction on $j$. Suppose $I = \langle \rho_1, \rho_2, \ldots, \rho_m \rangle$ where $\{\rho_i\}$ is a minimal set of paths generating $I$. For $j = 2$, we show that $\{f_1^2\} = \{\rho_1\}$. To do so, consider $\bigoplus f_1^1 KQ \cap \bigoplus f_0^0 I = \bigoplus f_0^0 I$ because $\bigoplus f_0^0 I \subset \bigoplus f_1^1 KQ$. Then let $\{\rho_i^j\}$ be chosen such that

1. Each $\rho_i^j$ is a path.
2. $\{\rho_i\} \subset \{\rho_i^j\}$
3. $\bigoplus f_i^0 I = I = \bigoplus \rho'_i K \mathcal{Q}$

We may set $\{\rho'_i\} = \{f_i^{2'}\}$. Now consider $\rho'_i = a_i \rho_i b_i$ where $a_i, b_i$ are paths in $\mathcal{Q}$. Suppose $l(a_i) \geq 1$. Then $a_i \in f_k^1 K \mathcal{Q}$ because $\{f_k^1\}$ is the set consisting of arrows of $\mathcal{Q}$. Thus $a_i \rho_i b_i \in \bigoplus f_k^1 I$, so $\rho'_i \neq f_k^2$ for any $k$.

Now suppose $a_i$ is a vertex and $l(b_i) \geq 1$. Then $a_i \rho_i b_i \in \bigoplus f_i^2 J$, so $\rho'_i \neq f_i^2$ for any $k$.

Thus for any path $\rho'_i$, if $\rho'_i \neq \rho_i$, then $\rho'_i \neq f_i^2$ for any index $r$. Now consider $\rho_k$. Note $\rho_k \notin \bigoplus f_i^1 I + \bigoplus \rho'_s J$ because otherwise either $\rho_k = f_i^1 r$ for some arrow $f_i^1$ and some element $r \in I$, or $\rho_k = \rho'_s x$ for some $x \in J$, because $\rho_k$ is monomial. Both of these cases lead to a contradiction of our choice of $\{\rho_i\}$. Thus the family $\{f_i^2\} = \{\rho_i\}$.

Now assume for $t < j$ that $\{f_i^t\}$ is chosen to be monomial and no linear combination of a subset of $\{f_i^t\}$ lies in $\bigoplus f^{j-1} I + \bigoplus f^j J$. Consider the intersection

$$S = \bigoplus f_i^{j-1} K \mathcal{Q} \cap \bigoplus f_i^{j-2} I$$

By the induction hypothesis, $f_i^{j-1} K \mathcal{Q}$ is generated by monomials and $f_i^{j-2} I$ is also generated by monomials. The intersection is also generated by monomials and we can write $S = \bigoplus f_i^{j*}$ where $f_i^{j*}$ are monomials and construct $\{f_i^j\}$ by removing the elements $f_i^{j*} \in \bigoplus f_i^{j-1} I + \bigoplus f_i^{j*} J$. Now we apply theorem 2.4 of [15] to conclude that $\{f_i^j\}$ yields a minimal projective resolution of $\bar{A}$.

**Corollary 3.10.** $f_k^j = f_i^{j-1} h_{i,k}^{j-1,j}$ for some path $h_{i,k}^{j-1,j}$ where $1 \leq i \leq p$.

**Proof.** Recall $f_k^j = \sum_{i=1}^{j-1} f_i^{j-1} h_{i,k}^{j-1,j}$. By the previous lemma, the $f_i^{j-1}$ are paths for each $i$. Note $f_i^{j-1} h_{i,k}^{j-1,j} \neq \lambda f_t^{j-1} h_{t,k}^{j-1,j}$ for any constant $\lambda$ for any $t \neq i$. Because $f_k^j$ is also a path,
we must have $h_{i,k}^{j-1,j}$ is nonzero for exactly one value of $i$. Moreover, if $f_k^j = f_i^{j-1} h_{i,k}^{j-1,j}$ and $f_k^j$ and $f_i^{j-1}$ are paths, then so is $h_{i,k}^{j-1,j}$.

**Theorem 3.11.** Let $A$ be a monomial algebra and let the $f_i^j$s be chosen as in the preceding chapter to yield a minimal projective resolution of $\bar{A}$. Then $\{f_i^j\} = \Gamma_j$ for all $j$ where $\Gamma_j$ is the set of $j$-chains.

**Proof.** Proceed by induction on $j$. Note for $j = 0$ $\{f_i^0\} = \{\text{vertices in } KQ\} = \Gamma_0$. Assume the claim holds for $n \leq j$ and consider $f_k^{j+1} \in \bigoplus f_i^j KQ \cap \bigoplus f_i^{j-1} I$. By (3.10),

$$f_k^{j+1} = f_i^j h_{i,k}^{j,j+1} = f_t^{j-1} h_{t,i}^{j-1,j} h_{i,k}^{j,j+1}$$

where $h_{i,k}^{j-1,j} h_{i,k}^{j,j+1} \in I$, thus contains a subpath in $\Gamma_2$ by 3.9. By the induction hypothesis, each $f_i^{j-1} \in \Gamma_{j-1}$ and $f_i^{j-1} h_{t,i}^{j-1,j} = f_i^j \in \Gamma_j$. Thus each $f_k^{j+1}$ is a $j$-chain, so it is an element of $\Gamma_{j+1}$.

For the reverse containment, suppose that $p = qrs$ is a $j$-chain in $\Gamma_{j+1}$. Then $q \in \Gamma_{j-1}$ implies that $q = f_i^{j-1}$ by the inductive hypothesis. Similarly, $qr \in \Gamma_j$ implies that $qr = f_i^j$ for some $i$. Thus $f_i^j = f_i^{j-1} r$ implies $h_{t,i}^{j-1,j} = r$. Because $p$ is a $j$-chain, $rs$ contains a subpath in $\Gamma_2$, which implies that $rs \in I$. Thus

$$p = f_i^{j-1} rs = f_i^j s \in \bigoplus f_i^j KQ \cap \bigoplus f_i^{j-1} I$$

Thus $p = f_k^{j+1}$ for some value of $k$. If $p \notin \bigoplus f_i^j I \bigoplus \bigoplus f_i^{j+1} J$, then $p = f_k^j$ and we are done. So suppose $p \in \bigoplus f_i^j I \bigoplus \bigoplus f_i^{j+1} J$. Because $p$ is a path, then $p = f_i^j z$ for some path $z \in I$ or $p = f_i^{j+1} z$ for some path $z$. 
Case I: \( p = f^j_i z \) for some path \( z \in I \). Then \( p = f^j_i s \) implies \( z = s \). Because \( s \not\in I \), we get a contradiction.

Case II: \( p = f^{j+1'}_i z \) for some path \( z \). Then \( f^{j+1'}_i \in \oplus f^j_i K \cap \oplus f^{j-1}_i I \) implies \( f^{j+1'}_i \) is a \( j \)-chain. However, \( p = f^{j+1'}_k \) is also a \( j \)-chain. This is a contradiction because no \( j \)-chain can left divide another by construction.

Thus, \( p = f^{j+1}_k \) for some \( k \).

We can now cite a theorem found in [16] regarding \( j \)-chains. However, because the set of \( j \)-chains is \( \{ f^j_i \} \), we rewrite the result using \( \{ f^j_i \} \).

**Theorem 3.12.** [16, Proposition 1.2] Let \( A \) be a monomial algebra. Then \( (f^j_i)^* (f^*_r)^* \neq 0 \) in \( E(A) \) if and only if \( (f^j_i)^* (f^*_r)^* = \lambda (f^{j+s}_k)^* \) where \( \lambda f^j_if^*_r = f^{j+s}_k \) for some nonzero constant \( \lambda \).
Chapter 4

The Associated Monomial Algebra
4.1 Introduction

The following is an open question: If $A = KQ/I$ and $I$ is admissible, when is $E(A)$ finitely generated? In general, $E(A)$ need not be finitely generated, even in the monomial case, as shown in [7GMH]. However, this chapter offers some partial solutions. It is well known that if $E(A)$ is generated in degrees 0 and 1, then $A$ must be a Koszul algebra. We seek to generalize this notion. First we look to monomial algebras: If $A$ is monomial, we find easily checked conditions for $E(A)$ to be generated in degrees 0,1, and 2. To do so, we use a construction from [14] to form a family $\{x^i_j\}$ which yields a projective resolution of $\bar{A}$, called the AGS resolution. This construction is also useful if $A$ is not necessarily monomial. In that situation, we consider the case where the AGS resolution is minimal and look to the associated monomial algebra of $A$, found in [8] and [9], which we denote $A_{\text{MON}}$. We prove that if the AGS resolution is minimal and $E(A_{\text{MON}})$ is finitely generated, then $E(A)$ is finitely generated. Next we look at 2-d-determined algebras, as defined in [12]. Let $A$ be a 2-d-determined algebra. We prove that if the AGS resolution is minimal, then $E(A)$ is generated in degrees 0,1, and 2. However, if the AGS resolution is not minimal, we prove that $E(A)$ need not be generated in degrees 0,1, and 2.

4.2 Noncommutative Gröbner Bases

Let $A = KQ/I$ be a finite dimensional $K$-algebra. In this section we explore how to construct a noncommutative Gröbner basis of $A$. 
Definition 4.1. $K\mathcal{Q}$ as a $K$-algebra with $K$-basis

$$\mathcal{B} := \{ \text{all the directed paths in } \mathcal{Q} \}$$

Throughout this section we use terminology and results from [8], [9].

In order to construct a Gröbner basis we need to impose a well-order $>$ on $\mathcal{B}$. Recall $>$ is a well-order if it is a total order and every nonempty subset of $\mathcal{B}$ has a minimal element.

To find a well-order that works well with the structure of a path algebra, we require an admissible ordering on $\mathcal{B}$.

Definition 4.2. A well-order on $\mathcal{B}$ is admissible if it satisfies the following three conditions for any $p, q, r, s \in \mathcal{B}$

1. If $p < q$, then $pr < qr$ if both $pr$ and $qr$ are nonzero.

2. If $p < q$, then $sp < sq$ if both $sp$ and $sq$ are nonzero.

3. If $p = qr$, then $p > q$ and $p > r$.

The admissible order used in this chapter will be the (left) length-lexicographic order. We review it now. Suppose $\mathcal{Q}_0 = \{v_1, ..., v_n\}$ and $\mathcal{Q}_1 = \{a_1, ..., a_m\}$. We order first the vertices and the arrows in an arbitrary way and set the vertices smaller than the arrows.

$$v_1 < v_2 < ... < v_n < a_1 < a_2 < ... < a_m$$

Recall that we define the length of a path $p = a_1a_2...a_m$ is $m$, and we denote it $l(p) = m$.

An ordering on all the paths now follows: if $p$ and $q$ are two paths, then $p < q$ if one of the
1. \( l(p) < l(q) \),

2. \( l(p) = l(q) \), \( p = a_1...a_m \) and \( q = b_1...b_m \) for \( a_i, b_i \in Q_1 \), and \( a_1 < b_1 \).

3. \( l(p) = l(q) \), \( p = a_1...a_m \) and \( q = b_1...b_m \) for \( a_i, b_i \in Q_1 \), and there exists some \( 1 \leq i \leq m \), such that \( a_j = b_j \) for \( j < i \) and \( a_i < b_i \).

From now on, we will always assume that \(<\) is an admissible ordering on \( B \).

**Definition 4.3.** Let \( v = \sum \alpha_i p_i \) be a nonzero element of \( KQ \) where each \( \alpha_i \in K^* \) and \( p_i \in B \). We say the tip of \( v \) is \( p_i \) if \( p_i > p_j \) for all \( j \neq i \). We denote the tip of \( v \) by \( \text{tip}(v) \).

We denote the coefficient of the tip of \( v \) by \( C_{\text{tip}} \) and write \( C_{\text{tip}}(v) = \alpha_i \) if \( \text{tip}(v) = p_i \). If \( X \) is a subset of \( KQ \), we let

\[
\text{tip}(X) = \{ b \in B \mid b = \text{tip}(x) \text{ for some nonzero } x \in X \}
\]

We also define \( \text{Nontip}(v) = v - \text{tip}(v) \) and for a set \( X \) of \( KQ \), we define

\[
\text{Nontip}(X) = \{ \text{nontip}(v) \mid v \in X \}
\]

We will now define a noncommutative Gröbner basis for \( I \).

**Definition 4.4.** If \( I \) is a two-sided ideal of \( KQ \), define \( I_{\text{MON}} = \langle \text{tip}(I) \rangle \).

\( I_{\text{MON}} \) is an important ideal because it is used in defining the following:

**Definition 4.5.** Let \( A = KQ/I \) where \( I \) is an admissible ideal. Then the associated monomial algebra of \( A \), denoted \( A_{\text{MON}} \) is \( A_{\text{MON}} = KQ/I_{\text{MON}} \).
Definition 4.6. [8, 2.4] Let $I$ be a two sided ideal of $K\mathcal{Q}$. We say that a subset $\mathcal{G} \subset I$ is a Gröbner basis for $I$ with respect to $<$ if

$$\langle \text{tip}(\mathcal{G}) \rangle = I_{\text{MON}}$$

There are a few things to note. First, $\mathcal{G}$ need not necessarily be finite. However, if $I_{\text{MON}}$ can be generated finitely many elements, we have the following.

Theorem 4.7. [8, Proposition 2.8] If $I$ is an admissible ideal of a path algebra $K\mathcal{Q}$, then $I$ will always have a finite Gröbner basis.

Because $I_{\text{MON}}$ is a monomial ideal, the following proposition applies.

Proposition 4.8. [8, 2.5] Suppose $\mathcal{Q}$ is a finite quiver and $I$ an admissible ideal of $K\mathcal{Q}$. Then $I_{\text{MON}}$ has a unique minimal monomial generating set.

By the above proposition, $I_{\text{MON}}$ has a minimal monomial generating set, which we will denote $\mathcal{T}$. If $\mathcal{G}$ is a Gröbner basis of $I$, then $\text{tip}(\mathcal{G})$ contains $\mathcal{T}$. We may now define a reduced Gröbner basis of $I$.

Definition 4.9. [8, 2.5] Let $I$ be an admissible ideal in $K\mathcal{Q}$. Then $\mathcal{G}$ is a reduced Gröbner basis for $I$ with respect to $>$ if $\mathcal{G}$ is a Gröbner basis for $I$ and for every $g \in \mathcal{G}$, $C\text{tip}(g) = 1$ and if a path $p$ is a term of $g$, and $p$ contains a subpath $t$, where $t = \text{tip}(g')$ for some $g' \in \mathcal{G}$, then $g = g'$.

We also have the following

Proposition 4.10. [8] Let $I$ be an admissible ideal in $K\mathcal{Q}$. A set $\mathcal{G}$ of elements in $I$ is a reduced Gröbner basis for $I$ (with respect to $<$) if the following conditions hold:
1. If $g \in \mathcal{G}$, then $C\text{tip}(g) = 1$.

2. If $g \in \mathcal{G}$, then $g - \text{tip}(g) \in \text{Span}(\text{NonTip}(I))$.

3. $\text{tip}(\mathcal{G})$ is the minimal monomial generating set for $I_{\text{MON}}$

**Definition 4.11.** We say a set $S \subset KQ$ is tip-reduced if $s, s' \in S$ and $\text{tip}(s) = \text{tip}(s')p$ for some path $p \in Q$, then $s = s'$.

It follows that every reduced Gröbner basis is also a tip-reduced Gröbner basis. We now paraphrase a proposition of Green specific to our situation:

**Proposition 4.12.** [8, 2.2.2.4.1] Let $I$ be an admissible ideal of $KQ$ generated by uniform elements. Then $I$ has a finite reduced Gröbner basis $\mathcal{G} = \{G^2_1, ..., G^2_l\}$ with respect to $>$ where each $G^2_i$ is a uniform element of $KQ$.

Assume now that $I$ is an admissible ideal generated by uniform elements. Because the minimal generating set $\mathcal{T}$ of $I_{\text{MON}} \subset \text{tip}(\mathcal{G})$, we see that $I_{\text{MON}}$ is generated by elements $\{\text{tip}(G^2_1), \text{tip}(G^2_2), ..., \text{tip}(G^2_l)\}$. In view of the above proposition, since $I_{\text{MON}}$ is monomial and $\mathcal{G}$ is tip-reduced, and $\{\text{tip}(G^2_1), \text{tip}(G^2_2), ..., \text{tip}(G^2_l)\}$ is a minimal set of generators for $I_{\text{MON}}$.

The following notion will be needed later in the chapter:

**Definition 4.13.** We say two paths $p$ and $q$ overlap if there are three paths $t, r, s$ such that $s = s'$.

1. $l(r) \geq 1$

2. $tr = ps = tq$

3. $tr = p$
4.3 The AGS resolution

As seen in Chapter 2, a sequence of finite families \( \{f^j_i\} \) were constructed in an algorithmic way such that

\[
\ldots \rightarrow \bigoplus f^2_i K Q / f^2_i I \rightarrow \bigoplus f^1_i K Q / f^1_i I \rightarrow \bigoplus f^0_i K Q / f^0_i I \rightarrow \bar{A} \rightarrow 0
\]  

(4.1)

is a minimal projective resolution of \( \bar{A} \), where the differentials are induced by inclusion maps in \( K Q \). We attained this minimality by applying [15, theorem 2.4]. That is, after forming the set \( \{f^{n+1}_i\} \) such that \( \bigoplus f^{n+1}_i K Q = \bigoplus f^n_i K Q \cap \bigoplus f^{n-1}_j I \), we discard enough elements of the form \( f^{n+1}_i \) to obtain a set \( \{f^{n+1}_i\} \) such that no proper \( K \)-linear combination of a subset of \( \{f^{n+1}_j\} \) is in \( \bigoplus f^n_i I + \bigoplus f^{n+1} J \). However, there is no unique way to choose the \( f^j_i \)’s. In this section we construct families \( \{x^n_i\}, \{x^n_i'\} \) which satisfy the following properties. Recall, by abuse of notation, that \( \bigoplus x^n_i A \) denotes \( \bigoplus (x^n_i K Q / x^n_i I) \):

1. \( \{x^0_i\} = Q_0 \)

2. \( \{x^1_i\} = Q_1 \)

3. The set \( G = \{x^2_i\} \), where \( G \) is a reduced Gröbner basis for \( I \).

4. \( \{x^{n+1}_i\} \) can be chosen so that if \( P^n = \bigoplus x^{n+1}_i A \), then

\[
\ldots \rightarrow P^{n+1} \rightarrow P^n \rightarrow \ldots \rightarrow P^0 \rightarrow \bar{A} \rightarrow 0
\]

is a projective resolution of \( \bar{A} \) (but not necessarily minimal).

5. \( x^{n+1}_i \not\in \bigoplus x^n_k I \)
6. For every $i$ and $n$, $(\bigoplus x_i^n A) \bigoplus (\bigoplus x_i^{n'} A) = \bigoplus x_i^{n-1} A \cap x_i^{n-2} I$

These families, $\{x_i^n\}$, and $\{x_i^{n'}\}$ are not unique. In this chapter, we employ an algorithm found in [14], [1] to construct these sets. We call this algorithm the AGS algorithm. However, we reemphasize that $\{x_i^n\}$ is constructed in a way where it is possible that some $K$-linear combination of a subset of the $\{x_i^n\}$ is in $\bigoplus x_i^{n-1} I + \bigoplus x^{n'} J$, so the minimality of the resolution is not assured. For the convenience of the reader, we will review the algorithm. First, for the case $n = 2$, and then for the general case. To do so, we need the following definition.

**Definition 4.14.** [14] Let $I$ be an admissible ideal of $KQ$ and $\mathcal{G}$ be a fixed tip-reduced Gröbner basis of $I$. Let $p$ be a path in $Q$ of length $\geq 1$ and let $X(p)$ be the set of all paths $q$ which satisfying the following conditions:

1. $p$ left divides $q$ and $p \neq q$, that is $q = pr$ for some path $r$ of length $l(r) \geq 1$.

2. There is some element $G_i^2 \in \mathcal{G}$ such that tip($G_i^2$) right divides $q$ and $q \neq \text{tip}(G_i^2)$, that is $q = r \text{tip}(G_i^2)$ for some path $r$ with $l(r) \geq 1$.

3. If $q = q's$ and $q'$ satisfies (1) and (2), then $s$ is a vertex.

Note this definition is not symmetric and is only useful when studying right $A$-modules. We also note that $X(p)$ equals the disjoint union $X(p) = W(p) \sqcup O(p)$ where

$$W(p) = \{q \in X(p) \mid q = pz \text{tip}(G_i^2), \text{ for some path } z \text{ such that } l(z) \geq 1\}$$

and

$$O(p) = X(p) - W(p)$$
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$O(p)$ is a set which will be used repeatedly throughout the chapter for various paths $p$. We may use the following diagram to visualize the set $O(p)$: it is the set of shortest paths $q$ such that the following diagram can be constructed.

![Diagram](image)

We review now how this can be used to construct two families, $\{x^2_i(q)\}_{i=1}^{\hat{T}_1}$ and $\{x^2'_i(q)\}_{i=1}^{\hat{T}_1}$. We will ultimately show $\{x^2_i(q)\} = \{G^2_i\}$ after certain properties of $\{x^2_i(q)\}$ are established.

The construction of $\{x^2_i(q)\}$ and $\{x^2'_i(q)\}$ is outlined in the following steps:

**Step 1:** Set $\mathcal{Q}_0 = \{x^0_i\}_{i \in \hat{T}_0}$ and $\mathcal{Q}_1 = \{x^1_i\}_{i \in \hat{T}_1}$ where $\hat{T}_0, \hat{T}_1$ are indexing sets. Consequently, we have the following $K\mathcal{Q}$-presentation of $\bar{A}$

$$0 \to \bigoplus_{i \in \hat{T}_1} x^1_i K\mathcal{Q} \xrightarrow{H^1} \bigoplus_{i \in \hat{T}_0} x^0_i K\mathcal{Q} \xrightarrow{\pi} \bar{A} \to 0$$

where $H^1$ is the inclusion map. Note that $x^0_i$ and $x^1_j$ are uniform elements of $K\mathcal{Q}$ for all $i, j$ and the set $\{x^1_i\}_{i \in \hat{T}_1}$ is tip-reduced.

**Step 2:** Define the following sets

$$T_2 = \{(i, q) \mid i \in \hat{T}_1 \text{ and } q \in O(x^1_i)\}$$

and

$$U_2 = \{(i, q) \mid i \in \hat{T}_1 \text{ and } q \in W(x^1_i)\}$$

where the sets $W(x^1_i)$ and $O(x^1_i)$ are defined above. Note that we can have two different...
paths, $q_1$ and $q_2$, which both correspond to the same arrow $i$.

**Remark 4.15.** For each $(i, q) \in T_2$, we have $q = x_i^1 p_q = q' \text{tip}(G_j^2)$ for some paths $p_q$ and $q'$ and some index $j$. We consider $x_i^1 p_q - q' G_j^2$, which has no terms of length 0 because neither $x_i^1 p_q$ nor $q' G_j^2$ does. Thus $\pi(x_i^1 p_q - q' G_j^2) = 0$, which implies $x_i^1 p_q - q' G_j^2 \in \bigoplus_{i \in T_1} x_i^1 K \mathcal{Q}$. Hence, $x_i^1 p_q - q' G_j^2 = \sum_{k \in T_1} x_k^1 r_k$ for some $r_k$ in $K \mathcal{Q}$. It is important to note that $x_i^1 p_q = \text{tip}(q' G_j^2)$, which implies $\text{tip}(\sum_{k \in T_1} x_k^1 r_k) < x_i^1 p_q$. Consequently, $x_i^1 p_q$ is not a term in $\sum_{k \in T_1} x_k^1 r_k$. However it is possible to have $x_i^1 r_i$ appear as a summand in $\sum_{k \in T_1} x_k^1 r_k$. If that is the case, then $\text{tip}(r_i) < p_q$.

If $G_j^2 = \text{tip}(G_j^2)$, then $x_i^1 p_q - q' G_j^2 = 0$ as both $x_i^1 p_q$ and $q' G_j^2$ will be paths.

**Step 3:** For each $(i, q) \in T_2$, we set $x_{i, q}^2 = x_i^1 p_q - \sum_{k \in T_1} x_k^1 r_k$. It is clear $x_{i, q}^2 \in \bigoplus x_i^1 K \mathcal{Q}$. Because $q' G_j^2 \in \bigoplus x_i^0 I$,

$$x_{i, q}^2 \in \bigoplus_{i \in T_1} x_i^1 K \mathcal{Q} \cap \bigoplus_{i \in T_0} x_i^0 I$$

Moreover, $\text{tip}(x_{i, q}^2) = x_i^1 p_q$ by construction.

**Step 4:** If $(i, q) \in U_2$ then there exists a path $z_q$ and $G_j^2$ such that $q = x_i^1 z_q \text{tip}(G_j^2)$. Define $x_{i, q}^2' = x_i^1 z_q G_j^2$. It is clear that $x_{i, q}^2' \in \bigoplus x_i^1 I$ and $\text{tip}(x_{i, q}^2') = x_i^1 z_q \text{tip}(G_j^2) = q$.

We show now that if $(i, q) \in T_2$, then $x_{i, q}^2 = G_j^2$ for some $j$. Because $q = x_i^1 p_q = q' \text{tip}(G_j^2) \in O(x_i^1)$, we must have $l(q') = 0$ (Otherwise, $(i, q) \notin T_2$). This implies that

$$x_i^1 p_q - G_j^2 = -\text{nontip}(G_j^2)$$
which can be written as an element in $\bigoplus x_k^1 K Q$. Suppose $\text{nontip}(G_j^2) = \sum_{k \in T_1} x_k^1 r_k$. Then

$$x_{(i,q)}^2 = x_i^1 p_q + \sum_{k \in T_1} x_k^1 r_k = \text{tip}(G_j^2) + \text{nontip}(G_j^2) = G_j^2$$

We have shown that every $x_{(i,q)}^2 = G_j^2$ for some $j$. Now suppose $(i_1, q_1) \neq (i_2, q_2)$ are two pairs corresponding to $x_{(i_1,q_1)}^2$ and $x_{(i_2,q_2)}^2$, respectively. By construction, $\text{tip}(x_{(i,j,q_j)}^2) = x_{i_j}^1 p_{q_j}$ for $j = 1, 2$. Because $(i_1, q_1) \neq (i_2, q_2)$ either $i_1 \neq i_2$ or $q_1 \neq q_2$. If $i_1 \neq i_2$, then $x_{i_1}^1 \neq x_{i_2}^1$, which implies $x_{(i_1,q_1)}^2 \neq x_{(i_2,q_2)}^2$. If $q_1 \neq q_2$ then the same conclusion can be reached. Thus each pair $(i, q)$ corresponds uniquely to a $G_j^2$.

Now we show that for every $j$, $G_j^2 = x_{(i,q)}^2$ for some pair $(i, q)$. Notice that $\text{tip}(G_j^2) = x_i^1 p$ for some path $p$ and some arrow $x_i^1$. $\{G^2_j\}$ is tip-reduced, so there is a unique pair $(i, q)$ such that $q = x_i^1 p$. By the above argument, we know this pair $(i, q)$ yields $x_{(i,q)}^2 = G_j^2$. Then, if necessary, reindex the set $\{x_{(i,q)}^2\}$ with a single index as $\{x_j^2\}$ in a way so that $x_j^2 = G_j^2$.

We are now ready to review the algorithm found in [1,4] to construct the sets $\{x_n(i,q)\}, \{x_n'(i,q)\}$ for all $n \geq 3$. We do this inductively, using the case $n = 2$ as our base case. Assume $\hat{T}_j = \{x_j^j\}$ and $\hat{U}_j = \{x_j'^j\}$ has been constructed for all $j \leq n$. We may reindex and write

$$\hat{T}_j = \{x_i^j\}_{1 \leq j \leq \nu}$$

and

$$\hat{U}_j = \{x_i'^j\}_{1 \leq j \leq \mu}$$

we then construct an element $x_{(i,q)}^{n+1}$ by the following steps:

**Step 1**: For every $i$, we may assume, by the inductive hypothesis, that $\text{tip}(x_i^n) = \text{tip}(x_k^{n-1})t_{k,i}^{n-1,n}$
where \( t_{k,i}^{n-1,n} \) is a path in \( Q \).

**Step 2:** Compute \( X(t_{k,i}^{n-1,n}) \) and construct

\[
T_{n+1} = \{(i, q) \mid x_i^n \in \hat{T}_n \text{ and } q \in O(t_{k,i}^{n-1,n})\}
\]

and

\[
U_{n+1} = \{(i, q) \mid x_i^n \in \hat{T}_n \text{ and } q \in N(t_{k,i}^{n-1,n})\}
\]

**Step 3:** For \((i, q) \in T_{n+1}\), write \( q = t_{k,i}^{n-1,n} p_q = z_q \text{tip}(x_i^2) \) for some \( x_i^2 \), where \( z_q \) and \( p_q \) are paths in \( Q \). Then

\[
\text{tip}(x_i^n)p_q = \text{tip}(x_k^{n-1})t_{k,i}^{n-1,n}p_q = \text{tip}(x_k^{n-1})q = \text{tip}(x_k^{n-1})z_q \text{tip}(x_i^2)
\]

and let

\[
d = x_i^n p_q - x_k^{n-1} z_q x_i^2
\]

Notice that

\[
x_i^n p_q \in \bigoplus_{\hat{T}_n} x_j^n KQ
\]

so \( x_k^{n-1} \in \bigoplus_{\hat{T}_{n-2}} x_j^{n-2} KQ \) by the induction hypothesis. We may assume \( x_k^{n-1} z_q x_i^2 \in \bigoplus_{\hat{T}_{n-2}} x_j^{n-2} I \) as \( x_i^2 \in I \). Thus

\[
x_k^{n-1} z_q x_i^2 \in \bigoplus_{\hat{T}_{n-1}} x_j^{n-1} KQ \cap \bigoplus_{\hat{T}_{n-2}} x_j^{n-2} I
\]
By the inductive hypothesis,

$$\bigoplus_{T_{n-1}} x_j^{n-1} K \mathcal{Q} \cap \bigoplus_{T_{n-2}} x_j^{n-2} I = \left( \bigoplus_{T_n} x_j^n K \mathcal{Q} \right) \bigoplus \left( \bigoplus_{U_n} x_j^{n'} K \mathcal{Q} \right)$$

Thus

$$d \in \left( \bigoplus_{T_n} x_j^n K \mathcal{Q} \right) \bigoplus \left( \bigoplus_{U_n} x_j^{n'} K \mathcal{Q} \right)$$

and so we can write

$$d = x_i^n p_q - \lambda x_k^{n-1} z_q x_t^2 = \sum_{T_n} x_j^n r_j + \sum_{U_n} x_j^{n'} w_j$$

Step 3: Set $x_{(i,q)}^{n+1} = x_i^n p_q - \sum_{T_n} x_j^n r_j$.

Step 4: For $(i,q)$ in $U_{n+1}$, $\text{tip}(x_k^n) z_q \text{tip}(x_t^2) = q$ for some index $t$ and some path $z_q$. Set $x_{(i,q)}^{n+1'} = x_k^n z_q x_t^2$.

**Remark 4.16.** Clearly $x_{(i,q)}^{n+1} \in \bigoplus_{T_n} x_j^n K \mathcal{Q}$, and

$$x_{(i,q)}^{n+1} = x_k^{n-1} z_q x_t^2 + \sum_{U_n} x_j^{n'} w_j \in \bigoplus_{T_{n-1}} x_j^{n-1} I$$

Also, $x_{(i,q)}^{n+1'} \in \bigoplus_{T_n} x_j^n I$, which implies

$$x_{(i,q)}^{n+1'} \in \bigoplus_{T_n} x_j^n K \mathcal{Q} \cap \bigoplus_{T_{n-1}} x_j^{n-1} I$$
We must have

\[
\left( \bigoplus_{(i,q) \in T_{n+1}} x_{i}^{n+1} KQ \right) \bigoplus \left( \bigoplus_{(i,q) \in U_{n+1}} x_{i}^{n+1} KQ \right) \subset \bigoplus_{T_{n}} x_{j}^{n} KQ \cap \bigoplus_{T_{n-1}} x_{j}^{n-1} I
\]

In fact, equality holds. For the reverse containment, we repeat the proof from [14] for the convenience of the reader. Suppose

\[
\bigoplus_{\hat{T}_{n+1}} x_{i}^{n+1} A + \bigoplus_{\hat{U}_{n+1}} x_{j}^{n+1} A
\]

does not generate \( \bigoplus_{\hat{T}_{n}} x_{i}^{n} KQ \cap \bigoplus_{\hat{T}_{n-1}} x_{i}^{n-1} I \). Let \( y \in \bigoplus_{\hat{T}_{n}} x_{i}^{n} KQ \cap \bigoplus_{\hat{T}_{n-1}} x_{i}^{n-1} I \) be chosen such that \( \text{tip}(y) \) is minimal with respect to the property that

\[
y \notin \left( \bigoplus_{\hat{T}_{n+1}} x_{i}^{n+1} A \right) \bigoplus \left( \bigoplus_{\hat{U}_{n+1}} x_{j}^{n+1} A \right)
\]

However, because \( y \in \bigoplus_{\hat{T}_{n}} x_{i}^{n} KQ \), \( \text{tip}(y) = \text{tip}(x_{i}^{n})p \) for some \( x_{i}^{n} \in \hat{T}_{n} \) and some path \( p \) in \( Q \). But because \( y \in \bigoplus_{\hat{T}_{n-1}} x_{i}^{n-1} I \), we have \( \text{tip}(y) = \text{tip}(x_{k}^{n-1})w\text{tip}(x_{r}^{2})z \) for some index \( k \) and some paths \( w, z \). We may choose the index \( r \) such that \( w \) has minimal length. In other words, if \( w_{1}\text{tip}(x_{i}^{2})z_{1} = w_{2}\text{tip}(x_{i}^{2})z_{2} \), we know \( l(w_{2}) \leq l(w_{1}) \). Thus \( \text{tip}(x_{k}^{n-1})w\text{tip}(x_{r}^{2})z = \text{tip}(x_{i}^{n})p \) and either \( \text{tip}(x_{i}^{2}) \) overlaps \( \text{tip}(x_{i}^{n}) \) or it does not. If they do overlap, then there exists some \( l \) such that \( \text{tip}(x_{i}^{n+1})z = \text{tip}(y) \). Then, for \( \lambda \in K^{*} \),

\[
y - \lambda x_{i}^{n+1} z \notin \bigoplus_{\hat{T}_{n+1}} x_{i}^{n+1} A + \bigoplus_{\hat{U}_{n+1}} x_{j}^{n+1} A
\]

However \( \text{tip}(y - \lambda x_{i}^{n+1} z) < \text{tip}(y) \), which contradicts our choice of \( y \). Thus \( \text{tip}(x_{i}^{n}) \) and \( \text{tip}(x_{i}^{n}) \)
do not overlap. Consequently, there exists some \( x_i^{n+1'} \in \hat{U}_{n+1} \) such that \( \text{tip}(x_i^{n+1'})z = \text{tip}(y) \) for some path \( z \in Q \). This leads to a similar contradiction. Thus no such \( y \) exists and

\[
\bigoplus x_i^n KQ \cap \bigoplus x_i^{n-1} I = \left( \bigoplus_{\hat{T}_{n+1}} x_i^{n+1} KQ \right) \bigoplus \left( \bigoplus_{\hat{U}_{n+1}} x_j^{n+1'} KQ \right)
\]

We now have a family \( \{ x_i^n \} \) which satisfy the following conditions:

1. \[
\bigoplus_{T_n} x_i^n KQ \cap \bigoplus_{T_{n-1}} x_i^{n-1} I = \left( \bigoplus_{\hat{T}_{n+1}} x_i^{n+1} KQ \right) \bigoplus \left( \bigoplus_{\hat{U}_{n+1}} x_j^{n+1'} KQ \right)
\]

2. \( x_i^n \not\in \bigoplus_{T_n} x_j^{n-1} I \).

3. Each \( x_i^n \) is uniform.

4. For every \( n \), the set \( \{ x_i^n \} \) is tip reduced.

Notice \( \{ \text{tip}(x_i^n) \}_{1 \leq i \leq n} \) is chosen uniquely. We may now apply the methods found in [16] to conclude

\[
\ldots \bigoplus_{x_j^n \in T_n} x_j^n KQ \to \ldots \to \bigoplus_{x_j^1 \in T_0} \to \bar{A} \to 0
\]

is a projective (not necessarily minimal) resolution of \( \bar{A} \) over \( A \) and we call this resolution the AGS resolution of \( \bar{A} \) over \( A \).

### 4.4 The Monomial Algebra Case

Let \( Q \) be a finite quiver and let \( I \) be an admissible monomial ideal of \( KQ \). Let \( A = KQ/I \).

We know \( I \) is generated by \( \{ x_1^2, \ldots, x_{l_2}^2 \} \) where \( \{ x_i^2 \} \) is constructed as in the previous section.
In this section we find that there are necessary and sufficient conditions for $E(A)$ to be generated in degrees 0,1, and 2. To do so, we start with the following.

**Proposition 4.17.** $x_i^n$ is a monomial for all $i$, $n$.

**Proof.** We proceed by induction on $n$. The case $n = 1$ is trivial because $\{x_i^1\}$ is the set of arrows, each $x_i^1$ is a path. Assume now that for all $j \leq n$, $x_i^j$ is a monomial. We show that $x_i^{n+1}$ is monomial for all $s$. To do so, for every $i$, consider $x_i^n = x_k^{n-1}h_{k,i}^{n-1}$ for some path $h$ and some index $k$. Suppose $q \in O(h_{k,i}^{n-1})$ and $p$ is a path such that $h_{k,i}^{n-1}p = q$. Consider the difference $d = x_i^n p - x_k^{n-1} q$. We assume $x_i^n$ and $x_k^{n-1}$ are monomials by induction and $p$ and $q$ are paths. This implies $d = 0$. Consequently, there is an index $s$ such that $x_s^{n+1} = x_i^n p$ is a monomial and the proof is complete.

It is a known fact, see [12], that for monomial algebras, the AGS resolution is always minimal. For the convenience of the reader, we provide a proof here. We do so by connecting $\{x_i^n\}$ to the $m$-chains described in 3.2. It suffices to prove that for every $m$, $\{x_i^m\} = \Gamma_m$.

**Proposition 4.18.** For a monomial algebra $A = KQ/I$ where $I$ is an admissible ideal, $\{x_i^m\} = \Gamma_m$ for every $m \geq 0$.

**Proof.** We use induction on $m$. For the base case, notice $\{x_i^1\} = \Gamma_1$ as both are the set of arrows, so each $x_i^1$ is a path. Now assume for all $n < m$, $\{x_i^n\} = \Gamma_n$. Now consider $x_i^m$ for some $i$. By the construction in the previous proof, we know $x_i^m = x_k^{m-1}p$ for some path $p$ and some index $k$. More specifically, to obtain $p$, we write $x_k^{m-1} = x_j^{m-2}h$ for some path $h$ where $hp \in O(h)$. This implies that some $x_s^2$ left divides $hp$. In other words, $x_i^m = x_j^{m-2}hp$ where, by the inductive hypothesis, $x_j^{m-2} \in \Gamma_{m-2}$ and $x_k^{m-1} = x_j^{m-2}h \in \Gamma_{m-1}$. Moreover,
again by the induction hypothesis, \( x_s^2 \in \Gamma_2 \). It follows that \( hp \) contains a subpath in \( \Gamma_2 \).

Thus \( x_i^m \in \Gamma_m \).

Conversely, suppose \( qrs \in \Gamma_m \), where \( q \in \Gamma_{m-2} \), \( qr \in \Gamma_{m-1} \), and \( rs \) contains a subpath in \( \Gamma_2 \). By the inductive hypothesis, we assume \( q = x_{j}^{m-2} \), \( qr = x_{k}^{m-1} \), and \( x_i^2 \) is a subpath of \( rs \), for some \( j, k, t \). Note that \( x_i^2 \) right divides \( rs \), otherwise \( qrs \) would have a proper subpath which is also an \((m-1)\)-prechain, contradicting our choice of \( qrs \). In other words, \( rs \in O(r) \).

Thus \( qrs = x_i^m \) for some \( i \).

Let \( v_k^m = t(x_k^m) \). Now that we know \( \{x_i^m\} = \Gamma_m \) for each \( m \), we see immediately that

\[
... \bigoplus_k v_k^m A \to \bigoplus v_k^{m-1} A \to ... \to \bigoplus v_k^1 A \to \bigoplus v_k^0 A \to \bar{A} \to 0
\]

is a minimal projective resolution of \( \bar{A} \) over \( A \). As in Chapter 2, we may define basis elements of \( E(A) \) to be of the form

\[
(x_i^m)^* = (0, \ldots, 0, \pi_i^m, 0, \ldots, 0) \in \text{Hom}_A(\bigoplus v_k^m A, \bar{A})
\]

which is the matrix with nonzero \( m^{th} \) entry \( \pi_i^m \).

Now we introduce a set which will be of key importance in the next theorem.

**Definition 4.19.** Let \( A = KQ/I \) be a monomial algebra and let \( S \subset KQ \) be the set of paths \( p \) in \( Q \) such that

1. \( x_t^2 p = tx_r^2 \) for some path \( p \) where \( l(t) \geq 1 \) and \( x_r^2 = wp \) for some path \( w \) such that \( l(w) \geq 1 \).
2. If \( p \) and \( p' \) are such that \( x_i^2 p = rx_i^2 \) and \( x_i^2 p' = r'x_i^2 \) and \( p \) and \( p' \) left divides \( x_i^2, x_i^2 \) respectively, then \( p = p' \).

It is important to note that if \( A = K Q / I \) is a monomial algebra, then the reduced Gröbner basis of \( I \) is the unique minimal monomial generating set of \( I \).

**Theorem 4.20.** Let \( A = K Q / I \) be a monomial algebra where \( G = \langle x_i^2 \rangle_{1 \leq i \leq l} \) is the unique minimal monomial generating set of \( I \). Then \( E(A) \) is generated in degrees 0, 1, and 2 if and only if for all paths \( p \in S \), we have that if \( q \in O(p) \), then either \( q \in G \) or \( l(q) = l(p) + 1 \).

Before we prove the theorem, we provide some illustrating examples.

**Example 4.21.** Let \( Q \) be given by the following quiver

\[
\begin{array}{c}
a \\
\circlearrowleft \\
b \\
\circlearrowleft \\
\end{array}
\]

and let \( A = K Q / I \) where \( I = \langle a^3, b^2, aba \rangle \) and

\[
G = \{ a^3, b^2, aba \}
\]

so we can set

\[
\begin{align*}
x_1^2 &= a^3 \\
x_2^2 &= b^2 \\
x_3^2 &= aba
\end{align*}
\]
It is easy to see $S = \{ba, a, b\}$ and consider the path $p = ba \in S$. Note that as paths,

$$a^2(aba) = (a^3)ba$$

and we compute $O(ba) = \{baba, ba^3\}$ Because $baba \notin G$ and $l(baba) = 4 = l(ba) + 2$, by the above theorem, $E(A)$ cannot be generated in degrees 1 and 2.

**Example 4.22.** Let $Q$ be

![Diagram](image)

and let $A = KQ/I$ where $I = \langle aba, bab, a^2, b^2 \rangle$ and

$$G = \{aba, bab, a^2, b^2\}$$

So we can set

$$x_1^2 = aba$$
$$x_2^2 = bab$$
$$x_3^2 = a^2$$
$$x_4^2 = b^2$$

Clearly, $S = \{a, b, ba, ab\}$.

1. $p = ba$. Indeed we see

$$a(aba) = a^2(ba)$$

and $O(ba) = \{bab, ba^2\}$. Notice $bab \in G$ and $l(ba^2) = l(ba) + 1$. 
2. \( p = a \) Indeed we see 

\[ b(aba) = (bab)a \]

and \( O(a) = \{aba, a^2\} \). Notice both \( aba \) and \( a^2 \) are elements in \( \mathcal{G} \).

3. \( p = b \). Indeed we see 

\[ b(b^2) = (b^2)b \]

and \( O(b) = \{bab, b^2\} \). Notice both \( bab \) and \( b^2 \) are elements in \( \mathcal{G} \).

4. \( p = ab \). Indeed we see 

\[ b(bab) = (b^2)ab \]

and \( O(ab) = \{aba, ab^2\} \). Notice \( aba \in \mathcal{G} \) and \( l(ab^2) = l(ab) + 1 \).

By the above theorem, we know \( E(A) \) must be generated in degrees 0, 1 and 2. Moreover, we can even determine the generators of \( E(A) \). Because we know \( \{x_i^m\} = \Gamma_m \) and \( \Gamma_m = \{j_i^f\} \) from Chapter 2, the results of Chapter 2 apply. Specifically, we can apply 2.10 to see both \( (a^2)^* = a^*a^* \) and \( (b^2)^* = b^*b^* \) are elements in \( (\text{Ext}_A^1(\bar{A}, \bar{A}))^2 \). The same corollary tells us that \( a^*b^*a^* \) and \( b^*a^*b^* \) are not elements in \( (\text{Ext}_A^1(\bar{A}, \bar{A}))^2 \), thus must be minimal generators of \( E(A) \). Thus the set of generators for \( E(A) \) are as follows:

\[ v^*, a^*, b^*, (aba)^*, (bab)^* \]

Example 4.23. Truncated Monomial Algebras: Let \( A = K\mathcal{Q}/I \) be a monomial algebra where \( I \) is the ideal generated by all the paths of length \( m \). Let \( |\mathcal{Q}_0| = n \) and \( |\mathcal{Q}_1| = c \). Let \( p \) be any path in \( \mathcal{Q} \) such that \( p \not\in I \). Suppose \( O(p) \) is nonempty, and let \( q \in O(p) \). Then for
some index \( l \) and some paths \( w, z \),

and we know \( l(x_i^2) = m \), which implies \( l(pz) \geq m \). If \( l(pz) > m \), then \( pz = x_i^2 t' \) where \( l(x_i^2) = m \)

which implies that \( x_i^2 \in O(p) \) and \( x_i^2 \) left divides \( q \). This contradicts our choice that \( q \in O(p) \). Thus, \( l(pz) = m \), which implies that \( l(w) = 0 \). Consequently, \( q = x_i^2 \in \mathcal{G} \).

We have shown that for all paths \( p \notin I \), if \( q \in O(p) \), \( q \in \mathcal{G} \). Because \( S \cap I = \emptyset \), the same holds for all \( p \in S \). Therefore \( E(A) \) is generated in degrees 0, 1, and 2.

If \( m = 2 \), by 2.10, we see that for all \( x_i^2 \), \( (x_i^2)^* = (x_k^1)^*(x_s^1)^* \) for some indices \( k, s \). Thus \( E(A) \) is generated in degree 0 and 1. If \( m > 2 \), then, also by 2.10, we see that for all \( x_i^2 \), \( (x_i^2)^* \notin \text{Ext}_A^1(\bar{A}, \bar{A})^2 \), thus must be a minimal generator. Then the minimal generators of \( E(A) \) are the following:

\[
\{(x_1^0)^*, \ldots, (x_n^0)^*, (x_1^1)^*, \ldots, (x_n^1)^*, (x_1^2)^*, \ldots, (x_n^2)^*\}
\]

This example shows it is not always necessary to compute \( S \).

**Example 4.24.** Let

\[
A = K[x_1, \ldots, x_n]/(x_j x_i, x_i^{m_i} \mid i \neq j)
\]
where
\[ G = \{ x_j x_i, x_i^{m_i} \mid i \neq j \} \]

Then
\[ S = \{ x_i \mid 1 \leq i \leq n \} \]
because \( x_i^{m_i} \in G \). Notice that for all \( i, q \in O(x_i) \) implies \( q \in \{ x_i^{m_i}, x_i x_k \mid k \neq i \} \subset G \). Thus \( E(A) \) is generated in degrees 0,1,2. By 2.8, we know that the minimal generators of degree 2 are of the form \( (x_i^{m_i})^* \) where \( m_i \geq 3 \).

**Example 4.25.** Here is another local monomial algebra.

\[ A = K[x_1, ..., x_n]/\langle x_j x_i, x_i^{m_i}, x_n^{m_n} \mid 1 \leq i < j \leq n \rangle \]

where
\[ G = \{ x_j x_i, x_i^{m_i}, x_n^{m_n} \mid 1 \leq i < j \leq n \} \]

Then
\[ S = \{ x_i \mid 1 \leq i \leq n \} \]
because \( x_i^{m_i} \in G \). Notice that for all \( i, q \in O(x_i) \) implies \( q \in \{ x_i^{m_i}, x_i x_k \mid 1 \leq k < i \} \subset G \).

Thus \( E(A) \) is generated in degrees 0,1,2. By 2.8, we know that the minimal generators of degree 2 are of the form \( (x_i^{m_i})^* \) where \( m_i \geq 3 \).

**Remark 4.26.** Recall 3.12, which states that given a monomial algebra, for every \( j \) and \( s \), we have \( (x_i^j)^* (x_r^s)^* = (x_k^{j+s})^* \) if and only if \( x_i^j x_r^s = x_k^{j+s} \).
Lemma 4.27. For every $k$, let $x_k^2 = aq$ where $a \in Q_1$ and $q$ is a path in $Q$. Then $p \in S$ implies $qp \in O(p_k^2)$ for some $k$.

Proof. Suppose $p \in S$ and $qp \not\in O(q)$. Because $p \in S$, we know there exist indices $k, t$ and a path $r$ such that $x_k^2 p = r x_t^2$. Also, since $qp \not\in O(q)$, we know there exists a path $p'$ such that for some path $z$ where $l(z) \geq 1$, we have $p' z = p$ and $qp' \in O(q)$. In other words, $qp = z x_s^2$ for some index $s$. This implies $x_k^2 p' = a z x_s^2$. However, by 4.19, this implies $p = p'$.

We now prove the theorem 4.20.

Proof. Let $G = \{x_i^2\}_{i=1}^{l^2}$ be the reduced Gröbner basis for $I$. For each $k$, we may write $x_k^2 = a_k^2 p_k^2$ where $a_k^2 \in Q_1$ and $p_k^2$ is a path in $Q$. Recall how we construct the set $\{x_i^3\}$. For every $i$, $x_i^3 = a_k^2 q$ where $q \in O(p_k^2)$. From the algorithm we see that any $x_i^3$ is the dotted path in the following diagram.

```
\begin{tikzpicture}
  \node (x1) at (0,3) {$x_k^2$};
  \node (x2) at (3,0) {$x_i^3$};
  \node (a) at (0,1) {$a_k^2$};
  \node (p) at (2,1) {$p_k^2$};
  \node (z) at (1,0) {$z$};
  \node (w) at (2,0) {$w$};
  \node (t) at (3,0) {$t$};
  \node (q) at (0,-1) {$q$};
  \draw[->, bend left] (x1) to (a);
  \draw[->, bend right] (a) to (x2);
  \draw[->, dashed] (x1) to (p);
  \draw[->, dashed] (p) to (z);
  \draw[->, dashed] (z) to (w);
  \draw[->, dashed] (w) to (t);
  \draw[->, dashed] (t) to (x2);
  \draw[->, dashed] (x1) to (q);
\end{tikzpicture}
```

where $q = z x_i^2 = p_k^2 t$ and $x_i^3 = w t$ and $l(a_k^1) = 1, l(p_k^2) \geq 1$, and $l(t) \geq 1$ (We know $l(t) \geq 1$ because $p_k^2 \not\in I$ and $p_k^2 t \in I$).

Now suppose $p \in S$. We claim that $p = t$ for some $x_i^3$ in the diagram above. If $t \in S$, then $x_k^2 p = m x_i^3$ for some path $m$ and some indices $k, r$. We can write $x_k^2 = a_k^2 p_k^2$. Because $p \in S$, we know $p_k^2 p \in O(p_k^2)$ by 4.27. Thus the claim holds and such an $x_i^3$ exists.
(⇒) Assume \( E(A) \) is generated in degree 0, 1, and 2. Let \( t \in S \) and \( x_i^3 \) chosen so that \( x_i^3 = x_k^2 t \). By the above remark, one of the following three cases must occur:

1. Case I: \((x_i^3)^* = (x_{k_1}^1)^* (x_{k_2}^1)^* (x_{k_3}^1)^* \) which implies \( x_i^3 = x_{k_1}^1 x_{k_2}^1 x_{k_3}^1 \).

2. Case II: \((x_i^3)^* = (x_{k_1}^2)^* (x_{k_2}^1)^* \) which implies \( x_i^3 = x_{k_1}^2 x_{k_2}^1 \).

3. Case III: \((x_i^3)^* = (x_{k_1}^1)^* (x_{k_2}^2)^* \) which implies \( x_i^3 = x_{k_1}^1 x_{k_2}^2 \).

Case I: Assume \( x_i^3 = x_{k_1}^1 x_{k_2}^1 x_{k_3}^1 \). Then \( a_k^1 = x_{k_1}^1 \) which implies that \( q = x_{k_2}^1 x_{k_3}^1 \). Because \( q \in O(p_k^2) \), we know \( q = z x_r^2 \) for some path \( z \) and some \( r \). Because \( l(x_r^2) \geq 2 \), we must have \( q = x_r^2 \).

Case II: Assume \( x_i^3 = x_{k_1}^2 x_{k_2}^1 \). Then consider the following diagram

and we see \( l(q) = l(p_{k_1}^2) + 1 \).

Case III: Assume \( x_i^3 = x_{k_1}^1 x_{k_2}^2 \). Similar to Case 1, we must have \( a_k^1 = x_{k_1}^1 \) and \( q = x_{k_2}^2 \in G \).

With these three cases, we have shown that for all \( q \in O(p_k^2) \), either \( l(q) = l(p_k^2) + 1 \) or \( q \in G \).

Now we repeat our argument as we consider the construction of \( \{ x_i^4 \} \). To construct \( x_j^4 \)
for any \( j \), we first start with an \( x_i^3 \),

Now we find \( O(t) \). Suppose \( q' \in O(t) \) Then \( q' = tt' \) for some path \( t' \) such that \( l(t') \geq 1 \) such that \( tt' = z'w'x_i^2 \) for some \( s \). Then \( x_i^4 \) can be visualized by the following diagram:

Because we assume \( E(A) \) is generated in degrees 0,1, and 2, we may assume one of the following holds:

1. Case I: \((x_i^4)^* = (x_{k_1}^1)^*(x_{k_2}^1)^*(x_{k_3}^1)^*(x_{k_4}^1)^*\), which implies \( x_i^4 = x_{k_1}^1 x_{k_2}^1 x_{k_3}^1 x_{k_4}^1 \)

2. Case II: \((x_i^4)^* = (x_{k_1}^1)^*(x_{k_2}^2)^*(x_{k_3}^2)^*\), which implies \( x_i^4 = x_{k_1}^1 x_{k_2}^1 x_{k_3}^2 \)

3. Case III: \((x_i^4)^* = (x_{k_1}^1)^*(x_{k_2}^1)^*(x_{k_3}^2)^*\), which implies \( x_i^4 = x_{k_1}^1 x_{k_2}^2 x_{k_3}^1 \)

4. Case IV: \((x_i^4)^* = (x_{k_1}^2)^*(x_{k_2}^1)^*(x_{k_3}^1)^*\), which implies \( x_i^4 = x_{k_1}^2 x_{k_2}^1 x_{k_3}^1 \)

5. Case V: \((x_i^4)^* = (x_{k_1}^2)^*(x_{k_2}^2)^*\), which implies \( x_i^4 = x_{k_1}^2 x_{k_2}^2 \)
Case I: Assume $x_i^4 = x_{k_1}^1 x_{k_2}^1 x_{k_3}^1$. Then $l(x_i^4) = 4$. Because $l(a_k^2) = 1, l(p_k^1) \geq 1, l(t) \geq 1$, and $l(t') \geq 1$, we must have $a_k^2, p_k^2, t$, and $t'$ are all arrows and $a_k^2 = x_{k_1}^1, p_k^2 = x_{k_2}^1, t = x_{k_4}^1$ and $t' = x_{k_4}^1$. Consequently, $q' = x_{s}^2$.

Case II: Assume $x_i^4 = x_{k_1}^1 x_{k_2}^1 x_{k_3}^1$. Then, as before, we must have $x_{k_1}^1 = a_k^2$, and $x_{k_3}^1 = x_{k_3}^2$. Then $x_{k_2}^1 = p_k^2 z'$. Because $l(p_k^2) \geq 1$, we must have $p_k^2 = x_{k_2}^1$. Consequently, $q' = x_{s}^2$.

Case III: Assume $x_i^4 = x_{k_1}^1 x_{k_2}^2 x_{k_3}^1$. Then $a_k^2 = x_{k_1}^1$ as before. We must have $x_{k_2}^2 m_1 = z x_{r}^2 m_2$ for some paths $m_1, m_2$. However, if either $l(m_1), l(m_2)$, or $l(z) \geq 1$, then $G$ is not a reduced Gröbner basis. Thus, we have $x_{k_2}^2 = x_{r}^2$. Consequently, $x_{k_3}^1 = t'$, which implies that $l(q') = l(q) + 1$.

Case IV: Assume $x_i^4 = x_{k_1}^2 x_{k_2}^1 x_{k_3}^1$. Then $x_{k_1}^2 = x_{k}^1$ and because $l(t) \geq 1$ and $l(t') \geq 1$, we must have $t = x_{k_2}^1$ and $t' = x_{k_3}^1$, and $x_{s}^2 = q'$. Thus $q' \in G$.

Case V: Assume $x_i^4 = x_{k_1}^2 x_{k_2}^2$. Then $x_{k_1}^2 = x_{k}^2$ and $x_{k_2}^2 = x_{s}^2$. We then have $l(z') = 0$, which implies $q' = x_{s}^2$. Consequently, $q' \in G$.

In all cases, we have $q' \in G$ or $l(q') = l(q) + 1$. Because for all paths $p$ such that $a x_i^2 = x_{k}^2 p$ there exists some $x_i^3$ with $p = t$ the claim holds.

To prove the converse, we proceed by induction on $n$ to show that if $(x_i^n)^*$ is generated in degrees 0, 1, 2, then for all $k$ such that $x_k^{n+1} = x_k^n h_{i,k}^{n-1,n}$, $(x_k^{n+1})^*$ is also generated in degrees 0, 1, and 2. The case where $n = 2$ is trivial because every $(x_i^2)^*$ is generated in degree 2. We
start by visualizing $x_i^n = x_{j,i}^{n-1}h_{j,i}^{n-1,n}$. for some indices $m_1, m_2$ and some paths $z, t$. Because $zx_{m_2}^2 = x_{m_1}^2h_{j,i}^{n-1,n}$, we know for all $q \in O(h_{j,i}^{n-1,n})$ either $q \in G$ or $l(q) = l(h_{j,i}^{n-1,n})$.

Case I: Assume $q \in G$. Then $q = x_s^2$ for some $s$ and $x_k^{n+1} = x_j^{n-1}x_s^2$. By the inductive hypothesis, we assume $(x_j^{n-1})^*$ is generated in degree 0,1, and 2. It follows that $(x_k^{n+1})^*$ is as well.

Case II: Assume $l(q) = l(h_{j,i}^{n-1,n}) + 1$. Then $x_k^{n+1} = x_t^nx_m$ for some index $m$. By the inductive hypothesis, we assume $(x_t^*)^*$ is generated in degree 0,1, and 2, so it follows that $(x_k^{n+1})^*$ is also generated in degrees 0,1, and 2.

4.5 The Case Where the AGS Resolution is Minimal

In this section, suppose $A$ is a finitely generated graded $K$-algebra and $A = KQ/I$. We consider the important case where the AGS resolution is a minimal resolution of $\bar{A}$. In other words, we consider the case where for each $j$, $\{x_i^j\} = \{f_i^j\}$ from Chapter 2 and we wish to prove the following: Assuming the AGS resolution is minimal, then if $E(A_{\text{MON}})$ is finitely generated, then $E(A)$ is finitely generated.
First let us consider $A_{\text{MON}}$. Suppose $\mathcal{P}_{\text{MON}}$ is the AGS resolution of $\bar{A}_{\text{MON}}$ over $A_{\text{MON}}$.

\[ ...P_{\text{MON}}^2 \to P_{\text{MON}}^1 \to P_{\text{MON}}^0 \to \bar{A} \to 0 \]

Let $\{g^n_k\} = \Gamma_n$ be the $n$-chains, as given as in [16] and $v^n_k = t(g^n_k)$. Then $P_{\text{MON}}^n = \bigoplus v^n_k A_{\text{MON}}$. By [12], we know $\mathcal{P}_{\text{MON}}$ is minimal.

Consider now the AGS resolution of $\bar{A}$ over $A$. If $\{f^n_i\}$ is given by the AGS algorithm of $\bar{A}$ over $A$ we know, by construction, that $\text{tip}(f^n_i) = g^n_i$ and thus $t(f^n_i) = v^n_i$. We may write the AGS resolution $\mathcal{P}$ of $\bar{A}$ as

\[ ...P^2 \to P^1 \to P^0 \to \bar{A} \to 0 \]

where $P^n = \bigoplus v^n_i A$. Note that $\mathcal{P}$ need not be minimal in general. However, from here on, we assume that $\mathcal{P}$ is a minimal projective resolution.

Since we assume the AGS resolution is a minimal projective resolution of $\bar{A}$ over $A$, letting $\{(f^n_i)^*\}$ be the corresponding basis of $\text{Ext}_A^n(\bar{A}, \bar{A})$, we know we may write $(f^n_{m-z})^*(f^n_i)^*$ as a linear combination of elements of of the form $(f^n_k)^*$. It turns out the coefficients have a particular form. Namely, if

\[ f^n_k = f^n_{1-z} h^n_{1,k} + ... + f^n_{m-z} h^n_{m,k} + ... + f^n_{l-z} h^n_{l-z,k} \]

then we will show that

\[ h^n_{m,k} = \sum_{\tilde{T}_s} f^n_{\tilde{T}_s} b_s + \sum_{\tilde{U}_z} f^n_{\tilde{U}_z} c_t \]
where $b_s, c_s \in K \mathcal{Q}$. Recall that $\hat{T}_z = \{ f_k^z | 1 \leq k \leq l^z \}$.

**Definition 4.28.** For some $m, i, z \in \mathbb{Z}$, let $Z_{m,i}^{n-z,n}$ be the set containing all elements $f_k^n$ which satisfy the following property:

- Writing $h_{m,k}^{n-z,n} = \sum_{s=1}^{l^z} f_s^z b_s + \sum_{U_z} f_t^z c_t$, then $b_i$ has a term in $K^*$.

If there is no index $k$ such that $h_{m,k}^{n-z,n} = \sum_{s=1}^{l^z} f_s^z b_s + \sum_{U_z} f_t^z c_t$ and $b_i$ has a term in $K^*$, then $Z_{m,i}^{n-z,n}$ is empty. To get a better handle on such a technical set, here is an example:

**Example 4.29.**

\[
\begin{array}{c}
\overset{a}{1} \\
\otimes \otimes \\
\overset{b}{2}
\end{array}
\]

and let $A = K \mathcal{Q}/I$ where $I = \langle aba, bab, a^2, b^2 \rangle$

\[
\begin{array}{c|c|c|c|c}
& f_1^0 = 1 & f_1^1 = a & f_1^2 = a^2 & f_1^3 = a^3 \\
& f_2^0 = b & f_2^1 = b^2 & f_2^2 = b^3 & f_2^3 = b^4 \\
& f_3^1 = aba & f_3^2 = a^2b & f_3^3 = a^3b & f_3^4 = a^4b \\
& f_4^2 = bab & f_4^3 = b^2ab & f_4^4 = b^3ab & f_4^5 = b^4ab \\
& f_5^3 = ab^2 & f_5^4 = ab^3 & f_5^5 = ab^4 & f_5^6 = ab^5 \\
& f_6^4 = ba^2 & f_6^5 = ba^3 & f_6^6 = ba^4 & f_6^7 = ba^5 \\
& f_7^5 = ab & f_7^6 = ab^2 & f_7^7 = ab^3 & f_7^8 = ab^4 \\
& f_8^6 = b & f_8^7 = b^2 & f_8^8 = b^3 & f_8^9 = b^4 \\
\end{array}
\]

Say we wish to construct $Z_{1,4}^{1,3}$. By definition, this is the set consisting of $f_k^3$ which satisfy
the following property: 
\[ h_{1,k}^{1,3} = \sum_{s=1}^{n} f_1^1 b_s + \sum_{t} f_t' c_t, \]
then \( b_4 \) has a term in \( K^* \). Note that

\[ f_3^3 = a^3 = f_1^1 f_1^2 \Rightarrow h_{1,1}^{1,3} = f_1^2 \]

\[ f_2^3 = b^3 = f_2^1 f_2^2 \Rightarrow h_{2,2}^{1,3} = f_2^2 \]

\[ f_3^3 = a^2 ba = f_1^1 f_3^2 \Rightarrow h_{1,3}^{1,3} = f_3^2 \]

\[ f_4^3 = b^2 ab = f_2^1 f_4^2 \Rightarrow h_{2,4}^{1,3} = f_4^2 \]

\[ f_5^3 = aba^2 = f_1^1 f_5^2 \Rightarrow h_{1,5}^{1,3} = f_5^2 \]

\[ f_6^3 = bab^2 = f_2^1 f_6^2 \Rightarrow h_{2,6}^{1,3} = f_6^2 \]

\[ f_7^3 = abab = f_1^1 f_4^2 \Rightarrow h_{1,7}^{1,3} = f_7^2 \]

\[ f_8^3 = bab = f_2^1 f_3^2 \Rightarrow h_{2,8}^{1,3} = f_8^2 \]

and the only \( f_k^3 \) such that \( h_{1,k}^{1,3} = f_k^2 \) is \( f_7^3 \). Thus \( Z_{1,4}^{1,3} = \{ f_7^3 \} \).

**Lemma 4.30.** Let \( \{ f^n_i \} \) be given by the AGS algorithm and let \( \{ (f^n_i)^* \} \) the corresponding basis of \( \text{Ext}_A^n(\bar{A}, \bar{A}) \). Then for every \( m, i \),

\[(f_m^n)^* (f_i^*) = \sum_{f_k^* \in Z_{m,i}^{n-\bar{z},n}} \lambda_k (f_k^n)^*\]

where \( \lambda_k \in K^* \).

**Proof.** First we look at the following diagram, in which each square commutes, found in section 3 of [15]. However, here we make our diagram specific to the module \( \bar{A} \) and we use
results found in section 4 of [14]. Let $v^n_k = t(f^n_k)$ and $v'^n_k = t(f'^n_k)$.

To paraphrase [15], we do not want to complicate notation and assume the map $(f^r_i)^*$
denotes the map $P^r \rightarrow \bar{A}$ as well as its image modulo $I$, $\bigoplus v^r_k A \rightarrow \bar{A}$. However, we
briefly describe the maps in detail. Note the map $P^r \rightarrow l^r \bigoplus v^r_k A$ is the matrix $(Q, 0)$ where
$Q : \bigoplus v^r_k KQ \rightarrow \bigoplus v^r_k A$ is the canonical projection map. We know $\bigoplus v^r_k KQ$ must map to
0 from corollary 14 of [14]. Thus we may define the map $P^r \rightarrow KQ$ as the matrix $(N, 0)$
where $N : \bigoplus v^r_k KQ \rightarrow KQ$ is the map $(1, 1, ..., 1)$ and 0 is the zero map.

The red rows are minimal AGS resolutions of $\Omega^n\bar{A}$ and $\bar{A}$ over $A$, respectively. The
red face of the parallelepiped is the front face modulo the ideal $I$. Suppose the lifting map
$(a_{i,j}) : P^{n+r} \rightarrow P^r$ is such that for some $i, j$, $a_{i,j}$ is multiplication by an element in $x \in KQ$
where $x$ has a nonzero constant term $\lambda$. An easy computation shows this is true if and only
if modulo $I$, the lifting map $(b_{i,j}) : v^{n+r}_k A \rightarrow v^r_k A$ satisfies that $b_{i,j}$ is also multiplication by
an element $\bar{x} \in A$ with $\bar{\lambda}$ as a nonzero constant term.

Now assume $t(f^{n-z}_m) = v^0_1$ and $s(f^z_i) = v^0_1$ and consider the following commutative dia-
gram

\[
\begin{align*}
\bigoplus_{k=1}^{l^n} v^n_k KQ + \bigoplus_{k=1}^{\hat{U}_n} v^{n'}_k KQ & \xrightarrow{M_1} \bigoplus_{k=1}^{l^{n-z}} v^{n-z}_k KQ + \bigoplus_{\hat{U}_{n-z}} v^{n-z'}_k KQ \\
\bigoplus_{k=1}^{l^z} v^z_k KQ + \bigoplus_{\hat{U}_z} v^{z'}_k KQ & \xrightarrow{M_2} \bigoplus_{k=1}^{l^0} v^0_k KQ \\
\downarrow_{(a_{i,j})} & \downarrow_{(f^n_i)^*} \\
\bigoplus_{k=1}^{l^z} v^z_k KQ + \bigoplus_{\hat{U}_z} v^{z'}_k KQ & \xrightarrow{M_2} \bigoplus_{k=1}^{l^0} v^0_k KQ \\
\downarrow_{(f^n_i)^*} & \downarrow_{(f^0_i)^*}
\end{align*}
\]

where

\[
L^0 = \begin{pmatrix}
0 & 0 & \ldots & 1 & \ldots & 0 \\
0 & \ldots & \ldots & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \ldots & \ldots & \ldots & \ldots & 0
\end{pmatrix}
\]

where the (1, m) entry is 1,

\[
M_1 = \begin{pmatrix}
(h^{n-z,n}_0) & D_1 \\
0 & D_2
\end{pmatrix}
\]

\[
M_2 = \begin{pmatrix}
(h^{0,z}_0) & C_1 \\
0 & C_2
\end{pmatrix}
\]

and by \((f^z_i)^*\) we are denoting the composition

\[
P^r \rightarrow \bigoplus_{k=1}^{l^r} v^r_k A \rightarrow \bar{A}
\]

Because the diagram commutes, the (1, k) entry of \(L^0 M_1\) and \(M_2(a_{i,j})\) are the same, so for \(1 \leq k \leq l^n\),

\[
h^{n-z,n}_{m,k} = \sum_j h^{0,z}_{1,j} a_{j,k} + \sum_s C_{1,s} a_{s,k} + \sum_t C_{1,t} a_{t,k}
\]
where $\sum_s C_{1,s}a_{s,k} + \sum_t C_{1,t}a_{t,k} \in \bigoplus_{\hat{U}_z} f^x_t KQ$. Also, notice the set $\{f^x_j\} = \{h^{0,z}_{i,j}\}$. We now compute

$$(f^x_i)^* (a_{i,j}) = (\pi^z_i a_{i,1}, \pi^z_i a_{i,2}, ..., \pi^z_i a_{i,l^n}, 0, ..., 0) = \sum_{\{k \leq l^n \mid a_{i,k} \in K^*\}} a_{i,k} (f^n_k)^*$$

Notice that $\pi^z_i a_{i,k} \neq 0$ if and only if $a_{i,k}$ has a term in $K^*$ because $\pi^z_i$ vanishes on the radical. However, for $k \leq l^z$, $a_{i,k}$ has a nonzero constant term if and only if $f^n_k \in Z^{n-z,n}_{m,i}$.

Now we consider the diagram

$$\begin{array}{ccc}
\bigoplus_{k=1}^{l^n} v_k^n A & \overset{(h^{n-z,n})}{\longrightarrow} & \bigoplus_{k=1}^{n-z} v_k^{n-z} A \\
\downarrow (b_{i,j}) & & \downarrow (f^n_k)^* \\
\bigoplus_{k=1}^{l^z} v_k^z A & \overset{(h^{0,z})}{\longrightarrow} & \bigoplus_{k=1}^{n^n} v_k^0 A \\
\downarrow (f^z_i)^* & & \longrightarrow \bar{A} \longrightarrow 0 \\
\end{array}$$

and compute

$$(f^z_i)^* (b_{i,j}) = (\pi^z_i b_{i,1}, \pi^z_i b_{i,2}, ..., \pi^z_i b_{i,l^n}) = \sum_{\{k \mid b_{i,k} \in K^*\}} b_{i,k} (f^n_k)^*$$

$\pi^z_i b_{i,k} \neq 0$ if and only if $b_{i,k}$ has a term in $K^*$ because $\pi^z_i$ vanishes on the radical. Recall that $b_{i,k}$ contains a term in $K^*$ if and only if $a_{i,k}$ does, which implies

$$(f^n_m)^* (f^z_i)^* = \sum_{Z^{n-z,n}_{m,i}} a_{i,k} (f^n_k)^*$$
where $Z_{m,i}^{n-z,n}$ is defined in 4.28.

**Corollary 4.31.** If $f_k^n \not\in Z_{m,i}^{n-z,n}$ for any $m, i, z$, then as a basis element of $E(A_{MON})$, $(g_k^n)^*$ is a minimal generator.

**Proof.** For any $z$, we may write $\text{tip}(f_k^n) = \text{tip}(f_k^{n-z}) \text{tip}(h_k^{n-z,n})$ for some index $i_z$. If $\text{tip}(h_k^{n-z,n}) = f_s^z$ for any index $s$, then $f_k^n \in Z_{m,i}^{n-z,n}$, a contradiction. Now consider $g_k^n = g_{i_z}^{n-z} h$ for $h$ a path in $Q$. Because $h = \text{tip}(h_k^{n-z,n})$, we know $h \neq g_s^z$ for any index $s$. Thus $(g_k^n)^* \neq (g_{i_z}^{n-z})(g_s^z)^*$ for any $z, i_z$, and $s$ and $(g_k^n)^*$ must be a minimal generator of $E(A_{MON})$.

Assume now that $E(A_{MON})$ is finitely generated in degrees $0, ..., m$. Then, for every $n > m$, we have $g_t^n = g_k^{n-z} g_t^z$ where $z \in \{1, 2, ... m\}$. This is because we are using the characterization of generators of the Ext-algebra of a monomial algebra as found in [16]. This allows us to partition the set $\{g_t^n\}$ into $m$ sets:

\[ S_1 = \{(g_t^n)^* \mid g_t^n = g_k^{n-1} g_t^1, k, t \in \mathbb{N}\} \]

\[ S_2 = \{(g_t^n)^* \mid g_t^n = g_k^{n-2} g_t^2, k, t \in \mathbb{N}\} - S_1 \]

\[ \vdots \]

\[ S_z = \{(g_t^n)^* \mid g_t^n = g_k^{n-z} g_t^z, k, t \in \mathbb{N}\} - \bigcup_{w=1}^{z-1} S_w \]

for $1 \leq z \leq m$. It is important to note that $S_z$ could be empty.

Because $\text{tip}(f_t^n) = g_t^n$ and each $f_t^n$ is homogeneous, for every $n > m$ we partition the set
\( \{ (f^n_i)^* \} \) into \( m \) sets as well:

\[
T_z = \{ (f^n_i)^* \mid \text{tip}(f^n_i) \in S_z \}
\]

for \( 1 \leq z \leq m \). It is important to note that \( T_z \) could be empty.

We may now define, for \( n > m \) a map of vector spaces

\[
\Phi_n : \text{Ext}^n_A(\bar{A}, \bar{A}) \longrightarrow \text{Ext}^n_A(\bar{A}, \bar{A})
\]

\[
\Phi_n((f^n_s)^*) = (f^{n-z}_k)^*(f^z_i)^*
\]

if \( (f^n_s)^* \in T_z \) then extended by linearity.

From here, we show that \( \{ \Phi_n((f^n_s)^*) \} \) is linearly independent. To do so, we need the following remark and proposition.

**Remark 4.32.** Suppose \( g^n_s = g^{n-z}_k g^z_t \) where \( z \in \{1, 2, \ldots, m\} \). Then \( f^n_s \in Z^{n-z,n}_{k,s} \) because \( \text{tip}(h^{n-z,n}_{k,s}) = \text{tip}(f^z_t) \).

**Proposition 4.33.** Suppose \( f^n_i = f^{n-z}_1 h^{n-z,n}_{1,i} + \ldots + f^{n-z}_k h^{n-z,n}_{k,i} + \ldots + f^{n-z}_{l_{n-z}} h^{n-z,n}_{l_{n-z},i} \) where \( z \in \{1, 2, \ldots, m\} \). Then \( \text{tip}(f^{n-z}_j) \text{tip}(h^{n-1,n}_{j,i}) \leq \text{tip}(f^n_i) \) for all \( j \).

**Proof.** Without loss of generality, assume \( i = 1 \). Note for all \( j \neq r \),

\[
\text{tip}(f^{n-z}_r) \text{tip}(h^{n-z,n}_{r,1}) \neq \text{tip}(f^{n-z}_j) \text{tip}(h^{n-z,n}_{j,1})
\]
This is because, if they were equal,

\[ \text{tip}(f_r^{n-z}) \text{ tip}(h_r^{n-z,n}) = \text{tip}(f_j^{n-z}) \text{ tip}(h_j^{n-z,n}) \]

implies either \( \text{tip}(f_r^{n-z}) \) left divides \( \text{tip}(f_j^{n-z}) \), \( \text{tip}(f_j^{n-z}) \) left divides \( \text{tip}(f_r^{n-z}) \), or \( \text{tip}(f_j^{n-z}) = \text{tip}(f_r^{n-z}) \). However, this cannot happen by the construction of \( \{f^{n-z}\} \). Thus \( \text{tip}(f_r^{n}) = \text{tip}(f_j^{n-z}) \cdot \text{tip}(h_j^{n-z,n}) \) for a unique index \( j \) such that \( \text{tip}(f_j^{n-z}) \cdot \text{tip}(h_j^{n-z,n}) > \text{tip}(f_r^{n-z}) \cdot \text{tip}(h_r^{n-z,n}) \) for all \( r \neq j \).

**Proposition 4.34.** For every \( n \), the image of \( \{f_i^n\} \) under \( \Phi_n \) is linearly independent.

**Proof.** Suppose for \( \beta_s \in K \),

\[
0 = \sum_{s=1}^{t^n} \beta_s \Phi_n((f_s^n)^*)
= \sum_{z=1}^{m} \left( \sum_{(f_s^n)^* \in T_z} \beta_s (f_k^{n-z})^*(f_i^{x})^* \right) (4.2)
= \sum_{z=1}^{m} \left( \sum_{(f_s^n)^* \in T_z} \beta_s \left( \sum_{f_u \in Z_{k,t}^{n-z,n}} \lambda_u (f_u^n)^* \right) \right)
\]

By reindexing if necessary, we may assume that \( \text{tip}(f_s^n) < \text{tip}(f_t^n) \) if and only if \( s < t \). This is because \( \{f_i^n\} \) is tip-reduced. Consequently, \( \text{tip}(f_1^n) < \text{tip}(f_k^n) \) for all \( k > 1 \). From here, we would like to show that a nonzero scalar multiple of \( (f_1^n)^* \) appears as a nonzero term of \( \Phi((f_s^n)^*) \) if and only if \( s = 1 \). This will imply that \( \beta_1 = 0 \) by (4.2).

Suppose \( \text{tip}(f_1^n) = \text{tip}(f_1^{n-x}) \cdot \text{tip}(f_j^x) \) for some pair or indices \( i, j \) and \( x \in \{1, 2, ..., m\} \). By 4.32, we know \( f_1^n \in Z_{i,j}^{n-x,n} \).

Now suppose \( (k, t) \neq (i, j) \) and there is an index \( s \) such that
tip($f^n_1$) = tip($f^{n-y}_k$) tip($f^y_t$) \hspace{1cm} (4.3)

for $y \in \{1, 2, ..., m\}$. Then

$$\Phi((f^n_s)^*) = \sum_{Z^{n-y,n}_{k,t}} \lambda_w(f^n_w)^*$$

We claim that $f^n_1 \notin Z^{n-y,n}_{k,t}$. To prove our claim, suppose $f^n_1 \in Z^{n-y,n}_{k,t}$ and write

$$f^n_1 = f^{n-y}_1 h^{n-y,n}_{1,1} + ... + f^{n-y}_k h^{n-y,n}_{k,1} + .... + f^{n-y}_{l,n} h^{n-y,n}_{l,n}$$

where, by 4.33, tip($f^{n-y}_j$) tip($h^{n-y,n}_{j,1}$) \leq tip($f^n_1$). Because $f^n_1 \in Z^{n-y,n}_{k,t}$, we know $\alpha_1$ tip($f^n_z$) is a term of ($h^{n-y,n}_{k,1}$) for some constant $\alpha_1 \in K^*$. Thus $f^{n-y}_k h^{n-y,n}_{k,1}$ has $\alpha_1$ tip($f^{n-y}_k$) tip($f^y_t$) as a nonzero term. Thus tip($f^{n-y}_k$) tip($h^{n-y,n}_{k,1}$) \geq tip($f^{n-y}_k$) tip($f^y_t$). However, tip($f^{n-y}_k$) tip($f^y_t$) = tip($f^n_1$) by (4.3). Because tip($f^n_s$) > tip($f^n_z$), we conclude tip($f^{n-y}_k$) tip($h^{n-y,n}_{k,1}$) > tip($f^n_1$), which contradicts the 4.33. Thus $f^n_1 \notin Z^{n-y,n}_{k,t}$.

Now we return to the original equation (4.2),

$$0 = \sum_{s=1}^{l^n} \beta_s \Phi_n((f^n_s)^*)$$

$$= \sum_{z=1}^{m} \left( \sum_{(f^n_z)^* \in T_z} \beta_s(f^{n-z}_k)^* (f^z_t)^* \right)$$

$$= \sum_{z=1}^{m} \left( \sum_{(f^n_z)^* \in T_z} \beta_s \left( \sum_{f^n_u \in Z^{n-z,n}_{k,t}} \lambda_u((f^n_u)^*) \right) \right)$$

and now know that
1. $f^n_1 \in Z_{i,j}^{n-x,n}$

2. $f^n_1 \not\in Z_{k,t}^{n-z,n}$ for all $z \neq x$

3. $f^n_1 \not\in Z_{k,t}^{n-x,n}$ for all $(k, t) \neq (i, j)$.

Consequently, we have $(f^n_1)^*$ appearing in a single term of (4.2) with the coefficient $\beta_1$. As the AGS resolution is minimal, we know $\{ (f^n_i)^* \}$ is a basis of $\text{Ext}_A^n(\bar{A}, \bar{A})$, which means the set is linearly independent. Because we have shown $(f^n_1)^*$ appears as a nonzero term in $\Phi_n((f^n_1)^*)$ but not as a nonzero term in $(f^n_k)^*$ for any $k \neq 1$, we can conclude that $\beta_1 = 0$.

We may now repeat the argument with $(f^n_2)^*$ in place of $(f^n_1)^*$ to conclude $\beta_2 = 0$. $\{ (f^n_i)^* \}$ is a finite set, so we will eventually find that all $\beta_k = 0$.

Therefore, for each $n$, we must have $\{ \Phi_n((f^n_i)^*) \}$ is a basis of $\text{Ext}_A^n(\bar{A}, \bar{A})$. Consequently, we may now state the following theorem:

**Theorem 4.35.** Let $A$ be a finite-dimensional length graded $K$-algebra. Suppose the AGS resolution is minimal. Then if $E(A_{\text{MON}})$ is finitely generated in degrees $0, 1, ..., m$ for some $m$, then $E(A)$ is also generated in degrees $0, 1, ..., m$.

Note the theorem need not be true if the AGS resolution is not minimal. Consider the following:

**Example 4.36.** Let $A = KQ/I$ where $Q$ is given by the following quiver.

\[
\begin{array}{c}
1 & \xrightarrow{a} & 2 & \xrightarrow{c} & 3
\end{array}
\]

\[
\begin{array}{c}
& \xrightarrow{b} & \quad
\end{array}
\]
and $I = \langle ac, db, ba - cd \rangle$. A reduced Gröbner basis for $I$ is given by

$$\mathcal{G} = \{ac, db, cd - ba, aba, bab\}$$

Using $m$-chains, it is not difficult to show that $E(A_{\text{MON}})$ is generated in degrees 0,1,2. However, in [6], it is shown that $E(A)$ is generated in degrees 0,1,3.

It is believed that the converse to the theorem also holds. That is, it is conjectured the following statement is true: Let $A$ be a finite-dimensional length graded $K$-algebra. Suppose the AGS resolution is minimal. Then if $E(A)$ is finitely generated in degrees 0, 1, ..., $m$ for some $m$, then $E(A_{\text{MON}})$ is also generated in degrees 0, 1, ..., $m$. However, it is unproven.

We now ask ourselves for which graded algebras $A$ does $\bar{A}$ have a minimal AGS resolution. The following proposition is known by Green and Marcos, and for the convenience of the reader we prove it here.

**Proposition 4.37.** If $A = KQ/I$ is a length graded algebra and $\mathcal{G}$ is a Gröbner basis for $I$ and a minimal generating set for $I$, then the AGS resolution of $\bar{A}$ will be minimal.

**Proof.** Suppose $\mathcal{G} = \{f^1_i, ... f^2_n\}$ is a minimal generating set for $I$ and a Gröbner basis for $I$.

Now construct $\{f_i^n\}$ with the AGS algorithm. We proceed by induction on $n$ to show that $\text{im}(h_i^{n-1,n}) \subseteq P^{n-1}\mathcal{L}$. For $n = 2$, it is obvious. So suppose $\{f_i^{n-1}\}$ is such that $\text{im}(h_i^{n-2,n-1}) \subseteq P^{n-2}\mathcal{L}$. In other words, suppose $\bigoplus f_i^{n-1}A = P^{n-1}$ in a minimal projective resolution of $\bar{A}$.

Now consider $\{f_i^n\}$. We claim for every $i$, $f_i^n \in \bigoplus f_i^{n-1}J \cap \bigoplus f_i^{n-2}I$. So, suppose not. Then
there exists some \( i \) such that

\[
f^n_i = \sum_{k=1}^{t} f^{n-1}_k r_k = \sum_{j=1}^{u} f^{n-2}_j s_j
\]

where \( r_k \in KQ \) and \( s_j \in I \) are all homogeneous elements. Moreover, we assume there exists at least one \( k \) such that \( r_k \notin J \). Without loss of generality, suppose \( r_1, \ldots, r_v \notin J \) and \( r_{v+1}, \ldots, r_t \in J \). Then

\[
\sum_{k=1}^{v} f^{n-1}_k r_k = \sum_{j=1}^{u} f^{n-2}_j s_j - \sum_{k=v+1}^{t} f^{n-1}_k r_k
\]

which implies

\[
\sum_{k=1}^{v} f^{n-1}_k r_k \in \bigoplus f^{n-2}_i I + \bigoplus f^{n}_k J
\]

which, by [15, theorem 2.4], implies \( \{f^{n-1}_i\} \neq P^{n-1} \) in a minimal projective resolution of \( \bar{\mathfrak{a}} \). That is a contradiction and the claim holds. Because \( f^n_i \in \bigoplus f^{n-1}_i J \cap \bigoplus f^{n-2}_i I \), we can see that \( \text{im}(h^{n-1,n}_{i,k}) \subset P^{n-1}r \).

**Example 4.38.** Let

\[
A = K[x_1, \ldots, x_n]/\langle \{x_jx_i - \lambda x_i x_j, x^m_i, x^m_n | 1 \leq i < j \leq n \} \rangle
\]

for some \( \lambda \in K^* \). Using theorem 2.3 of [8], we see that

\[
\mathcal{G} = \{x_jx_i - \lambda x_i x_j, x^m_i, x^m_n | 1 \leq i < j \leq n \lambda \in K^* \}
\]

is a reduced Gröbner basis of \( I \). Thus \( \mathcal{G} \) is a reduced Gröbner basis of the ideal \( I \), consequently a minimal generating set for \( \langle \{x_jx_i - \lambda x_i x_j, x^m_i, x^m_n | 1 \leq i < j \leq n \} \rangle \), which implies that
the AGS resolution of $\bar{A}$ is minimal. By 4.25, we know that $E(A_{\text{MON}})$ is generated in degrees 0,1,2. By the above theorem, we see that $E(A)$ must also be generated in degrees 0,1,2.

We end this section by posing a more general question: Suppose $A = KQ/I$ where $I$ is admissible. If $E(A_{\text{MON}})$ is finitely generated, is $E(A)$ finitely generated? This question is still unsolved.

### 4.6 2-$d$-Determined Algebras

We assume throughout this section that $A$ is a 2-$d$-determined algebra. These algebras were introduced by Green and Marcos in the paper “$d$-Koszul algebras, 2-$d$-determined algebras and 2-$d$-Koszul algebras.” These algebras are a generalization of Koszul algebras and $d$-Koszul algebras. We restrict ourselves to the case where the AGS resolution of $\bar{A}$ over $A$ is minimal.

**Definition 4.39.** Let $A = KQ/I$ where $I$ is a homogeneous ideal generated in degrees 2 and $d$ for some $d \geq 3$. We define the function $\delta : \mathbb{N} \to \mathbb{N}$ by

$$
\delta(n) = \begin{cases} 
\frac{n}{2}d & \text{if } n \text{ is even} \\
\frac{n-1}{2}d + 1 & \text{if } n \text{ is odd}
\end{cases}
$$

and let

$$
... \to P^2 \to P^1 \to P^0 \to \bar{A} \to 0
$$

be a minimal graded projective resolution of $\bar{A}$. We say that $A$ is 2-$d$-determined if for each $n \geq 0$, $P^n$ is generated by elements of degree not greater than $\delta(n)$. 
Here is a simple lemma which describes the length of $f_i^3$ for each $i$.

**Lemma 4.40.** $l(f_i^3) \in \{3, d + 1\}$

**Proof.** From the AGS algorithm (from [14]), we know that $\text{tip}(f_i^3) = \text{tip}(f_s^2)p$ for a unique index $s$ and some path $p$ in $Q$. If $f_s^2 = a_1...a_m$ where $a_i \in Q_1$ then we can also write $\text{tip}(f_i^3) = a_1(a_2...a_mp)$ where $a_2...a_mp \in O(a_2...a_m)$. Thus $a_2...a_mp = q\text{tip}(f_r^2)$ for an index $r$ and, if $l(q) > 0$, $q = a_2...a_j$ for $2 \leq j < m$.

1. Case I: $l(f_s^2) = 2$ and $l(f_r^2) = 2$. Then $j < 2$ implies that $l(q) = 0$. Then $f_r^2 = a_2p$, forcing $l(p) = 1$. Thus $l(f_i^3) = 3$.

2. Case II: $l(f_s^2) = 2$ and $l(f_r^2) = d$. Then $j < 2$ implies that $l(q) = 0$. Then $f_r^2 = a_2p$. Thus $l(f_i^3) = d + 1$.

3. Case III: $l(f_s^2) = d$. Then $m = d$. Because $l(p) \geq 1$, we know $l(f_i^3) \geq d + 1$. However, because $A$ is 2-$d$-determined, we know $l(f_i^3) \leq d + 1$. Thus $l(f_i^3) = d + 1$.

Recall we assumed the AGS resolution of $\bar{A}$ over $A$ is minimal. So, we know that for every $n$,

$$\{l(f_i^n) \mid 1 \leq i \leq l^n\} = \{l(p) \mid p \in \Gamma_n\}$$

where $\Gamma_n$ is the set of $n$-chains of $A_{\text{MON}}$. This is because $\Gamma_n = \{\text{tip}(f_i^n)\}$. Thus, if the AGS resolution of $\bar{A}$ over $A$ is minimal and $A$ is 2-$d$-determined, the minimal projective resolution of $\bar{A}_{\text{MON}}$ is of the form

$$\cdots \rightarrow P^2 \rightarrow P^1 \rightarrow P^0 \rightarrow \bar{A}_{\text{MON}} \rightarrow 0$$
where \( P^2 \) is generated in degrees 2 and \( d \) and \( P^3 \) are generated in degrees 3 and \( d + 1 \). We use two results from [12].

**Proposition 4.41.** [12, Corollary 15] Let \( A = KQ/I \) be a monomial algebra where \( I \) is generated by elements of length exactly 2 or \( d \). Let

\[
\cdots \to P^2 \to P^1 \to P^0 \to \tilde{A}_{\text{MON}} \to 0
\]

be a minimal graded projective resolution of \( \tilde{A} \). The following are equivalent:

1. \( A \) is 2-\( d \)-determined.
2. \( P^3 \) can be generated in degrees bounded above by \( d + 1 \).

which shows us that if \( A \) is a 2-\( d \)-determined algebra and the AGS resolution in minimal, then \( A_{\text{MON}} \) is a 2-\( d \)-determined algebra as well. Moreover, we may apply the following to \( A_{\text{MON}} \):

**Theorem 4.42.** [12, Theorem 16] If \( A_{\text{MON}} \) is 2-\( d \)-determined, then \( E(A_{\text{MON}}) \) is generated in degrees 0, 1, 2

For the convenience of the reader, we have included the proof of the preceding lemma using the terminology of the AGS algorithm. We do so with a series of lemmas:

**Lemma 4.43.** Let \( A \) be a 2-\( d \)-determined algebra and suppose \( \text{tip}(f^2_m) = a_1...a_d \) where \( a_i \in Q_1 \). If \( q = w \text{tip}(f^2_k) \in O(a_i...a_d) \) for some index \( 2 \leq i \leq d \) where \( l(f^2_k) = d \), then \( l(w) = 0 \).

**Proof.** We may write \( w f^2_k = a_1...a_j...a_{d+j-1} \) where \( \text{tip}(f^2_k) = a_j...a_{d+j-1} \). If \( a_2...a_{d+j-1} \in O(a_2...a_d) \), then \( a_1...a_{d+j-1} = \text{tip}(f^3_s) \) for some index \( s \). Then \( l(f^3_s) = d + j - 1 \). Because
Lemma 4.44. For all \( n \) and \( k \), either \( \text{tip}(f^n_k) = \text{tip}(f^{n-1}_m) \text{tip}(f^1_1) \) for some unique \( m \in \{1, \ldots, l^{n-1}\} \) and \( i \in \{1, \ldots, l^1\} \), or \( \text{tip}(f^n_k) = \text{tip}(f^{n-2}_m) \text{tip}(f^2_1) \) for some unique \( m \in \{1, \ldots, l^{n-2}\} \) and \( i \in \{1, \ldots, l^2\} \).

Proof. We may assume that \( k = 1 \). By the construction of \( \{f^n_k\} \), we may write

\[
\text{tip}(f^n_1) = \text{tip}(f^{n-1}_{k_1})p
\]
where $p$ is a path such that $l(p) \geq 1$ and $k_1$ is some index. Similarly, we write

$$\text{tip}(f_{k_1}^{n-1}) = \text{tip}(f_{k_2}^{n-2})h$$

for the path $h = \text{tip}(h_{k_2,k_1}^{n-1,n})$ and some index $k_2$. Notice $l(h) \geq 1$. We may also write

$$\text{tip}(f_{k_2}^{n-2}) = \text{tip}(f_{k_3}^{n-3})h'$$

where $h' = \text{tip}(h_{k_3,k_2}^{n-2,n-1})$ and $l(h') \geq 1$ and $k_3$ is some index. We may visualize the path $\text{tip}(f^n_1)$ with the following diagram:

Also by construction, we have $h'h \in O(h')$, which implies $h'h = w \text{tip}(f_t^2)$ for some path $w$ and some index $t$ where $h' = ww'$ for some path $w'$ such that $l(w') \geq 1$. Similarly, we know $hp \in O(h)$ implies $hp = z \text{tip}(f_s^2)$ for some index $s$ and $h = zz'$ for some path $z'$ such that $l(z') \geq 1$. Visually, we can represent that in the following picture,
Because \( l(f_i^2) \in \{2, d\} \), we consider the following two cases:

1. Case I: \( l(f_i^2) = 2 \).

   Because \( w'h = \text{tip}(f_i^2) \) and \( l(w') \geq 1 \) and \( l(h) \geq l(z') \geq 1 \), we must have \( l(w') = l(h) = l(z') = 1 \), which implies \( l(z) = 0 \). Then \( \text{tip}(f_m^n) = \text{tip}(f_{k_2}^{n-2}) \text{tip}(f_s^2) \), proving the claim.

2. Case II: \( l(f_i^2) = d \).

   If \( l(f_s^2) = 2 \), then, because \( l(p) \geq 1 \) and \( l(z') \geq 1 \), we must have \( l(p) = 1, l(z') = 1 \). However, \( l(p) = 1 \) implies that \( p = f_x^1 \) for some index \( x \). Thus \( \text{tip}(f_m^n) = \text{tip}(f_{k_1}^{n-1}) \text{tip}(f_s^1) \), proving our claim.

   If \( l(f_s^2) = d \), then by the previous lemma, we have \( l(z) = 0 \). Consequently, \( \text{tip}(f_m^n) = \text{tip}(f_{k_2}^{n-2}) \text{tip}(f_s^2) \), proving the claim.

Because we know that \( \{\text{tip}(f_i^n)\} \) are the \( n \)-chains in a minimal projective resolution of \( \tilde{A}_{\text{MON}} \), the proof of the theorem is complete.

We may now apply our main result of this section:

**Theorem 4.45.** Suppose \( A \) is a 2-\( d \)-determined algebra such that the AGS resolution of \( \tilde{A} \) over \( A \) is minimal. Then \( E(A) \) is generated in degrees 0,1,2.

**Proof.** If \( A \) is a 2-\( d \)-determined algebra such that the AGS resolution of \( \tilde{A} \) over \( A \) is minimal, then \( E(A_{\text{MON}}) \) is generated in degrees 0,1,2. Apply theorem 4.35 to see that \( E(A) \) is generated in degrees 0,1,2.

In section 5 of [12], the following question is posed: If \( A \) is 2-\( d \)-determined, and \( E(A) \) is finitely generated, is it generated in degrees 0,1,2? The answer is negative, a counterexample
was found in [7]. However, their counterexample is an algebra $A$ which is not a finitely generated $K$-algebra. Thus the question could be rephrased as the following: If $A$ is a finitely generated, 2-$d$-determined algebra, and $E(A)$ is finitely generated, is it generated in degrees 0,1,2? However, the answer is still no, see below. If the AGS resolution fails to be minimal, then $E(A)$ need not be generated in degrees 0,1,2. Consider the following example

**Example 4.46.** Let $A = KQ/I$ where $Q$ is given by the following quiver.

$$
\begin{array}{ccc}
1 & \xrightarrow{b} & 2 \\
\xleftarrow{a} & & \xleftarrow{c} \quad 3
\end{array}
$$

and $I = \langle ac, db, ba - cd \rangle$. A reduced Gröbner basis for $I$ is given by

$$\mathcal{G} = \{ ac, db, cd - ba, aba, bab \}$$

Notice $A_{\text{MON}} = KQ/I_{\text{MON}}$ where $I_{\text{MON}} = \langle ac, db, cd, aba, bab \rangle$. Moreover, an easy computation shows that the 3-chains of $A_{\text{MON}}$ are the following: $acd, dbab, cdb, abab, abac, bab$, which implies that in a minimal projective resolution of $A_{\text{MON}}$

$$\cdots P^n \to P^{n-1} \to \cdots P^3 \to P^2 \to P^1 \to P^0 \to \bar{A} \to 0$$

that $P^3$ is generated in degrees $\leq 4$.

If we apply Corollary 15 of [12] to $A_{\text{MON}}$, we see that $A_{\text{MON}}$ is 2-$d$-determined with $d = 3$. Applying theorem 16 of [12], we see that $A_{\text{MON}}$ is 2-$d$-Koszul. Now we apply Proposition 17 of [12] to conclude $A$ is 2-$d$-determined. However, according to [6], we know that $E(A)$
is generated in degrees 0, 1, and 3. In other words, we have found a finitely generated 2-$d$-
determined algebra $A$ such that $E(A)$ is not generated in degrees 0, 1, 2.
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