
Syracuse University Syracuse University 

SURFACE at Syracuse University SURFACE at Syracuse University 

Physics - All Scholarship Physics 

Summer 7-17-2019 

Quenching active swarms: effects of light exposure on collective Quenching active swarms: effects of light exposure on collective 

motility in swarming Serratia marcescens motility in swarming Serratia marcescens 

Junyi Yang 
University of California, Merced 

Paulo E. Arratia 
University of Pennsylvania 

Alison E. Patteson 
Syracuse University 

Arvind Gopinath 
University of California, Merced 

Follow this and additional works at: https://surface.syr.edu/phy 

 Part of the Physics Commons 

Recommended Citation Recommended Citation 
Yang J, Arratia PE, Patteson AE, Gopinath A. Quenching active swarms: effects of light exposure on 
collective motility in swarming Serratia marcescens. J R Soc Interface. 2019 Jul 26;16(156):20180960. 
doi: 10.1098/rsif.2018.0960. Epub 2019 Jul 17. PMID: 31311436; PMCID: PMC6685032. 

This Article is brought to you for free and open access by the Physics at SURFACE at Syracuse University. It has 
been accepted for inclusion in Physics - All Scholarship by an authorized administrator of SURFACE at Syracuse 
University. For more information, please contact surface@syr.edu. 

https://surface.syr.edu/
https://surface.syr.edu/phy
https://surface.syr.edu/dphy
https://surface.syr.edu/phy?utm_source=surface.syr.edu%2Fphy%2F546&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/193?utm_source=surface.syr.edu%2Fphy%2F546&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:surface@syr.edu


royalsocietypublishing.org/journal/rsif

Research

Cite this article: Yang J, Arratia PE, Patteson

AE, Gopinath A. 2019 Quenching active

swarms: effects of light exposure on collective

motility in swarming Serratia marcescens.

J. R. Soc. Interface 16: 20180960.

http://dx.doi.org/10.1098/rsif.2018.0960

Received: 12 December 2018

Accepted: 18 June 2019

Subject Category:
Life Sciences – Physics interface

Subject Areas:
biomaterials, biophysics, bioengineering

Keywords:
bacterial swarms, active jamming,

light response of bacteria, active matter

Authors for correspondence:
Alison E. Patteson

e-mail: aepattes@syr.edu

Arvind Gopinath

e-mail: agopinath@ucmerced.edu

Electronic supplementary material is available

online at https://dx.doi.org/10.6084/m9.

figshare.c.4566290.

Quenching active swarms: effects of
light exposure on collective motility
in swarming Serratia marcescens

Junyi Yang1, Paulo E. Arratia2, Alison E. Patteson3 and Arvind Gopinath1

1Department of Bioengineering, University of California Merced, Merced, CA, USA
2Department of Mechanical Engineering, University of Pennsylvania, Philadelphia, PA, USA
3Department of Physics, Syracuse University, Syracuse, NY, USA

AG, 0000-0002-7824-3163

Swarming colonies of the light-responsive bacteria Serratia marcescens grown

on agar exhibit robust fluctuating large-scale flows that include arrayed

vortices, jets and sinuous streamers. We study the immobilization and quench-

ing of these collective flows when the moving swarm is exposed to intense

wide-spectrum light with a substantial ultraviolet component. We map the

emergent response of the swarm to light in terms of two parameters—light

intensity and duration of exposure—and identify the conditions under

which collective motility is impacted. For small exposure times and/or low

intensities, we find collective motility to be negligibly affected. Increasing

exposure times and/or intensity to higher values suppresses collective

motility but only temporarily. Terminating exposure allows bacteria to recover

and eventually reestablish collective flows similar to that seen in unexposed

swarms. For long exposure times or at high intensities, exposed bacteria

become paralysed and form aligned, jammed regions where macroscopic

speeds reduce to zero. The effective size of the quenched region increases

with time and saturates to approximately the extent of the illuminated

region. Post-exposure, active bacteria dislodge immotile bacteria; initial dissol-

ution rates are strongly dependent on duration of exposure. Based on our

experimental observations, we propose a minimal Brownian dynamics

model to examine the escape of exposed bacteria from the region of exposure.

Our results complement studies on planktonic bacteria, inform models of

patterning in gradated illumination and provide a starting point for the

study of specific wavelengths on swarming bacteria.

1. Introduction
Swarming motility is a flagella-based mode of bacterial surface migration that is

widespread in both Gram-positive and Gram-negative bacteria [1–8]. Swarming

is typically initiated when free-swimming or planktonic bacteria grown in fluids

are transferred to soft wet agar gels [5]. The transfer triggers a change in pheno-

type; individual cells become significantly elongated and the number of flagella

increases, sometimes to 10–100 [1,7]. At high densities, the highly motile expand-

ing colony develops complex, long-range intermittent collective flow features that

involve multiple bacteria travelling in rafts or flock-like clusters. Collective speeds

are typically high near the edge of the expanding colony and decrease away from

the propagating edge [2,4,5,9] as one moves towards the centre of the colony.

Studies demonstrate that swarming confers multiple benefits including enhanced

colonization of environments and elevated resistance to antibiotics [10–12].

Swarming is also found to be co-regulated with virulence, and also implicated

in infectiousness and fitness of pathogenic bacterial species [3,7].

Healthy bacteria sense spatio-temporally distributed cues, continuously pro-

cess these inputs and transduce them to variations in motility and other

responses [1,4,9,13]. Single bacteria are observed to respond to chemical and mech-

anical stimuli by modulating and controlling the molecular motors underlying

& 2019 The Author(s) Published by the Royal Society. All rights reserved.
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flagellar motion [14–18]. Intense light with wavelengths in the

range 290–530 nm encompassing the ultraviolet (UV) range is

known to trigger changes in the motility of planktonic chemo-

tactic bacteria [19–21]. Prolonged exposure to high-intensity

light results in progressively slow swimming with paralysis

occurring eventually [19,20] due to irreversible motor damage.

Striking variations in motility associated with modulated func-

tioning of the MotA–MotB pair and FliG comprising the rotary

motor complex in the flagella are also observed in chemotactic

bacteria. The net result is a change in the swimming gait—

specifically, tumble length and tumble frequency [15,17]—as

for instance seen in Escherichia coli and Streptococcus [20,22].

Connecting and relating single-cell responses to collective
response when bacteria are subject to variations and changes

in environmental factors remains a topic of active research.

Here, we report on the effects of an environmental stimulus

bacteria usually encounter—wide-spectrum light with signifi-

cant UV components. Exposure to light is known to inhibit

cell growth and induce gene damage [23] in marine organisms

including alphaproto-bacteria and bacterioplankton [24], air-

borne bacteria [25], as well in bacterial biofilms [26,27].

Irradiation of surfaces using blue light and phototherapy

that activates endogenous or exogenous photosensitizers

[13,28–30] has been shown to sterilize and disinfect bacteria-

laden surfaces and swarming bacteria. Intense light is also

known to promote wound healing [29,31] with visible light

recently approved to treat bacterial infections such as acne

[32]. Consequently, from a medical perspective, light treat-

ments employing UV-A, UV-B and UV-C radiation are

emerging as attractive alternatives to antibiotic treatment of

pathogenic bacteria. Given the timeliness of light treatments,

understanding the connection between motility, infectiousness

and light exposure is thus particularly important and

motivates the studies presented in this article.

The layout of this paper is as follows. In collectively moving

swarms, individual self-propelling cells are influenced by steric

and hydrodynamic interactions with their neighbours

[4–6,33–35]. These interactions result in complex structural

and flow features including fluctuating regions of high vorticity

and streamers. As a point of departure, we first discuss features

of unexposed bacterial swarms—the base state. Following this,

we report and analyse the drastic variations in mobility that

ensue when localized regions of the swarm are exposed to

wide-spectrum light. Using two independently tuned par-

ameters—the light intensity and duration of exposure—we

identify the conditions under which motility is affected or

quenched significantly. Interestingly, this adverse impact on moti-

lity may be either reversible or irreversible. For low intensities or

short exposure times, bacteria recover their motility and reestab-

lish collective flows when exposure is terminated. For long

exposures or high intensity light, actively generated collective

motion ceases slowly and the passive region grows with time

extending eventually to the scale of the light field. As quenching

progresses, the dense multiple domains of immotile cells that

form hinder the penetration of unexposed bacteria into the

region. Active bacteria are thus prevented from entering the

exposed region thereby localizing the damage in the colony.

Post-exposure, swarming cells penetrate the previously

quenched domain, dislodge and then convect immobile bacteria

away. We find that the dissolution rate is strongly dependent on

the duration of light exposure.

To complement our experiments and investigate how

exposed bacterial clusters may be able to escape the illuminated

region before being rendered immotile, we analyse an agent-

based Brownian dynamics model that incorporates the

effects of self-propulsion, thermal noise and light exposure

acting in tandem. We deduce that variations in bacterial

spreading distances may arise in a population of cells featuring

a distribution of self-propulsion speeds. Subpopulations

of bacteria corresponding to the fast cells may escape from

the exposed region. Taken together, our experimental obser-

vations and computational results suggest that exposure time

is as important as light intensity in determining the fate of

exposed swarms.

2. Experimental methods
Here, we provide a summary of the experimental methods

and protocols used. Details can be found in electronic sup-

plementary material, §1.1–1.3. Swarms of Serratia marcesens
(strain ATCC 274, Manassas, VA) were grown on agar

substrates prepared by dissolving 1 wt% Bacto Tryptone,

0.5 wt% yeast extract, 0.5 wt% NaCl and 0.6 wt% Bacto

Agar in deionized water. Melted agar was poured into petri

dishes, and 2 wt% of glucose solution (25 wt%) was added.

Bacteria were then inoculated on solidified agar plates

and incubated at 348C. Colonies formed and grew outward

from the inoculation site. Swarms were imaged 12–16 h

after inoculation.

We used an inverted microscope (Nikon, Eclipse Ti-U) to

image bacteria with the free surface facing down. Depending

on the experiment either a Nikon 10� (NA¼ 0.3) or a Nikon

20� (NA¼ 0.45) objective was used. Images were gathered

at 30 frames per second (fps) with a Sony XCD-SX90 camera

or at 60 fps and 125 fps with a Photron Fastcam SA1.1

camera. Videos of the swarm were analysed with particle

image velocimetry (PIV) techniques (PIVLab [36]) to extract

bacterial velocity fields. PIV-based techniques determine vel-

ocity fields by calculating local spatial correlations between

successive images. Here, PIV yields the bacterial velocity

fields directly (averaged over a few bacteria) and not the vel-

ocity field of the ambient fluid. We sampled the velocity field

at 3 mm spatial intervals in the images, checking the frame

rate for accurate resolution. We analysed the results using in-

house adaptations of freely available object-oriented Python

language. Structural features of the bio-swarm such as local

alignment of bacterial packs and orientation were analysed

using the Orientation J and Directionality plugins [37,38] in

ImageJ (https://imagej.net/Directionality).

To mimic the exposure of bacteria to naturally occurring

wide-spectrum light, we used a mercury vapour lamp as our

light source (electronic supplementary material, figure S1

and §1). Standard epifluorescence optical components with

the optical light path passing through the objective were

used to focus the light on the swarm. The bare unfiltered maxi-

mum intensity (measured at 535 nm) of the lamp I0 was

reduced to lower, filtered (maximum) intensities I using

graded neutral density filters. Since both I0 and I depend on

the objective, care was taken to calibrate the incident intensity

carefully. Using a spectrophotometer (Thorlabs, PM100D), we

measured maximum intensities I0 ¼ 980 mW cm22 (at 535

nm) for the 10� and I0 ¼ 3100 mW cm22 (at 535 nm) for the

20� objectives. Variations in the intensity of incident light

were small—this was done by checking the incident intensity

on a blank slide.
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3. Results and discussion
3.1. Base state prior to exposure
To study and quantify properties of the base unexposed

swarming state, images of unexposed swarms were analysed

and statistics of the collective flows observed were extracted

using PIV. We sampled the velocity field at 3 mm spatial inter-

vals, between images taken at 60 or 125 fps. Since the algorithm

we used is based on direct Fourier transform correlations, we

used multiple passes and window sizes. The initial passes

used large interrogation windows for better signal-to-noise

ratio and more robust cross correlation. The interrogation

window sizes decreased with each pass to increase the vector

resolution. The window sizes used finally in our analysis corre-

sponded to 64, 32, and 8 pixels or 21, 11 and 2.5 mm, allowing

us to detect bacteria speeds of approximately 50 mm s21.

The spatial correlation function Cv(Dr) and the temporal cor-

relation Ct(Dt) of the velocity fields were then calculated using

Cr(Dr) ¼
D v(r0) � v(r0 þ Dr)

jv(r0)j2
E

(3:1)

and

Ct(Dt) ¼
Dv(t0) � v(t0 þ Dt)

jv(t0)j2
E

, (3:2)

respectively, where the brackets denote averages over reference

positions r0 and times t0. As a representative statistic of the

swarms, the probability distribution function p(v) of bacterial

speeds based on the PIV-measured bacterial speeds v in a

region of area 400 mm2 and at a distance 100 mm from the

edge of the expanding colony shows a peak at 18 mm s21, an

expectation value �28 mm s21 and a tail that extends

to 100 mm s21 [33]. The advancing front of the swarm is

approximately 3 mm s21.

The collective flows feature intermittently arrayed

vortices interspersed with streaming flock-like structures

(figure 1a,b). Extracting the value of Dr at which the corre-

lation function first crosses zero (figure 1b), we estimate

vortex sizes lc � 20 mm. For Dr less than a vortex length,

the bacterial velocities are correlated positively, Cr . 0. As

Dr increases, the function Cr decays crossing zero and then

stays negative for 21 mm , Dr , 32 mm. Thus we anticipate

neighbouring vortices to be anti-correlated with opposite vor-

ticity (counterclockwise and clockwise). For Dr . 32 mm,

velocity fields become progressively uncorrelated and Cr!
0 again. Examining the temporal correlation function and fit-

ting the data to a single exponential of the form Ct(Dt) ¼
exp(2 t/t) (figure 1b), we estimated the typical lifetime of a

vortex t � 0.25 s.

We are unable to directly measure the thickness of the

swarming layer. Based on previous work on Serratia [21], we

expect this thickness to vary slowly with distance from the

leading edge. This expectation is consistent with electronic sup-

plementary material, movie S1, where the thickness in the near

vicinity of the expanding edge is likely less than a monolayer.

Studies on other bacteria (specifically E. coli [39]) suggest that

swarming on agar substrates occurs in a thin layer of nearly

uniform thickness close to the leading edge; far from this

cells can form multi-layered regions.

3.2. Reversible and irreversible quenching of collective
motility

To illuminate the swarm with a defined incident beam, we

used the epifluorescence set-up; an octagonal-shaped light

iris (aperture) was used to adjust the size of the illuminated

region. Figure 1c is a snapshot of the expanding colony, a

region of which (white area) is exposed. The swarm is expand-

ing from left to right as indicated. Bacteria swim in a thin

layer above the agar substrate (inset). Overlaid on the image

in figure 1c are bacterial velocity fields gathered from PIV;

the image is taken after 80 s of exposure. Outside of the exposed

region, the velocity field exhibits long-range collective flows.
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Figure 1. Characteristics of swarming and expanding colony. (a) Far from the edge of the swarm, the active flows show intense vortical patterns: colour here
indicates strength of the vorticity fields v(x, y). Overlaid on this colour map are velocity vectors obtained by PIV. We observe clockwise and counter-clockwise
vortices that are arrayed and form periodically. Additionally, we observe interspersed streaming and flocking flows. (b) Combining computed spatial and temporal
correlations of the swarming base state (before exposure to light) with analysis of the energy spectra, we deduce that vortical structures are correlated over charac-
teristic lengths �20 mm and over characteristic times �0.25 s. (c) Snapshot of a Serratia marcescens colony on an agar substrate, during exposure to high-intensity
light from a mercury-arc lamp. PIV-derived velocity fields are overlaid in colour. Swarming motion is pronounced approximately 50 mm from the expanding colony
front. The inset shows pre-exposure bacterial alignment �150 mm from the colony front. (Online version in colour.)

royalsocietypublishing.org/journal/rsif
J.R.Soc.Interface

16:20180960

3

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

14
 N

ov
em

be
r 

20
23

 



Unexposed bacteria move fastest approximately 100–400 mm

from the colony edge. By contrast, inside the exposed region,

the bacterial motility is significantly impaired. This is evident

in electronic supplementary material, movies S2(a) and S2(b);

as swarming bacteria are exposed to light, they slow down

and are eventually trapped within the exposed region. This fea-

ture is also reflected in the trajectories of the small tracer-like

particles as they slow down and eventually stop moving

when trapped among the passive bacteria. The interphase

boundary between the exposed (passive) domain and the

unexposed (active) part of the swarm features strong vortices,

jets and streamers, extending up to just a few micrometres

away from the exposed domain.

The response of bacteria to light depends on the wavelength,

intensity, duration of the light and the presence of photo-

sensitizers in the surrounding medium [13,26–30]. These studies

also found that high intensity light greater than 200 mW cm22 at

wavelengths 390–530 nm can lead to increased tumbling,

followed by slow swimming and eventually irreversible paraly-

sis. Experiments with Bacillus subtilis demonstrate that

photosensitizers can reversibly or irreversibly affect collective

motility. It has been hypothesized that the paralysis is due to fla-

gellar motor damage caused by photosensitizing flavins and

dyes that are present in growth media.

Consistent with these previous experiments, we found

that when a macroscopically large region of swarming Serra-
tia marcescens was exposed to light, passivation was not

immediate and in fact was sometimes even reversible. Yet

for sufficiently large light intensities and exposure times,

bacteria were permanently passivated. To examine this

response in detail, we systematically explored two features

of the response to wide-spectrum light: (i) the reversible

versus irreversible nature of the bacterial response and (ii)

the effects of exposure time and light intensities on the

growth rate of the passivated domain during exposure and

the dissolution rate following termination of exposure.

Figure 2 illustrates the three modes of the collective bac-

terial response to light: exposed cells either (i) retain mobility

with negligible effects, (ii) transiently stop moving and then

regain motility at the single cell and collective level (reversible)
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Figure 2. Phase space for collective motility after exposure. (a) Changes in flow features of swarming Serratia marcescens—relative to the unexposed base state—
depend strongly on intensity and duration of light exposure. We use a wide spectrum mercury lamp (bare intensity I0 ¼ 980 mW cm22 at 535 nm) with filters to
selectively expose regions of the swarm to a filtered maximum intensity I. Experiments were conducted a minimum of three times per condition, and the resultant
phase behaviour was observed to be robust. From subsequent PIV analysis, we classify the response into one of three types: (I) always active, (II) temporarily passive
and (III) always passive. The yellow (dashed) and pink (dotted) curves are phase boundaries (equation (3.3)) consistent with a lower threshold in intensity for
irreversible response. (b) Velocity fields taken 10 s post-exposure are shown for each phase. Colours reflect speed with the arrows denoting polar orientation.
Collective motility of temporarily immobile bacteria is recovered in approximately 15 s past exposure. (c) We plot the average speed of the swarm in the central
region, highlighted by the box in (b) for times encompassing pre-exposure, exposure (yellow band) and post-exposure. Pre-exposure, the average swarm speed
fluctuates between 25 and 50 mm s21. For case (I), the bacteria briefly slow down during exposure, but recover in 6 s. In (II), the swarm speed approaches zero
during exposure and recovers in 12 s. In (III), the collective swarm speed drops to very low values (close to zero) and remains steady. The data for the PIV were
sampled at 60 fps, we only show around four points for every 25 s for clarity. For light intensities that fall within region (II) of the phase plot, it is likely that some
bacteria are more impaired mobility-wise than others due to the natural variations in resistance to light-induced damage. We see no evidence from our videos of
bacteria re-animated by the swarm when they are in the fully passivated region (region III). The averaged speed remains consistently zero until the active region
( phase) starts to convect the paralysed bacteria away. Here, t is the time of exposure and I is the intensity. (Online version in colour.)
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or (iii) permanently stop moving (irreversible). This classifi-

cation was based on averages obtained from time-dependent

swarm velocity fields. The observed phase behaviour was

mapped onto a phase diagram in terms of exposure time t

and light intensity I (varied from the bare value I0 using neutral

density filters) as variables. For sufficiently small exposure

times (t � 20–40 s) and intensities (I , 220 mW, at 535 nm),

exposed cells remain always active. Conversely, for large

exposure times (t . 60 s) and sufficiently high intensities

(I . 220 mW, at 535 nm), the bacteria are permanently passive

(over the duration of the experiment). Between these two

phases lies the temporarily passive, reversible case.

The differences between the three collective motility

regimes are highlighted in figure 2b,c; these show PIV-derived

velocity fields taken 10 s past exposure (figure 2b) and the aver-

age bacterial speed kvcl in the exposed region over time (figure

2c). Here, kvcl is the average speed of the velocity fields in a

22 � 22 mm2 area, located at the centre of the exposed region.

In case (i), exposed cells remain motile and continue to exhibit

long-range collective motions; the speed decreases but does not

fully reach zero during exposure. The speed recovers to pre-

exposure levels approximately 5 s after exposure. In case

(ii), bacteria stop moving during exposure, yet spon-

taneously start moving again �1–10 s after the light is

switched off. The cell speed kvcl takes longer to recover to

pre-exposure levels than case (i), and the recovery occurs

heterogeneously with cells moving within the temporally

quiescent region (figure 2b, tile ii). In case (iii), cells stop

moving during exposure and do not regain their motility

afterward for the whole duration of the experiment (20–

300 s). Unlike case (ii), cells in the exposed region here do

not spontaneously regain their motility (figure 2b, tile iii).

In this case, the passive domain evolves solely due to its

interaction with the active swarm at its boundary (elec-

tronic supplementary material, movies S3 and S4). The

active swarm convects passive bacteria away from the

boundary and the passive phase is dismantled entirely;

the speed kvcl eventually increases (figure 2c, tile iii) as

the swarm recaptures the quenched area.

Responses qualitatively similar to these have been

observed earlier in studies on E. coli and S. typhimurium [19].

Specifically, prolonged exposure to unfiltered light in both bac-

terial species resulted in constant tumbling, and eventual

paralysis. S. typhimurium was found to responds instan-

taneously to exposure with recovery of normal motility in 2 s

or less upon cessation of exposure provided the duration of

exposure was less than 5 s. Bacterial E. coli cells recovered

normal motility in 1–10 s after cessation of exposure. Sus-

tained exposure that ultimately results in paralysis was

however found to be irreversible (with no recovery of moti-

lity even after 15 min) for both species. Our experimental

results encapsulated in figure 2 show that collective motility

in swarming Serratia marcescens exhibits similar responses to

light exposure.

The boundaries separating the three regimes in the phase-

plot shown in figure 2a can be quantified by hypothesizing

the existence of a lower threshold for the intensity Imin

below which bacteria are not affected. Inspecting the data,

we deduce that these boundaries do not correspond to a

single or unique value of the light dosage (intensity multi-

plied by exposure time) or net power. To interpret figure

2a, we propose a simple fit that takes into account the pres-

ence of a time scale controlling collective response to light

t� that results in either temporary (t� ¼ ttemp) or permanent

(t� ¼ tperm) passivation following:

I(t)

I0
¼ A exp � t

t�

� ��
1þ t�

t

�
þ Imin: (3:3)

Fitting yields (A, Imin, ttemp) ¼ (0.2, 0.23, 62) for the yellow

(dashed) curve and (A, Imin, tperm) ¼ (0.33, 0.23, 100) for the

pink (dotted) curve. The bare (unfiltered, maximum) intensity

I0 ¼ 980 mW cm22 at 535 nm. As expected, ttemp , tperm. The

variation in A reflects the fact that our experiments do not

probe the t! 0 limit. We emphasize that the form of equation

(3.3) was chosen since it provides a minimal analytical form

that still allows for discrimination between incomplete and

complete paralysis while still respecting a possible limiting

threshold for intensity (at the density corresponding to the

experiments). The term t�/t multiplying the exponential term

allowed us to obtain the same value of Imin for both responses.

Additional studies are required to compare critical intensities

and time scales t� obtained from (3.3) and corresponding

values for planktonic isolated swimming bacteria.

The recovery of collective motility when sustained

exposure is not maintained has significant implications.

While isolated bacteria can reorient by run and tumble move-

ments, motility driven by close bacteria–bacteria interactions

dominates in a swarm. In patterned or localized light fields,

fast cells have a higher chance of escaping the exposure

region before they become completely paralysed. Slowly

moving cells however can end up exposed to light for

longer times and, also—in the process—be easily aligned

and hindered by already paralysed cells.

3.3. Form and growth of the quenched region
To determine the extent of the quenched domain and thereby

quantify its form and growth, we next determined the location

and shape of the boundary separating the passive and active

domains. We used two threshold-based methods: the first

used image intensity fluctuations [40,41] obtained from raw

images and the second used PIV-derived velocity fields com-

puted from the raw data. Our experiments were (unless

stated otherwise) conducted at a filtered intensity of

3100 mW cm22 (measured at 535 nm); exposure time t was

varied from 10 to 300 s.

3.3.1. Boundary of the quenched region
The first method to extract the boundary of the quenched

region was based on analysis of point-wise fluctuations of

the spatially varying intensity field

jDI�(r, t, Dt)j ¼ jI�(r, tþ Dt)� I�(r, t)j, (3:4)

where I*(r, t) is the two-dimensional image intensity at pixel

position r and Dt is the time step. To reduce noise in the

system arising from effects such as pixel resolution, short-

range fluctuations and background light fluctuations, we

first filtered the pixel-wise values of jDI*(r, t, Dt)j by smooth-

ing over 3 � 3 mm2 areas. We then varied Dt to obtain

temporally resolved domains. We found that using Dt ¼
0.1 s, which corresponds to the time taken by a Serratia cell

swimming at 50 mm s21 to move roughly a body distance

(5 mm) provided good results; variations in Dt around this

value (0.05 s , Dt , 0.3 s) resulted in only small variations

in results. As seen in figure 3, intensity fluctuations allow

us to identify and distinguish two domains, the quenched

royalsocietypublishing.org/journal/rsif
J.R.Soc.Interface

16:20180960

5

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

14
 N

ov
em

be
r 

20
23

 



domain where values of jDI*j are relatively small and the

motile domain where jDI*j are relatively large. Thresholding

jDI*j then yields the locus of points that defines the boundary

of the active and passive phases. In the second method, the

boundary position was obtained from coarse-grained

spatially averaged bacterial velocity fields from PIV (figure

3b); the exact boundary was subsequently identified and

fixed using a threshold criterion [33]. The locations of the

active and passive domains, as well as their relative sizes

such as area, match between the two methods, although the

intensity fluctuation-based method identifies smaller features

of the boundary compared to the PIV-based method.

The metrics just described capture complementary

aspects of the swarm’s motility: the intensity fluctuations

are a scalar measure of density fluctuations and PIV yields

vectorial velocity fields that quantify instantaneous polarity

fields. In summary, simple thresholding using the intensity

fluctuations and/or PIV-derived velocity fields, yields phys-

ically meaningful boundary positions that separate the

quenched region from the swarm. This approach can be for-

malized using phase-field approaches in order to extract the

location and width of the interface [33,42].

Figure 4a illustrates the manner in which we used PIV-

derived velocity fields to study the dynamics of the quenching

process. In the swarming state, the motion of Serratia marcescens
clusters may be decoupled into a mean velocity (approximate

velocity of the swarm front) and a diffusion-like term

dependent on features of the collective coherent structures

given by approximately ‘2
cctcc where ‘cc is the length scale of

the collective structure and tcc is its lifetime. For a suspension

without collective flow features, it is reasonable to expect

that the quenching process starts where the light intensity is

maximum—i.e. at r ¼ 0. When the light source is switched

on, the collective flow features result in significant spatial vari-

ations with clusters slowing down non-uniformly (figure 4a;

electronic supplementary material, figure S3). The PIV-derived

velocity fields emphasize this; bacteria slow down forming

fragmented and partially passivated sub-domains (electronic

supplementary material, movies S2(a) and S2(b)). After a

period of time, these fragmented domains combine into a

large quenched domain. The time delay observed in going

from the temporarily passive to fully immotile state is a

consequence of interplay between the static light field, the

dynamic motions of the bacteria and interactions arising

from the close-packed nature of the swarm. An integral part

of this process involves bacterial clusters slowing down

as they experience increasingly jammed environments with

local flocks aligning.

3.3.2. Averaging to obtain radially dependent fields
A convenient way to view the quenching process is to think of

this as one where actively generated energy of the swarm is lost

or degraded as the bacterial collective velocities die down. The

rate at which the quenched region forms then depends on

the rate at which this actively generated energy is lost. If the

mean propagation speed of the swarm front is ignored,

the fluctuating swarm velocities, v, can be treated as time-

varying fields with a zero mean that encode information

about the energy content of the swarm. Averaging over time

scales long enough to encompass multiple vortex and streamer

lifetimes, and then averaging azimuthally about the polar

angle in the swarming plane, will provide a radially dependent

scalar field kjvjl whose intensity is a direct measure of activity.

In the process we lose information about structural asymmet-

ries and irregularities inherent to the quenched domain as

well as variations in motility inside the domain.

Just as we previously used a cut-off value as a threshold cri-

terion to define a two-dimensional boundary, we can apply a

similar procedure to the reduced radial field to determine the

mean radius of the quenched region. This procedure can be

applied to either the averaged intensity maps or the averaged

speed field; here we present results for the latter. In line with

this interpretation, we coarse-grained the PIV-derived velocity

fields to obtain radially dependent speed profiles. The tem-

poral variations of the azimuthally averaged bacterial speeds

kvl(r, t) with r as measured from the centre of the illuminated

region from the PIV-derived two-dimensional fields, for the

experiment shown in figure 4a, are plotted in figure 4b,c.

Quenched domains appear as dark regions characterized by

negligibly low speeds. After the initial lag time tlag, the extent

of the quenched domain is observed to increase steadily with

time t before eventually saturating at large time due to the

finite extent of the illuminated region. When the light

is turned off, active bacteria penetrate the passive phase, con-

vect passive bacteria away and in approximately 100 s

post-exposure recapture the illuminated domain.

Focusing on reduced speed contours of the kind shown in

figure 4b,c, we found that a cut-off value kvl � 10 mm s21

yielded meaningful values of the boundary separating the

quenched (lower mean speeds) from the active (larger mean

speeds) region. The radial extent of the quenched domain

thus obtained is shown in figure 5a.1 Variations in the

radial extent are a consequence of asymmetric formation of

(b)(a)

u 
(µ

m
 s

–1
)

50 µm50 µm

40

superimposed PIV
derived fields

from
intensity fluctuations

80

00

Figure 3. Thresholding using intensity fluctuation fields. (a) We calculated
the intensity fluctuation difference map jI*(r, t þ Dt) 2 I*(r, t)j, here
with Dt ¼ 0.1 s. Intensity fluctuations are low (black) in the regions
where the swarm is not moving. Suitably thresholding the result allows
us to identify the boundary position (blue curve). The quenched (black
blob) phase shrinks with time as is observed by examining the extent of
the region at t ¼ 1 s (top) and t ¼ 40 s (bottom) as measured post-
exposure. The exposure duration t ¼ 80 s and intensity (at 535 nm) was
3 W cm22. (b) Thresholding of PIV-derived velocity (speed) fields confirms
the boundary location obtained from the intensity fluctuation maps. The dif-
fuse boundary may also be located using phase field approaches [33,42].
(Online version in colour.)
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the passive domain. The results shown represent an average

of three experiments.

Revisiting the interpretation of the quenching process as

one where energy is extracted, it is interesting to compare

the light-driven quench with a two-phase moving interface

problem—the one-dimensional freezing of a domain due to

a heat sink at the origin—where the interface follows a

square root dependence in time (electronic supplementary

material, §II). For comparison, in figure 5a, we plot the func-

tion
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t� (tlag þ ton)

p
with ton being the time when the light

source is turned on and tlag being the lag time.

3.4. Exposure time and spatial extent of quenched
domain

Next, we examined how varying the time of exposure while

keeping the size of the illuminated region fixed changes the

spatio-temporal dynamics of the quenching process. Aiming

to obtain an upper bound on the size of the swarming

domain that is impacted, we chose to use intensity fluctuation

fields rather than the PIV-derived velocity fields to analyse the

data and identify the interface boundary. To adjust the viewing

window, the 60 mm aperture experiments were conducted

with the 20� objective and the 120 mm aperture experiments

with the 10� objective. We took into account the higher

value for the intensity for the 60 mm aperture case at 20�.

Both these corresponded to bacterial response ending in the

completely passive regime (region III in figure 2a).

Figure 5b is a plot of the average radial size of the quenched

domain obtained from four experiments with corresponding

standard deviation shown as error bars. We conclude that

Rmax ; reff(t ¼ toff) increases with exposure duration t and

asymptotes to a constant that is less than the aperture size

(�58 mm for 60 mm aperture, �109 mm for 120 mm aperture).

The disparity between the maximum radius of the quenched

region and the aperture size is a consequence of the finite thick-

ness over which the speed profile transitions from the active

(large) value to the passive (nearly zero) value.

3.5. Caging and jamming in quenched region
Also shown in figure 5a is the rate at which the quenched

domain erodes when exposure is terminated. We found that

the dissolution time taken by the active swarm to completely

penetrate the quenched region and convect the paralysed bac-

teria away was strongly dependent on size of the swarm (set

by the aperture) as well as on the duration of illumination t.

To understand why this may be so, we examined movies of

the dissolution process. Electronic supplementary material,

movies S4 and S5 illustrate the dynamics of small tracer par-

ticles as they encounter the moving interface. We find that

these tracers behave as trapped/caged particles—they do

not move until they are dislodged by the active swarm.

Recognizing that quenched bacterial clusters may behave

similarly, we examined the structure and alignment of bac-

terial clusters in both the active and the quenched phases

using the DirectionalJ and OrientationJ plugins that are a

part of the open source software ImageJ. These plugins calcu-

late directional derivatives of the gradient in image features

of a specified region of interest, obtain the direction along

which these derivatives are maximized, and finally compute

the structure tensor. The structure tensor provides eigen-

values and eigenvectors that characterize the alignment

(b) (c)

(a)

·u
 (

r)
Ò

(µ
m
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–1

)

r 
(µ

m
)

40

during exposure

0

40

0

1

1

200

100 r 
(µ

m
)

200

100

0 100 200

time (s)

ton toff 300 0 100 200

time (s)

ton toff 300

2 3 4 5 1 23 4 5

2 3 4 5

r

Figure 4. Thresholding using PIV-derived fields allows for analysis of the evolution of the quenched region. (a) PIV-derived bacterial velocity fields before (tile 1)
and during (tiles 2 – 5) light exposure. We note from tile (5) that as the exposure is continued, the paralysing effects persist only a short distance into the active
unexposed region as evident from the vortical structures seen near the edge. (b) The azimuthally averaged velocity kvl(r) shown as a colour map highlights the
creation of an immotile quenched domain within the exposed region. When the light is switched off, the active bacteria from the unexposed regions penetrate into
the quenched domain, eroding it away. The filtered maximum intensity ¼500 mW cm22. We note the brief lag after the light is switched on (the lag here being
ton), the gradual increase and ( possible subsequent saturation) to a finite size as t! toff and the rapid erosion and mixing with the grey interphase region t . toff.
(c) Using averaging filters that effectively smooth the fields in (b) yields less resolved fields. Note the difference in the manner intensities are plotted on the bars
shown on the right of (b) and (c). (Online version in colour.)
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direction, degree of alignment and degree of coherence.

Qualitatively, the orientation is visualized as a false-colour

image with coloured domains with domains of the same

colour indicating similarly aligned bacteria and intensity

quantifying degree of coherence. Structural information

such as size of coherently arrayed structures and length

scales over which structural features are correlated when

combined with PIV data provides a complete picture of

how the moving active phase erodes the passive quenched

region and the evolution of the interface.

Analysis of images obtained during the quenching process

for the case where bacteria end up irreversibly quenched

(figure 6) reveals that (i) multiple structurally heterogeneous

domains spanning sizes as large as 15–20 mm exist in both

the active and quenched regions, (ii) bacteria in these quenched

domains are densely packed, (iii) while each sub-domain is

aligned in a preferred direction, as a whole a wide distribution

of sizes and orientations are observed, and finally (iii) there is

evidence of slight changes in alignment during the final

stages of quenching. It is known that dense suspensions of pas-

sive non-propelling nematic rods can align with time due to

thermally driven Brownian diffusion. Supported by electronic

supplementary material, movies, figure S3, and figures 5 and 6,

we hypothesize that the passivated bacteria indeed behave as

passive nematic rods with increasing alignment as t increases.

Examination of the size of the aligned regions and the fact that

adjacent regions may be aligned differently with only slow

rearrangements at large exposure times suggests strongly

that bacterial clusters end up in caged and jammed configur-

ations. This possibly results from (i) aligning due to motility

contrasts during the initial part of the quenching process,

(ii) steric interactions that enhance this effect and (iii) collective

flows that persist initially during quenching.2

3.6. Spatial extent of illumination and duration of
exposure are both important

As seen in figure 5a, post-exposure, active bacteria invade

and disrupt immotile bacteria. The size of the eroding region

follows roughly a square root dependence with time until

complete dissolution (blue dashed curve). In our active, far-

from equilibrium system, the passive domain is eroded by

single bacteria–bacteria interactions (displacements originat-

ing from steric and self-propulsive mechanisms) as well as by

collective highly non-equilibrium flow structures that form

near the surface. Elucidating the origin of this scaling requires

a consideration of the coupling between interface shape, inter-

face speed and interface flow fields [33]. The time to complete

dissolution, as expected, increases with exposure time as

plotted in figure 7a. We also measured the initial boundary dis-

solution speed by calculating kvintl ¼ (reff(toff ) 2 reff(toff þ
Dt))/Dt, where Dt ¼ 10 s. We find that kvintl varies significantly

with exposure time—as shown in figure 7b—decreasing from

10 to 0.1 mm s21 as t increases from 10 to 300 s. The decrease

in speed is not monotonic, rather we observe a peak (inset)

that is not ascribable to experimental variations.

Combining our observations (summarized in figures 6

and 7a,b) with the qualitative structural information gleaned

from figure 7c, we hypothesize that for long exposure times

or high intensities, as the exposed bacteria are slowly paral-

ysed and slow down, they form jammed, highly aligned

domains. The larger the extent of alignment and size of the

domain, the more they resist erosion and thus result in

longer times to complete dissolution and slower initial dissol-

ution rates. The aperture size that sets the length scale of the

light exposure is as important as the duration of exposure, t.

4. Escape of bacteria from the light
Our experimental set-up was suited to study the dynamics of

the interphase region and the flows in its vicinity. It is known

that high aspect ratio densely packed passive polar rods can

organize into ordered states through thermal motions aug-

mented by additional steric interactions [43] or other

weakly aligning interactions [44]. Here, the slowing of indi-

vidual bacteria, the resultant disruption of motility at the

collective level and further orienting affects of local (shearing)

flows may allow the mechanisms operating in the passive

case to also influence the formation of aligned phases we

observe in figures 6a–c and 7c. A natural question to then

ask is whether small sub-domains of bacteria can escape

from the illuminated region before they become completely

immobilized. Intuitively, one expects slower bacteria or

slower clusters to be trapped; however, since the large-scale

100

150

50

0

50

75

100

0 50 100 200

60 µm

20 µm

refft – tlag

120 µm

150

t (s)

300

exposure

time, t

(b)

(a)

ef
fe

ct
iv

e 
ra

di
al

 e
xt

en
t (

µm
)

R
m

ax
 (

µm
)

Figure 5. Growth, shape and dissolution of the quenched domain. (a) Inset:
two-dimensional interface boundaries at various instants in time obtained
from thresholding the DI (x, y) fields but prior to azimuthal averaging.
Pink, red and green curves correspond to exposure times of 10, 20 and
100 s (aperture size 60 mm, 20� objective). These shapes yield effective
radii of quenched region that are consistent with values obtained from
PIV data based first on thresholding using a cutoff kvl ¼ 10 mm s21 and
subsequent azimuthal averaging (not shown). (a) Using a larger aperture
size and longer exposure time allows us to probe the dynamics of growth
in more detail. The effective radius as identified by taking thresholding
the averaged PIV data is shown. The effective radius of the quenched
region grows during exposure (lag time tlag � 50 s) and asymptotes to a
constant as long as the light source remains on. For comparison, a square
root dependence is shown as the red dashed curve. Post-exposure, the effec-
tive radius decreases to zero in finite time. The aperture size is 120 mm. (b)
The maximum extent Rmax ; reff(t ¼ toff ) increases with exposure duration
t and asymptotes to constant values. (Online version in colour.)
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complex flows are collective, convective effects could set

paralysed bacteria in motion.

Our experiments unfortunately do not offer the resolution

to answer this question. To complement our experiments, we

therefore propose and analyse an agent-based Brownian

dynamics model.

4.1. Minimal model for a test cell
Our aim here is to investigate the competition between pro-

pulsion speed and light-induced jamming that underlies

ability of a test cell (mimicking a real cell cluster) to escape

from the illuminated region. To do this, we work within the

framework of an extended Langevin dynamics model. We

toff – 40
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(b) (c)(a)
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am
ou
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. (

ar
b.
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)
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Figure 6. (a) (i) Close-up of a region in the unexposed active phase (scale bar 15 mm) illustrating aligned regions. These features are highlighted when analysing
this image using the Orientation J plugin in ImageJ. The false colour rendering obtained shown in (ii) shows domains with distinctly co-aligned bacteria. Coloured
regions indicate regions with closely matching alignment (orientation). Higher intensity of the same colour indicates a smaller dispersion along the common direc-
tion of orientation. Characteristic length scales here are slightly smaller than that obtained from PIV-based velocity correlation length scales shown in figure 1b.
(b) Contrast-adjusted images of the quenched region (octagonal aperture, size 120 mm). Image (i) correspond to the structure at time toff 2 40 s while image (ii) is
the structure at time toff just when the light source is turned off. (c) Analysis of these images using the ImageJ plugin Orientation J reveals the presence of distinct
regions where quenched bacteria are aligned in a similar manner. Closer examination of the regions highlighted in the white rectangles reveals that domains can
have a distribution of sizes and orientations, are tightly packed, and do not undergo significant changes once quenched. At the same time, the slight differences in
the size and shape of the domains suggest that slow processes including thermally driven (Brownian motion related) realignment may occur over long time scales
(scale bar in black 20 mm). (d ) The orientational distribution in degrees (2p/2 � u � p/2) of structures in the complete region within the octagonal area in
(b(ii)) as detected by the ImageJ plugin Directionality (https://imagej.net/Directionality). Images with completely isotropic content yield a flat histogram. We see a
distribution of angles and the peak of the Gaussian fit that accounts for periodicity (blue curve) is close to zero (goodness of the fit ¼0.95). Combined with
(c(i),(ii)), these observations support the hypothesis that the quenched region comprises distinct, multiple, tightly packed domains of aligned bacteria. Each
domain has a different mean alignment. (Online version in colour.)
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Figure 7. (a) The effective extent of the quenched, passive domain decreases over time t at rates that depend on the exposure duration t. Longer exposure times
prolong erosion by the active swarming bacteria, increasing the time it takes for the passive phase to disappear (at time t0). For each t, the effective size reff follows
reff �

ffiffiffiffiffiffiffiffiffiffi
t0 � t
p

(grey dashed curves) with t0(t) being the time for complete dissolution. All the points here correspond to the irreversibly quenched regime. (b) The
average initial dissolution velocity kvintl decreases significantly with t. Data are the average calculated from four experiments with standard deviation as error bars
(intensity �3 W cm22). (c) False colour image of the orientational map of bacterial clusters obtained by analysis with ImageJ plugin Orientation J (https://imagej.
net/Directionality). The aperture used is the 60 mm aperture (effective total span-wise size of 120 mm) and exposure time t ¼ 180 s. The snapshot analysed is the
image obtained 10 s after the light source is switched off. Each colour denotes a similarly oriented cluster of bacteria as identified by the Orientation J plugin. We
observe clusters in the quenched region (shown overlaid as the translucent region) and penetration of moving (active) bacteria clusters into the previously exposed
region. The intensity of the colour is a measure of the closeness of orientation. Structural information on orientation and the size of coherent structures when
combined with PIV gives us a complete picture of how the moving active phase erodes the passive quenched region and the evolution of the interface [33].
(Online version in colour.)
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analyse the spatio-temporal dynamics of a test cell cluster

moving in the x–y plane with velocity v0p with p ¼ cosu ex

þ sinu ey being the unit vector denoting the instantaneous

direction of motion. The cell motion has both deterministic

(self-propulsion) and stochastic components (rotational and

translational diffusion).

To keep the model simple, we assume that (a) test cells

undergo over-damped Langevin dynamics with dissipation

coming from viscous Stokes drag, (b) cell diffusivities are modi-

fied from the bare (thermal noise dictated) equilibrium values

by a multiplicative factor term that depends on time and (c) con-

sistent with the non-equilibrium active setting, the diffusivities

could (but not necessarily) correspond to different tempera-

tures. Thus, the random terms that impact the translational

(hT) and rotational (hR) motion of the test cell satisfy

hhT(t)hT(t0)i ¼ Do
TF(t) I d(t� t0) (4:1)

and

hhR(t)hR(t0)i ¼ Do
RG(t) I d(t� t0), (4:2)

with the time-dependent factors F(t) and G(t) incorporating the

slow deactivation of the self-propelling, diffusing particle; d is

the Kronecker delta function while I is the identity tensor in

two dimensions.

In our simulations, the test cell moves in a light field with

spatially dependent intensity F(r) of extent RL. To next specify

the functions F(t) and G(t) in equations (4.1) and (4.2), we turn

to our experimental results and also to previous studies on Bacil-
lus subtilis [30]. Experiments show that as bacterial cells become

sluggish, the tendency to form flowing flocks and large packs

reduces. The overall reduction in cluster size and a less ordered

motion within individual clusters give rise to slightly decreased

correlation lengths. Guided by these previous studies and our

experiments, we assume that light exposure increases the tum-

bling frequency and the rotational diffusion coefficient. As the

test cell moves among its deactivating neighbours, its transla-

tional diffusion is hindered due to crowding and alignment

effects (indirect effects of light exposure). Note that clusters

may also experience anisotropic translational diffusivities due

to the different environments perpendicular and normal to

the propulsion direction. Treating the anisotropy in diffusion

coefficients as secondary to the fact that the diffusion slows

down, we choose the approximate forms

F(t) ¼ exp �A2

ðt

0

F(r(t0), t0) dt0
� �

(4:3)

and

G(t) ¼ exp A3

ðt

0

F(r(t0), t0) dt0
� �

, (4:4)

with the two independent dimensionless parametersA2 andA3

characterizing the light-induced deactivation process.

To make progress, we work in time scaled by the rotational

diffusion coefficient of a single test cell tc ; 1=Do
R and lengths

scaled by ‘c ;
ffiffiffiffiffiffiffiffiffiffi
Do

Ttc
p

. Note that tc is the time scale over which

the test cell velocities are correlated. Decomposing the

extended Langevin equations (electronic supplementary

material, §III) in terms of the Cartesian components of the

cell (x, y) and orientation in terms of the polar angle u (u.ex ¼

cosu), we derive the discrete, stochastic time-stepper yielding

the location and orientation of the test cell

xnþ1 ¼ xn þ DtA1 cos un þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2F(tn)Dt

p
N 1, (4:5)

ynþ1 ¼ yn þ DtA1 sin un þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2F(tn)Dt

p
N 2 (4:6)

and unþ1 ¼ un þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2G(tn)Dt

p
N 3: (4:7)

Here, N 1 and N 2 are normally distributed random variables

with mean 0 and standard deviation 1. The random variable

N 3 is similarly chosen from a normal distribution and allows

the test cell to possibly undergo large reorientations. The

index n þ 1 is associated with time instant tnþ1 ¼ tn þ Dt and

A1 ; (votc=‘c) is the (dimensionless) Peclet number. The

Peclet number is a useful measure of activity. For small

Peclet number, cell motions are correlated for distances much

more than their size, exhibiting active displacements that devi-

ate from their innate Brownian motion. In the limit of zero

Peclet number, the particles behave as Brownian particles

with no effects of their innate activity. Swarming bacteria

provide a model system for very large activity levels and

hence moderate to high Peclet number.

Equations (4.5)–(4.7) constitute a first-order Euler–

Maruyama scheme. For simplicity, we have also ignored

direct changes to the self-propulsion speed.

4.2. Role of exposure time and propulsion speed
We evolved equations (4.3)–(4.7) in time for two illumination

modalities. The first is uniform unbounded light field with

F(r) ¼ 1 and RL ¼1. The second case we considered was a

localized field F(r) ¼ 1 8r [ (0, RL) and zero elsewhere. We

chose Dt [ (1023 2 1024). The effect of negative A3 was also

explored for the sake of completeness. Figures 8 and 9 summar-

ize our findings on the effects of self-propulsion and bounded

light field on the dynamics of 104 independent test cells.

4.3. Spatial effects on deactivation
Even when cell–cell interactions are negligible (negligible

aligning effects), the light-induced changes to single-cell

motility can induce patterns in the quenched region and

possibly result in fast particles trapped/caged by slow par-

ticles. To investigate if such a process can indeed occur, we

followed the evolution of 104 cells distributed uniformly

within a circle of radius RL ¼ 10 with each starting off with

diffusivities F ¼ 1 and G ¼ 1. As time progresses, these

non-interacting test cells self propel and diffuse but at differ-

ent rates depending on the light intensity, time and position.

Figure 10 shows the results of a single realization. Here

A1 ¼ 5, A2 ¼ 1 and A3 ¼ 0:2. We track each cell for various

periods of time, and then plot a histogram that shows the

spatial distribution of cells with specific values of F(t) and

G(t). Note that the cells can diffuse and move out of the

lighted region; and some of these cells that escape the light

can move back into the lighted region. We observe that

particles starting at the same point at t ¼ 0 can develop

spatio-temporally patterned F(t) and G(t) fields; more so, if

we compare particles that start at different points in space

at t ¼ 0. Specifically, particles may be considered trapped

if F(t)� 1 and G(t)	 1. In general increasing A2 or A3

accelerates this process while increasing A1 reduces the effect.

Finally, we also investigated how test cells may escape the

illuminated region when they start at values away from the

centre. Without loss of generalization—due to the radial sym-

metry of the incident light field—equations (4.3)–(4.7) were
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solved with the initial condition x(0) ¼ R0 , RL and y(0) ¼ 0.

Trajectories were tracked until a final (dimensionless) time t;

thus in this way both finite light extent as well as finite

exposure time were investigated. The average first escape

time (conditional average) of test particles that reach RL for

times t � t was then calculated. The result was then studied

as a function of t. Between 104 and 106 trajectories were com-

puted with particles starting from each fixed point R0 with

other parameters held constant. For each trajectory, whenever

a simulated particle reaches the light field threshold radius

RL or the maximum time is reached, the simulation of that par-

ticle ends. Only the particles that escape light field within the

time limit are considered. The average escape time is the sum

of the escape time of all particles that escaped divided by the

total number of particles that escaped. Figure 11 summarizes

our results for simulations with 104 cells started at R0 ¼ RL/

2, where RL ¼ 10. We explored the effects of A1 and A3 on

the escape time for the three windows t ¼ 10, 20 and 30.

Note that higher values of t enable more particles to escape

but the mean escape time correspondingly increases.
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Taken together, figures 8–11 and electronic supplemen-

tary material, figure S4, suggest that were one to simulate

many non-interacting test cells starting at various points of

space, the spatio-temporal pattern of deactivation combined

with any intercell variations in A1 will impact the ultimate

fate of the cell. Variations in bacterial spreading distances

may arise in a realistic population of cells featuring a distri-

bution of self-propulsion speeds. Subpopulations of bacteria

corresponding to the fastest moving cells may escape from

the exposed region. While these results provide a start, a care-

ful consideration of aligning and hydrodynamic interactions

is required to fully explore the manner in which semi-

paralysed and resistant cells in the quenched region may

escape the light.

5. Summary and perspectives
Previous work has highlighted the effect of light exposure—

especially that of UV light—on biomolecular and biochemical

mechanisms underlying propulsion in free swimming plank-

tonic bacteria. Here, we presented work that complements

these single-cell experiments by analysing the effects of light

exposure on collective motility in swarming Serratia marcescens.

In the absence of exposure, the swarming bacteria exhibit col-

lective flows with significant intermittent vorticity and

streaming motions [33]. When exposed to wide-spectrum

light, collective motility in the swarm can be severely impacted

depending on two critical parameters—light intensity and

duration of exposure. At low exposure levels, swarms are unaf-

fected by light and maintain long-range collective motions. For

sufficiently intense exposures, bacteria are rendered immobile

and paralysed, an effect that is either reversible or irreversible,

depending on the exposure level. For long exposure times or at

high intensities, exposed bacteria become paralysed and form

aligned and jammed clusters. The effective size of the
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quenched region increases with time and saturates to slightly

less than the extent of the illuminated region. We observe

that the quenched phase with irreversible impairment of

motility occurs for beyond a critical value of illumination

power and requires a minimum exposure time. Post-exposure,

active bacteria dislodge exposed bacteria from these caged con-

figurations with initial dissolution rates strongly dependent on

duration of exposure.

Small regions of immobile bacteria can block space accessi-

ble to swarms and trap motile bacteria thus preventing them

from escaping the light. Bacterial populations in nature typi-

cally feature cells with a distribution of properties. This raises

the possibility that the subpopulations of exposed bacteria cor-

responding to the fastest moving cells that are predisposed to

UV resistance may escape from the exposed region. Reestab-

lishing collective motility, and upon subsequent cell division,

these cells may trigger the emergence of resistant strains.

Our experiments also suggest that activity combined with

effects of Brownian noise could lead to enhanced alignment

of neighbouring cells. Thus, fast-moving cells could sometimes

surprisingly end up in jamming states. We thus propose that

the role of motility is subtler than is evident at first sight and

that exposure time is as important as light intensity in deter-

mining the rate at which the quenched domain is eroded by

active bacteria.

A natural extension of our experiments would be to system-

atically isolate the effects of light on properties controlling

swarm survival and swarm virulence such as cell–cell inter-

actions—as well as active/passive cell–particle interactions

[45]. Experiments using filters that allow for studies of wave-

length-dependent immobilization at the single-cell level and

at the collective level will provide significant insight in this

regard. Detailed agent-based Brownian dynamics simulations

that account for the steric interactions and hydrodynamic inter-

actions will both guide as well as aid in the interpretation of

these experiments.
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Endnotes
1An equivalent metric can be obtained from intensity fluctuations
rather than from PIV. Tracing un-averaged boundary positions
from the image intensity fluctuations jDI*j, we estimated the effective
size of the quenched region. Comparing results, we found that the
calculated extent of the quenched region obtained from using the vel-
ocity field is approximately 5–10 mm less than that obtained from
using the intensity fluctuation fields. This difference is attributed to
differences between the variables being averaged (density fluctu-
ations versus velocity fields). The inset in figure 5a illustrates the
asymmetry and extent of boundaries thus obtained.
2We also observe aligning behaviour in mixtures of motile and immo-
tile bacteria grown on agar under non-swarming conditions. When
multiple moving bacteria encounter stuck or sluggish bacteria, they
orient and form aligned flocks (clusters) that either push through
the obstacle displacing it or move around it.
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