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Abstract 

The spatial Mundlak model first considered by Debarsy (2012) is an alternative to fixed effects and 
random effects estimation for spatial panel data models. Mundlak modelled the correlated random 
individual effects as a linear combination of the averaged regressors over time plus a random time-
invariant error. This paper shows that if spatial correlation is present whether spatial lag or spatial error 
or both, the standard Mundlak result in panel data does not hold and random effects does not reduce to 
its fixed effects counterpart. However, using maximum likelihood one can still estimate these spatial 
Mundlak models and test the correlated random effects specification of Mundlak using Likelihood ratio 
tests as demonstrated by Debarsy for the Mundlak spatial Durbin model. 

JEL No.: C33 

Keywords: Mundlak Regression, Panel Data, Fixed and Random Effects, Spatial error model, Spatial 

Durbin model 

Authors: Badi H. Baltagi, Distinguished Professor and Senior Research Associate, Department of 

Economics and Center for Policy Research, The Maxwell School of Citizenship and Public Affairs, 

Syracuse University, 426 Eggers Hall, Syracuse, NY 13244, bbaltagi@syr.edu 



1 Introduction

Debarsy (2012) is the �rst to extend the Mundlak (1978) approach to the spa-
tial Durbin panel data model (SDM). 1This adds an auxiliary regression for
the correlated random individual e¤ects that is a function of the explanatory
variables along with their spatial weighted averages both averaged over time.
A likelihood ratio (LR) test that assesses the signi�cance of the correlation
between regressors and individual e¤ects is proposed, and its properties are
investigated using Monte Carlo simulations as well as an empirical example
to explain housing price variations across 588 municipalities in Belgium over
the period 2004 to 2007. This paper revisits the Mundlak (1978) model but
in the context of Anselin�s (1988) spatial error model (SEM) with a spa-
tial autoregressive remainder term. It shows that what Mundlak showed for
panel data does not extend to the spatial panel SEM, i.e., random e¤ects
does not reduce to �xed e¤ects once the average regressors over time are
included in the random e¤ects SEM regression. This is because of the pres-
ence of spatial correlation in the remainder disturbances. Of course, OLS
on this Mundlak SEM model, ignoring spatial correlation in the remainder
disturbances, still yields the �xed e¤ects estimator as in the panel data case
of Mundlak (1978). However, GLS on this Mundlak SEM model accounting
for spatial correlation in the remainder error does not yield the �xed e¤ects
estimator. So random e¤ects does not reduce to �xed e¤ects for the SEM
Mundlak model. This is di¤erent from the panel data case with no spatial
correlation where Mundlak�s correlated random e¤ects model reduces to the
�xed e¤ects estimator and OLS is equivalent to GLS, see Baltagi (2006). All
is not lost, however, using maximum likelihood estimation (MLE) under nor-
mality, Mundlak�s (1978) idea of modelling the random e¤ects as correlated
with the regressors can be tested using Likelihood ratio (LR) tests. This
is exactly the recommendation of Debarsy (2012) for the Mundlak spatial
Durbin model (with spatial lag on the dependent variable and the regressors
but not on the error). The presence of spatial lag introduces additional endo-
geneity besides the random correlated individual e¤ects and Debarsy (2012)
recommended MLE and LR testing and illustrated it using an empirical ex-
ample to explain housing price variations in Belgium. We illustrate these
results with xsmle in Stata applied to Belotti, Hughes, and Piano Mortari

1Note that Debarsy�s (2012) SDM does not have a spatial error model in the remainder
disturbance and hence does not nest the SEM considered in this paper.
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(2017) data set on residential demand for electricity covering the 48 states
in the continental United States plus the district of Columbia for the period
1990-2010. Mundlak�s adding regressors averages over time instead of �xed
e¤ects in a correlated random e¤ects model is a useful tool in panel data.
Perhaps it will be in Spatial panel models. This paper warns that although
it can be used as Debarsy (2012) did, it does not yield exactly the same
results as �xed e¤ects estimation. For both the SEM and SDM we show that
the spatial Mundlak correlated random e¤ects estimator does not reduce to
its �xed e¤ects MLE counterpart. The LR test shows that these Mundlak
averages are jointly signi�cant in the SEM and SDM for residential demand
for electricity in the United States.

2 TheMundlak Spatial Error Component Re-

gression Model

Consider the spatial error component regression model:

yti = X
0
ti� + uti; i = 1; ::; N ; t = 1; ; T;� � � (1)

where yti is the observation on the ith country for the tth time period, Xti

denotes the k� 1 vector of observations on the non-stochastic regressors and
uti is the regression disturbance. In vector form, the disturbance is assumed
to have random country e¤ects as well as a spatially remainder error term
(SEM), see Anselin (1988):

ut = �+ �t (2)

with �t following an autoregressive speci�cation
2

�t = �WN�t + �t (3)

where �0 = (�1; � � � ; �N) denote the vector of random country e¤ects which
are assumed to be IIN(0; �2�): � is the scalar spatial autoregressive coe¢ cient
with j � j< 1: WN is a known N � N spatial weight matrix whose diagonal

2The same result, i.e., OLS is not equivalent to GLS can be similarly shown for the
correlated random e¤ects spatial Mundlak model when the remainder disturbance in SEM
is a spatial moving average. This is not shown here to save space.
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elements are zero. WN also satis�es the condition that (IN � �WN) is non-
singular. � 0t = (�t1; � � � ; �tN); where �ti is assumed to be IIN(0; �2�) and also
independent of �i. In vector form, one can rewrite this as

�t = (IN �WN)
�1�t = B

�1�t� (4)

where B = IN � �WN and IN is an identity matrix of dimension N . The
regression model can be rewritten in matrix notation as

y = X� + u (5)

where y is now of dimension NT �1, X is NT �k, � is k�1 and u is NT �1.
The observations are sorted such that the slow index is t and the fast index
is i. X is assumed to be of full column rank and its elements are assumed
to be bounded in absolute value. The disturbance term can be written in
vector form as:

u = Z��+ (IT B�1)�
 (6)

where � 0 = (� 01; � � � ; � 0T ). Let Z� = (�T 
 IN); where �T is a vector of ones of
dimension T . IN is an identity matrix of dimension N: In this case, JT =
�T �

0
T is a matrix of ones of dimension T , so that �JT = JT=T is the averaging

matrix over T . Also, let ET = IT� �JT , be the deviations from average matrix.
De�ne P to be the projection matrix on Z� = (�T 
 �IN); i.e., P = JT 
 IN ,
and Q = (INT � P ) = ET 
 IN . The �xed e¤ects for the Anselin (1988)
model premultiplies the regression model by Q to get the within model

Qy = QX� +Qu (7)

where
Qu = (ET B�1)�
 (8)

and the individual e¤ects are wiped out, since ET �T = 0. The remainder
disturbance has variance covariance matrix � = �2( 1

� ET 
 (B0B)� ) and is
not �2�Q unless � = 0. Note that, the within panel regression (7), ignoring
spatial correlation in the remainder disturbances, i.e., OLS on (7) yields the
standard �xed e¤ects panel data estimator or within estimator, see Baltagi
(2021)

b�OLS = (X 0QX)�1X 0Qy = e�w (9)

This is di¤erent from performing GLS on this spatial within model which
yields

4



b�GLS = (X 0Q(ET 
 (B0B))QX)�1X 0Q(ET 
 (B0B))Qy
= (X 0(ET (B0B))X)�1X 0(ET (B0B))y

(10)


 


using the generalized inverse �� = (E 
 (B0B)=�2T � and Q�
�Q = ET

2



(B0B)=�� : This reduces to the within estimator in (9) when � = 0. In this
case, the standard �xed e¤ects estimator based on OLS yields consistent
but not e¢ cient (Best Linear Unbiased) estimates of �, while �bGLS yields
(Best Linear Unbiased) estimates of �. Also, the standard errors of the �xed
e¤ects estimates ignoring the spatial error correlation will yield misleading
inference. Therefore for the Anselin (1988) SEM, the within estimator has
to be performed with GLS or (MLE under normality) in order to get the
e¢ cient estimator and proper inference.
Mundlak (1978) argued that if the individual e¤ects are random and

correlated with "all" the explanatory variables through their averages over
time, i.e.

�i = �X 0
:i�� + �i i = 1; 2; ::; N (11)

where �i s IIN(0; �2�) and X:i
0 is 1�K vector of observations on the explana-

tory variables averaged over time, random e¤ects estimation reduces to �xed
e¤ects estimation for �. These individual e¤ects are uncorrelated with the
explanatory variables if and only if �� = 0, otherwise this is a correlated ran-
dom e¤ects regression. Mundlak (1978) assumed, without loss of generality,
that the X�s are in deviations from their sample mean. In vector form (11)
can be written as follows:

�

� = Z 0�X��=T + � (12)

where �0 = (�1; : : : ; �N), and �
0 = (�1; : : : ; �N). Substituting this auxiliary

regressions for �, de�ned in (12) into (6), one gets

u = PX�� + Z��+ (�T B�1)�
 (13)

where �P = JT 
 IN is the averaging matrix de�ned earlier. The Mundlak
SEM regression becomes

y = X� + PX�� + Z��+ (�T B�1)�
 (14)

The variance-covariance matrix for the disturbances of this SEMMundlak
regression is given by


 = �2�(JT 
 IN) + �2�(IT 
 (B0B)�1) (15)
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This matrix can be rewritten as:


 = �2�
�JT 
 (T�IN + (B0B)�1) + ET 
 (B0B)�1 = �2��
h i

(16)

where � = �2�=�
2
� : Using results in Wansbeek and Kapteyn (1982), �

�1 is
given by

��1 = �JT (T�IN + (B
0B)�1)�1 + ET B0B:
 
 (17)

GLS on (14) using ��1 yields the SEM Mundlak random e¤ects estimator
from the augmented regression with averaged regressors over time. Obvi-
ously, this is di¤erent from the �xed e¤ects SEM estimates for � given in
(10) : The Mundlak standard panel data result where correlated random ef-
fects yields the �xed e¤ects estimator does not extend to the SEM Mundlak
model as we showed above.
Note that j�j = jT�I + (B0B)�1j � j(B0B)�1 TN j �1: Under the assumption

of normality, the log-likelihood function for this model is given by

L = �NT
2
ln 2��2� �

1

2
ln j�j � 1

2�2�
d0��1d

= �NT
2
ln 2��2� �

1

2
ln[jT�IN + (B0B)�1j] +

(T � 1)
2

ln jB0Bj

� 1

2�2�
d0��1d (18)

with d = y�X��PX��. When �� = 0; the model reverts to the SEM ran-
dom e¤ects panel data model and the �rst-order conditions of MLE as well
as the LM test for � = 0 for this model, are given by Anselin (1988).3When
�� = 0; this a a correlated random e¤ects SEM model and performing GLS
on this augmented Mundlak spatial regression does not yield the �xed e¤ects
SEM estimates as in Mundlak�s (1978) panel data case without spatial cor-
relation. However performing MLE yields asymptotically e¢ cient estimates
for the regression coe¢ cients and the Likelihood ratio (LR) test for �� = 0
yields a valid test for whether the random e¤ects are correlated with the
regressors through their averages as Mundlak suggested.

6

3As an extension to this work, Baltagi, Song and Koh (2003) derived the joint LM test
for spatial error correlation as well as random country e¤ects. Additionally, they derived
conditional LM tests, which test for random country e¤ects given the presence of spatial
error correlation. Also, spatial error correlation given the presence of random country
e¤ects.
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3 Empirical Illustration: Residential demand

for electricity

We illustrate the results with the xsmle command in Stata applied to Be-
lotti, Hughes, and Piano Mortari (2017) data set on residential demand for
electricity covering the 48 states in the continental United States plus the
district of Columbia for the period 1990-2010. The dependent variable is
the log of residential electricity sales and it is modelled as a function of log
real per-capita income, log of real average residential price of electricity, log
of housing units per capita, log of cooling degree and heating degree days.
The Stata data set is available as state_spatial_dbf.dta. Using a rook
W matrix for spatial contiguity of the 48 states in the continental United
States plus the district of Columbia, xsmle allows us to estimate several
spatial panel models including SEM for Anselin (1988) and SDM for De-
barsy (2012). Column 1 of Table 1 shows the �xed e¤ects results using xtreg
ignoring spatial correlation, this matches Table 5 of Belotti, Hughes, and
Piano Mortari (2017). These �xed e¤ects are signi�cant yielding an F(48,
1024) = 358.4 which rejects the null that the state e¤ects are zero. This
is equivalent to running Mundlak�s (1978) augmented regression with time
averages of all the regressors given in column 2 of Table 1. The time averages
of heating units and degree cooling days are insigni�cant, but the remainder
time averages show signi�cance implying correlation between some of the ex-
planatory variables and the random individual state e¤ects. The joint F-test
for the signi�cance of these Mundlak averages is F( 5, 1067) = 32.28 which
rejects the null that these Mundlak averages are all zero.
Column 3 of Table 1 gives the SEM �xed e¤ects maximum likelihood

results which match the results in Table 5 of Belotti, Hughes, and Piano
Mortari (2017) that they label (SEM). The spatial e¤ects in the remainder
term (lambda) is signi�cant implying that inference from �xed e¤ects ignor-
ing this spatial correlation may be misleading. Next, we add the Mundlak
(1978) time averages of the regressors and run the SEM model with random
e¤ects. The results are given in Column 4 of Table 1. Although these re-
sults are close, they are not exactly the same as the �xed e¤ects SEM given
in column 3 of Table 1. So, Mundlak�s SEM with random e¤ects does not
yield Fixed e¤ects SEM. Note also that the time averages of real income
per capita, heating units and degree cooling days are insigni�cant. The LR
statistic for the joint signi�cance of the Mundlak average regressors is 53.6

7



which is asymptotically distributed as �25 and is signi�cant.
Column 5 of Table 1 gives the SDM with �xed e¤ects as in Debarsy

(2012) but now for the residential electricity demand. The spatial lag (rho)
is signi�cant. Note that these results di¤er from the results in Table 5 of
Belotti, Hughes, and Piano Mortari (2017) labelled SDM because here all
the regressors where spatially lagged whereas Belotti, et al. selected only
one regressor to be spatially lagged. Note that the spatially weighted degree
cooling as well as the spatially weighted degree heating days are insigni�cant.
Next, we add the Mundlak time averages and run random e¤ects SDM. These
are given in column 6 of Table 1. These results are slightly di¤erent from
column 5 of Table 1. So, the Mundlak SDM with random e¤ects does not
yield the �xed e¤ects SDM estimator. Interestingly, column 6 of Table 1
indicates that the time averages of two regressors are insigni�cant, but all
the time averages of the spatially weighted regressors are insigni�cant. The
LR statistic for the joint signi�cance of the Mundlak average regressors is
56.1 which is asymptotically distributed as �25 and is signi�cant.

4

4 Conclusion

This paper revisits the Mundlak (1978) spatial model considered by Debarsy (2012) in the

context of a spatial panel Durbin (SDM) model. It starts by showing that for the random

e¤ects spatial error model (SEM) considered by Anselin (1988), the spatial Mundlak ran-

dom e¤ects estimator does not reduce to the �xed e¤ects SEM estimator. This is di¤erent

from the standard Mundlak panel result where random e¤ects reduces to �xed e¤ects once

the random individual e¤ects are modeled as a linear function of all the averaged regressors

over time. This non equivalence result between �xed e¤ect and random e¤ect also holds

for other spatial Mundlak models including the Mundlak spatial Durbin model (SDM)

considered by Debarsy (2012). The SDM model considered by Debarsy does not have a

spatial error model but does have a spatial lag and spatially weighted regressors so it does

not nest the SEM considered in this paper. As demonstrated by Debarsy (2012), one can

use maximum likelihood estimation to estimate these spatial Mundlak models and test the

4It is important to note that direct and indirect e¤ects can be computed as described
in LeSage and Pace (2009), Elhorst (2014), Debarsy (2012) and computed using Stata�s
command xsmle by Belotti, et al. (2017). These results were not reported here as the
purpose of this application is to demonstrate the di¤erence between �xed e¤ects spatial
and Mundlak random e¤ects spatial models.

8



Table 1 Mundlak Spatial Estimates for Residential Electricity Demand
­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
ln_sales_rpop | FE Mundlak   FE­SEM SEM­Mundlak FE­SDM Mundlak­SDM

­­­­­­­­­­­­­­­+­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
x

ln_rinc_cap |   .391** .391**   .375**   .374**    .139**    .140**
ln_gprice_res | ­.235** ­.235** ­.271** ­.271** ­.294** ­.294**
ln_hunit_pop | 1.019** 1.019** .818**   .818**    .566**    .568**

ln_degday_cool |   .075** .075**   .071**   .071**    .058**    .058**
ln_degday_heat |   .188** .188**   .156**   .156**    .130**    .130**
­­­­­­­­­­­­­­­+­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
xbar

mrinc | ­.192** ­.176                .003
mgprice | ­.615** ­.579** ­.594**
mhunit |           .261              .462                .800**
mcool | .018              .022                .055
mheat | ­.336** ­.304** ­.245**

­­­­­­­­­­­­­­­+­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
Spatial        |

lambda | .390**   .390**
­­­­­­­­­­­­­­­+­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
Wx             |

ln_rinc_cap |                                        .107**   .109**
ln_gprice_res |                                        .183**   .181**
ln_hunit_pop |                                        .224**   .231**

ln_degday_cool | ­.003 ­.002
ln_degday_heat |                                        .010     .012
­­­­­­­­­­­­­­­+­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
Wxbar

mrinc  | ­.139
mgprice |                                                 .182
mhunit | ­.689
mcool | ­.126
mheat | ­.110

­­­­­­­­­­­­­­­+­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
Spatial |

rho |                                        .359**   .351**
­­­­­­­­­­­­­­­+­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
LR statistic   |
Mundlak terms |                              53.6**              56.1**

­­­­­­­­­­­­­­­+­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­
** indicates significance at the .05 level. x indicates the regressors. xbar indicates the time
averages. Wx indicates the spatially weighted regressors for Durbin and Wxbar is their time
averages.

Mundlak correlated random e¤ects speci�cation with likelihood ratio tests. We demon-

strate this non-equivalence results using xsmle in Stata applied to Belotti, Hughes, and

Piano Mortari (2017) data set on residential demand for electricity covering the 48 states

in the continental United States plus the district of Columbia for the period 1990-2010.
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