
Syracuse University Syracuse University 

SURFACE SURFACE 

Dissertations - ALL SURFACE 

May 2016 

Vortices and Quasiparticles in Superconducting Microwave Vortices and Quasiparticles in Superconducting Microwave 

Resonators Resonators 

Ibrahim Nsanzineza 
Syracuse University 

Follow this and additional works at: https://surface.syr.edu/etd 

 Part of the Physical Sciences and Mathematics Commons 

Recommended Citation Recommended Citation 
Nsanzineza, Ibrahim, "Vortices and Quasiparticles in Superconducting Microwave Resonators" (2016). 
Dissertations - ALL. 446. 
https://surface.syr.edu/etd/446 

This Dissertation is brought to you for free and open access by the SURFACE at SURFACE. It has been accepted for 
inclusion in Dissertations - ALL by an authorized administrator of SURFACE. For more information, please contact 
surface@syr.edu. 

https://surface.syr.edu/
https://surface.syr.edu/etd
https://surface.syr.edu/
https://surface.syr.edu/etd?utm_source=surface.syr.edu%2Fetd%2F446&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/114?utm_source=surface.syr.edu%2Fetd%2F446&utm_medium=PDF&utm_campaign=PDFCoverPages
https://surface.syr.edu/etd/446?utm_source=surface.syr.edu%2Fetd%2F446&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:surface@syr.edu


Abstract

Superconducting resonators with high quality factors are of great interest in many areas.

However, the quality factor of the resonator can be weakened by many dissipation chan-

nels including trapped magnetic flux vortices and nonequilibrium quasiparticles which

can significantly impact the performance of superconducting microwave resonant circuits

and qubits at millikelvin temperatures. Quasiparticles result in excess loss, reducing

resonator quality factors and qubit lifetimes. Vortices trapped near regions of large mi-

crowave currents also contribute excess loss. However, vortices located in current-free

areas in the resonator or in the ground plane of a device can actually trap quasiparticles

and lead to a reduction in the quasiparticle loss. In this thesis, we will describe exper-

iments involving the controlled trapping of vortices for reducing quasiparticle density

in the superconducting resonators. We provide a model for the simulation of reduc-

tion of nonequilibrium quasiparticles by vortices. In our experiments, quasiparticles are

generated either by stray pair-breaking radiation or by direct injection using normal-

insulator-superconductor (NIS)-tunnel junctions.
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Chapter 1

Introduction

Superconducting resonators with high quality factors are of great interest in many areas including

photon detectors for astrophysical applications [4], parametric amplifiers [5, 6], microwave filters

[7], and in the field of quantum information science, where microwave resonators play an extremely

important role in superconducting qubit design [8], interqubit coupling [9], quantum information

storage [10–12] and in the quantum-state dispersive readout [13–16]. Most of the applications of

superconducting resonators require that resonators have high quality factors. However, the quality

factor of the resonator can be weakened by many dissipation channels including trapped magnetic

flux vortices in the device, two-level system fluctuators at the metal-substrate or substrate-air in-

terfaces, energy loss due to coupling to external circuitry, and dissipation due to nonequilibrium

quasiparticles.

One other important application of microwave resonators is their use as probes to address the

above loss mechanisms that limit the quality factors of the resonator and hence the performance

of other devices that couple to these resonators. In fact, because resonators are fabricated using

the same materials as filters, amplifiers, or qubits, it is important to understand the fabrication-

dependent limits to the device parameters [17–22].

There have been several investigations that have demonstrated that without extensive shielding

of stray light, superconducting aluminum circuits measured at millikelvin temperatures can exhibit

a significant excess of nonequilibrium quasiparticles leading to significant quasiparticle loss [23–25].

Blackbody photons emitted by warmer regions of the measurement cryostat, even if only at a few

Kelvin, can be sufficiently energetic to break Cooper pairs in aluminum films due to the relatively

small superconducting energy gap, and this will result in a change of surface impedance of the

superconductor.
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Understanding the response of trapped flux is important because often microwave components

used in low-temperature experiments have strong magnetic fields and magnetic shielding may not

be ideal. From the physics point of view, we are interested in the study of the fundamental response

of single vortices and the dynamics of quasiparticles in the superconducting microwave resonators.

Motivated by previous experiments on quasiparticle lifetime [26], tunnel junction photon detectors

[27] and Normal-insulator-superconductor coolers [28] at low temperatures in the presence of a

uniform distribution of many vortices, we designed experiments to trap only a single vortex and

reduce the density of nonequilibrium quasiparticles in the microwave resonators.

In this thesis we discuss our first experiments to quantify the response of a single vortex in a

superconducting coplanar waveguide resonator. We will describe a series of experiments that we

have conducted to study the dynamics of vortices and quasiparticles in superconducting microwave

resonators. We also made designs to study the resonator response against direct quasiparticle injec-

tion.

In Chapter 2 we introduce the fundamental properties of superconductors that form the basis for

the topics we cover in this thesis. We will give an introduction to superconductivity and we discuss

the characteristic length scales and energy gap of superconductors in the framework of the London

theory, Ginzburg-Landau theory, and also BCS theory. We discuss the characteristic parameters of

a superconductor and how they influence its electrodynamic response. We introduce the concept of

surface impedance of the superconductor and how it is influenced by the motion of vortices and also

by the change in the density of quasiparticles.

In chapter 3 we will discuss the fundamental properties of coplanar waveguide resonators (CPW).

We introduce lumped-element and distributed resonant circuits and describe the expressions for the

impedance, resonance frequency, and quality factor of these circuits. We will also review the current

understanding of the loss mechanisms in superconducting coplanar waveguide resonators, and we

focus on the loss due to vortices and nonequilibrium quasiparticles.

In Chapter 4 we will first describe the Adiabatic Demagnetization Refrigerator (ADR) and how

we use it to reach millikelvin temperatures. We describe our experimental wiring in the ADR cryostat

and devices involved in the measurements, such as a cryogenic microwave amplifier, a vector network

analyzer (VNA). We also describe how we generate the magnetic field for trapping vortices in the

resonators using a Helmholtz coil, as well as our technique for shielding any background fields. We

will also discuss the procedure for the design, fabrication, and measurement of our devices.

In Chapter 5 we discuss the experiments we have conducted to trap a single vortex in a supercon-

ducting coplanar waveguide resonator. We describe our strategy to trap a few vortices in the CPW

resonator and show our field-cooled results where we quantify the loss from just a single vortex.
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We show that when vortices are trapped at locations of vanishing local current density, they do not

contribute loss and, most importantly, they can act as quasiparticle traps and, as a result of this

trapping, the resonator quality factor increases.

In Chapter 6 we discuss numerical simulations of the reduction of the density of nonequilibrium

quasiparticles due to trapped vortices. We describe all of the terms in the modified diffusion equation

and how we performed our simulations. We will present the results of our simulations for different

vortex distributions in the resonator and show that the results from the simulations are consistent

with our experimental results.

In Chapter 7 we will discuss our further efforts to understand the dynamics of nonequilibrium

quasiparticles in the the superconducting coplanar waveguide resonators. We describe our experi-

ments that we have conducted to study the resonator response under the direct injection density of

nonequilibrium quasiparticles using normal metal- insulator-superconductor (NIS) tunnel junctions.

We will show that in the presence of trapped vortices, there is a slowing down of the increase of loss

due to the increase of loss due to injected nonequilibrium quasiparticles.

In Chapter 8 we will discuss our experiments that we have conducted to study the nonlinearity

of vortex dynamics at microwave frequencies with strong driving.

In Chapter 9 we present some ongoing experiments and we conclude our discussion of this thesis.



Chapter 2

Magnetic flux vortices and

quasiparticles in superconductors

In this Chapter we describe the fundamental properties of superconductors that we will use through-

out this thesis. We will give an introduction to superconductivity, and we discuss the characteristic

length scales and energy gap of superconductors in the framework of London theory, Ginzburg-

Landau theory, and also the BCS theory. We use the length scales to define the fundamental classes

of superconductors, namely type-I and type-II superconductors, and we give conditions at which a

superconductor is considered to be in the dirty or clean limits and the expressions for the local and

nonlocal response of a superconductor. We discuss the dependence of surface impedance on the ap-

plied magnetic field, we also discuss vortex motion and quasiparticle excitations in superconductors.

2.1 Introduction to superconductivity

Superconductivity manifests itself mainly as a resistanceless flow of dc electrical current below some

critical temperature. It was discovered in Leiden in 1911 by Heike Kamerlingh Onnes, three years

after he first liquefied helium [29]. He performed measurements of the electrical resistance of mercury

and noticed a sharp decrease in the resistance near 4.2K (onset of superconductivity) when mercury

was cooled down. The electrical resistivity of normal metals generally decreases with decreasing

temperature. For typical metals, the resistivity decreases as the temperature is lowered and lattice

vibrations are reduced, but various types of defect scattering limit the resistivity at some non-zero

level for arbitrarily low temperatures [30]



2.2 Characteristic parameters of a superconductor 5

2.2 Characteristic parameters of a superconductor

2.2.1 London equations and Meissner-Ochsenfeld effect

In 1933, nearly 22 years after the discovery of superconductivity, Walther Meissner and Robert

Ochsenfeld first performed experiments that showed that a superconducting material is different from

a perfect conductor [29, 30]. They observed that for temperatures below the critical temperature of

the superconducting material, the magnetic flux density is zero inside the superconducting material,

independent of whether the superconductor was cooled in zero or nonzero magnetic field. This is

known as the Meissner-Ochsenfeld Effect or just simply the Meissner effect. The complete exclusion

of magnetic flux means that a superconducting material is a perfect diamagnet. Therefore, perfect

diamagnetism and zero dc resistivity are basic properties of the superconducting state.

In order to explain the Meissner effect and zero resistivity, the two brothers Fritz and Heinz

London proposed the following two phenomenological equations relating currents with electric and

magnetic fields in a superconductor [29, 31]

E =
∂

∂t

(
m

nse2
J

)
(2.1)

and

B = −∇×
(

m

nse2
J

)
. (2.2)

In the two London equations 2.1 and 2.2, J is the screening current density. It includes the nor-

mal current obeying Ohm’s law, the Maxwell’s displacement current, and the supercurrent. In a

superconductor, the normal current and the Maxwell’s displacement current are negligible for slowly

changing fields, but are important for rapidly changing fields [31]. Equation 2.2 leads to

∇2h =
1

λ2L
h. (2.3)

For a semi-infinite slab with its surface at x = 0, the applied magnetic field h(0) falls in its interior

as [31]

h(x) = h(0)e−x/λL . (2.4)

For x ≫ λ, H(x) = 0 in accordance with the Meissner-Ochsenfeld effect. Therefore, in stationary

conditions, a superconductor cannot sustain a magnetic field in its interior, but only within a narrow

surface layer. The magnetic field decays to 1/e of its value over a distance equal to λL, called the

London penetration depth [31]

λL =

(
m

µ0nse∗2

) 1
2

, (2.5)

where ns is the density of superelectrons. The superelectrons carry a double electronic charge

equal to e∗ = 2e. The penetration depth varies with temperature approximately as [29] λL(T ) =
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λL(0)
(
1− (T/Tc)

4
)1/2

. λL(0) is the penetration depth at zero temperature, and it is given by

equation 2.5.

2.2.2 Coherence concept and Pippard’s non-local modification of the Lon-

don theory

The magnetic penetration depth in superconductors predicted by the London equations was found

to be smaller than the values measured for pure superconductors [29]. In 1950, Pippard introduced

the concept of coherence of the superconducting state and provided a generalization of the London

theory by taking into account the effect of the electronic mean free path l. According to Pippard

[31], if the local electronic state is characterized by an order parameter ψ, any perturbation in ψ will

spread out over a distance ξ, called the coherence length, from the center of disturbance. Thus, the

coherence length ξ in the presence of scattering is related to the electronic mean free path l as [29]

1

ξ
=

1

ξ0
+

1

l
, (2.6)

where ξ0 is the coherence length for pure material.

2.2.3 Ginzburg-Landau theory

The Ginzburg-Landau (G-L) theory is a phenomenological treatment of the superconducting phase

transition, it is only valid near the critical temperature Tc. G-L theory considers that the free energy

of a superconductor in the vicinity of Tc can be described by a complex order parameter ψ [29] such

that |ψ|2 = ns, where ns is the local density of superelectrons. The Ginzburg-Landau free energy

density fsh in the presence of an applied magnetic field h is given by [29]

fsh = fs0(T, ψ) +
h2

8π
+

1

2m

∣∣∣− i~∇ψ − e∗

c
A
∣∣∣2, (2.7)

where fs0(T, ψ) is the free energy in the absence of magnetic field. It is given by

fs0(T, ψ) = fn(T ) + α(T )
∣∣∣ψ∣∣∣2 + 1

2
β(T )

∣∣∣ψ∣∣∣4. (2.8)

α(T ) and β(T ) are temperature dependent coefficients. At T = Tc, α(T )c = 0 and β(T )c > 0. But

for T < Tc, α(T )c < 0 and β(T )c > 0. The idea is to minimize the equation 2.7 with respect to ψ

and A over the all volume of the superconducting material. The main results of the derivation are

the Ginzburg-Landau penetration depth and coherence length, given by

λ =

(
m

4µ0e∗2ψ2
0

) 1
2

(2.9)
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Figure 2.1: Variation of superconducting energy gap with temperature. Right: plot using Eq. (2.12) for high

temperature approximation and Left: plot using Eq. (2.14) for low temperature approximation.

and

ξ =

(
~2

4m|α|

) 1
2

. (2.10)

The ratio of London penetration depth and the coherence length is called Ginzburg-Landau param-

eter κGL, Thus,

κGL =
λ

ξ
. (2.11)

2.2.4 BCS theory and the energy gap ∆

The G-L theory, like the London theory, could not answer to the fundamental question of why

a superconductor behaves according to the London equations. In other words, G-L and London

theory could not explain what are superelectrons whose behavior they were intended to describe.

This question was finally resolved in 1957 by the tremendous work by J. Bardeen, L. N. Cooper and

J. R. Schrieffer [32]. After the discovery of the isotope effect, it become clear that the vibrations of

the lattice of ions of a metal play a critical role in creating the superconducting state. What the BCS

theory considered is that the interaction between electrons and quantized excitations of the crystal

lattice, phonons, can lead to an attractive electron-electron attraction and hence to the formation

of Cooper pairs with zero total spin [33]. The Cooper pairs are able to condense into a ground state

with macroscopic phase coherence. All Cooper pairs in the condensate have same wave function

that depends on single spatial coordinate. The condensate can move through the material with no

dissipation. The key feature of the BCS theory is the prediction that there is an energy gap of ±∆

about the Fermi energy. The energy gap is a function of temperature, and at high temperature it is

written as

∆(T ) = ∆0

[
1−

(
T

Tc

)4
] 1

2

, (2.12)
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where ∆0 is the superconducting energy gap at zero temperature, that is the value of the supercon-

ducting energy gap with no quasiparticles and for a weak-coupling superconductor, it is given by

[29]

∆0 = 1.76kBTc, (2.13)

where kB is the Boltzmann constant, and Tc is the transition temperature of the superconductor.

For temperatures well below Tc, the superconducting energy gap varies slowly with temperature,

and the approximate expression for energy gap at low temperature is [34]

∆(T ) ∼= ∆0exp

[
−2πkBT

∆0
exp

(
− ∆0

kBT

)]
. (2.14)

The superconducting energy gap ∆0 is related to the coherence length ξ0 as follows [29]

ξ0 =
~vF
π∆0

, (2.15)

where vF is the fermi velocity of the condensate. The density nqp of the single-particle excitations

(quasiparticles) at an energy |E| > ∆ with respect to the Fermi level is given by [35, 36]

nqp = 4N(0)

∫ ∞

∆

ρ(E)f(E)dE, (2.16)

where N(0) is the single-spin density of electron states at the Fermi energy, for aluminum film it is

N(0) = 6.9 × 1028 J−1µm−3 [37]. ρ(E) = E√
E2−∆2

is the normalized density of the quasiparticles

states. For 0 ≤ |E| < ∆, ρ(E) = 0 , that is, the quasiparticle density of states is zero for energies

lower than gap energy. Note that these energies are measured with respect to the Fermi energy EF .

f(E) is the Fermi-Dirac distribution function.

2.2.5 Limiting cases for the electrodynamic response

The coherence length ξ, the penetration depth λ, the mean-free path l are very fundamental param-

eters that characterize a superconductor and defines its electrodynamic behavior. In fact, for clean

superconductors, ξ0 ≪ l, in which case we have ξ0 = ξ by using the equation 2.6. In contrast, dirty

superconductors have the mean free path that is much smaller than the coherence length, ξ0 ≫ l

[34].

According to Gao [34] and Zmuidzinas et al. [35], the extreme anomalous limit occurs when the

response of the superconductor is no longer local because the mean free path l is long compared to

the distance over which the field varies significantly. That means, in this limit, the effective
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Figure 2.2: A schematic illustrating the H-T diagrams of (a) Type-I and (b) Type-II superconductors.

penetration depth length λ is smaller than the mean free path l or the coherence length ξ0. The

penetration depth is given by λeff = 0.65(λξ0)
1/3

The local limit occurs when the effective penetration depth λeff is much longer than the coherence

length and the mean free path [34, 35, 38], in local limit the effective penetration depth is given by

λeff = λL
(
1 + ξ0/l

)1/2
for dirty superconductors and λeff = λL for clean superconductors.

For the case of a thin film, the penetration depth is smaller than the film thickness, d < λ. In

this case the thickness d plays a role. In fact, for thin films the screening currents are simply spread

out over larger distances. For applied magnetic field perpendicular to the thin film, the penetration

depth is given by [2] λ⊥ = 2λ2/d. For a thin film in the dirty limit, the effective penetration depth

and coherence length can calculated from the following expressions [39]

λeff = 1.05× 10−3 × (
ρ

Tc
)1/2 (2.17)

and

ξeff = 1.81× 10−8 × (Tc × S)−1/2, (2.18)

where S is the slope that can be obtained from the Tc−B plots. ρ is the low temperature resistivity

of the superconducting material.

2.3 Type-I and Type-II superconductors

The ratio of λ and ξ determines the energy for forming a domain wall between a superconducting

and normal region. This ratio κ = λ/ξ is called the Ginzburg-Landau parameter and gives us a
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crossover between two fundamental superconducting classes, namely type-I (κ < 1/
√
2) and type-II

(κ > 1/
√
2) superconductors [40].

Type-I superconductors, also known as Pippard superconductors, have one critical field which is

the same as thermodynamic critical field Hc. Below the critical magnetic field Hc and at tempera-

tures T < Tc, type-I superconductors with no demagnetizing effects show a complete Meissner effect

and zero resistance. The phase transition for type-I superconductor to normal state is of first order.

Type-II superconductors have two critical fields, a lower critical field Hc1 and an upper critical

field, Hc2. In the applied magnetic range 0 < H < Hc1 and in the absence of demagnetizing effects,

the magnetic flux is completely expelled and the Meissner effect is complete. The magnetic field

penetration in the form of vortices sets in at Hc1. Each flux vortex carries a single flux quantum

given by

Φ0 =
hc

2e
= 20.7 G− µm2. (2.19)

In the field range Hc1 < H < Hc2, the type-II superconductor resides in the mixed state and is no

longer a perfect diamagnetic material, that is, the magnetic field can penetrate the superconductor,

but not completely. All magnetic flux threading the superconductor in the mixed state is carried by

the Abrikosov vortices, which means the magnetic flux density can be written as B = nvΦ0, where

nv is the number of vortices per unit area. The superconducting order parameter is reduced to zero

in the core of a vortex over a length scale of ξ; this core then contains bound quasiparticle states

that cause the core to behave effectively like a cylindrical normal metal region of radius ξ [29]. The

magnetic flux extends out beyond the core as over a distance of order of penetration depth λ. The

magnetic field at the center of vortex is given by [41]

h(0) ≈ Φ0

2πλ2
lnκ. (2.20)

As the field is increased, the density of vortices increases also and at Hc2, the normal cores of vortices

overlap and as a consequence, the order parameter goes continuously to zero [42] and in the end, the

superconductivity is destroyed and the material goes into the normal state. The phase transition

from the vortex state to the normal state is of second order.
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Figure 2.3: Schematic representation of (a) magnetic field penetration of a type-II superconductor. The vortex is

surrounded by screening currents. (b) The vortex represents a singularity in the order parameter. (c) The maximum

field is at the center of vortex. From reference [1].

Transition from type-I to type-II in thin films: Critical thickness dc

Below some critical thickness , thin films of a bulk type-I superconductor in a perpendicular mag-

netic field can behave like a type-II superconductor, in that they develop a vortex lattice in which

each vortex carries a single-flux quantum [43–48]. Tinkham [49] was the first to point out that films
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of type-I superconductors with a thickness less than a critical thickness assume an Abrikosov vortex

state in a perpendicular magnetic field, the same as the mixed state of type-II superconductors.

Tinkham’s theory was motivated by experimental results that very thin film of type-I superconduc-

tors show a second order phase transition in a perpendicular magnetic field [40, 44, 50, 51]. Several

experiments have been carried out with thin films of Pb, Sn, In, and Al, and established the single-

quantum nature of the individual flux spots [52–57]. In the framework of G-L theory, the fluxoid

structure in superconducting films in the presence of a magnetic field has been studied in more detail

[58–61]. The main result is the derivation of the critical film thickness dc below which the Abrikosov

vortex lattice is energetically stable and the phase transition in perpendicular magnetic field is of

second order. The critical thickness is given by [40, 55–57, 62, 63]

dc ≈
Cδ

4(1−
√
2κ2)

, (2.21)

where C is a constant varying between 3.5 and 9 [51]. δ is the surface-energy parameter in the

Landau domain theory, it is related to penetration depth as δ/λ ≈ 1.13 − 1.6, with 0.1 < κ < 1.0

[64]. For aluminum, dc was found in the range 1.8− 2.0µm for T/Tc = 0.8− 0.96 [40, 51].

2.4 Threshold field for trapping vortices

In geometries with large demagnetizing factors like a thin Superconducting sheet in a perpendicular

field, the screening currents are spread out over large distances so that the threshold field Bth for

establishing vortices can be lower thanHc1. The relationship between the width of a superconducting

strip and the value of Bth has been studied in references [2, 65] with field-cooling followed by imaging

of the vortex distributions. Stan [2] performed scanning Hall probe microscopy experiments to

study vortex nucleation in narrow-thin film superconducting strips and established that the first

flux penetration into the strip occurs when the vortex is absolutely stable in the center of the strip,

and this happens when the Gibbs free energy is zero in the middle of the strip. His results were in

reasonable agreement with theoretical predictions of Likharev and Clem, that the Gibbs free energy

G(W/2) at the middle of the superconducting strips of width W is [2]

G(W/2) =

(
Φ2

0

8π2λ

)
ln

(
2W

πξ

)[
1− B

Bth

]
. (2.22)
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Figure 2.4: Gibbs free energy as a function of the applied magnetic field.The Gibbs free energy has its first minimum

at the magnetic field B0. With pinning defects, vortices penetrate the superconductor at lower field Bp than the

threshold field Bs when no pinning. From Stan et al. 2004 [2].

The extracted values of Bth for strips of different width W were found to be in reasonable

agreement with the expression

Bth =
2Φ0

πW 2
ln

(
αW

ξ

)
, (2.23)

where Φ0 ≡ h/2e is the superconducting flux quantum and ξ is the coherence length at the temper-

ature at which the vortices freeze into their respective pinning sites, and α = 2/π in the Clem model

and α = 1/4 in the Likharev model [2]. The above expression pertains to field-cooling, therefore

the process for vortex entry into a zero-field cooled state is rather different. Because we will present

field-cooled experiments in chapters 5 and 6, the following discussion will be the focus in the two

chapters. In reference [3], we have extracted values of Bth for w = 3, 6, 8µm for the three character-

istic widths in the different regions of our resonator and we plot these values in figure 2.5. Because

this is a rather narrow range of W to compare with Equation 2.23, we have chosen to include some

previously unpublished Bth data from our lab on some other aluminum resonators with a different

geometry, but a wider range of linewidths. This other chip contained four quarter-wave coplanar

waveguide resonators with uniform-width center conductors, similar to the device in reference [66],

with widths W = 10, 12, 18, 26µm. Also, the thickness of the aluminum film on this other chip was

150 nm.
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Figure 2.5: Plot of threshold cooling fields Bth for different width segments on resonator from [3] (filled circles) and

Bth(W ) values for quarter-wave uniform-width resonators from separate device as discussed in text (open squares).

Curve corresponds to Eq. (2.23) for ξ = 235 nm.

We have extracted Bth for the four resonators of different widths and we include this data in

Figure 2.5 with the Bth(W ) points extracted from the measurements in [3] . We then include a curve

corresponding to Equation 2.23 by adjusting ξ. We find that for ξ = 235 nm, we obtained reasonable

agreement with the measured Bth(w) points, although the curve is not a perfect match to the data.

Differences between the measurements and the predicted dependence of equation 2.23 could be due

to the variations in the details of the vortex freezing process between the strips of different widths.

Also, for some of our features, such as the 6µm and 8µm regions of our resonator, the finite length

of these regions may change the details of Equation 2.23 as well. Nonetheless, the general trend of

Bth is clear and vortices trap at higher threshold fields for narrower superconducting traces.

2.5 Vortex motion in superconductors

In a field-cooled process, the application of a perpendicular magnetic field that is greater than the

threshold field Bth for trapping vortices introduces vortices into a type-II superconductor. Vortices

can move under the influence of a Lorentz force that could come from external currents or from

screening currents due to an external magnetic field [42, 64]. The Lorentz force acting on a single

vortex is related to the current density as [29]

fL = J ×Φ0. (2.24)
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The motion of the vortices will induce an electric field E according to Faraday’s law, and the induced

electric field is related to the vortex velocity v as

E = (B −Bth)× v, (2.25)

where B is the magnetic flux density, and is given by (B − Bth) = nvΦ0, Bth, given by equation

2.23, is the threshold field above which vortices penetrate into the superconducting film. Hence the

motion of vortices induce a resistive voltage and some power is dissipated. Assuming that there is no

pinning, the motion of vortices is retarded only by viscous force fv = ηv. A free-flux-flow (FFF) of

vortices is characterized by a balance between the Lorentz force jΦ0, where J is the current density,

and the viscous force ηv giving rise to the flux flow resistivity given by

ρf =
E

J
=

(B −Bth)v

J
= (B −Bth)

Φ0

η
= nv

Φ2
0

η
. (2.26)

Hence, the flux flow resistivity is proportional to the magnetic flux density, and therefore, to the

number of vortices per unit area. Thus, free-flux-flow consists of purely viscous motion of the vortices

in which the pinning effect on the vortices is negligible [67]. Recall that the vortex core contains

non-superconducting single-particle excitations, which leads to the vortex viscosity.

If a superconductor has pinning defects, which are often regions of weakened superconductivity

and that form a region where a vortex core can sit and lower the overall system free energy [41], vor-

tices will be pinned by these defects and they cannot move. The current flow in the superconductor

with vortices pinned by defects will result in vanishing resistance, which could be from crystalline

structure such as impurities or grain boundaries or they could be artificial pinning centers such as

holes (antidots), magnetic dots, arrays of dots or slots.

Vortices may become unpinned by a sufficient driving force produced by transport current and

the screening currents due to an external magnetic field and their motion also is subject to a damping

force which gives rise to dissipation as explained above. The dissipation associated with a moving

vortex is parameterized by a vortex viscosity η given by [68]

η(v) =
η(0)

1 + (v/v∗)2
, (2.27)

where η(0) is the viscous damping coefficient at zero vortex velocity. v∗ is the critical vortex velocity

at which the non-linear effects occurs as we will explain in detail in chapter 8.

The high-frequency ac currents lead to oscillatory motion of vortices about their equilibrium

positions in pinning sites. The vortex mass is small enough that for most materials it can be neglected

at microwave frequencies [69]. Assuming a harmonic form for pinning potentials characterized by

a spring constant, we write the simple equation of motion of a single vortex in a superconducting
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Figure 8.2: Plot of resonator internal loss as function of internal power for various magnetic fields.

We have explored the vortex response in an aluminum film at low temperatures and at microwave

frequencies. For the CPW resonators being driven at high microwave powers in the presence of

vortices, we expect that the effect of Larkin-Ovchinnikov nonlinearity would be an increase of the

microwave loss. In our measurements, we have never gone to high enough powers where we see the

instability and an abrupt transition out of the Superconducting state.

Using the vector analyzer we record the magnitude and phase of the complex transmission S21

for a wide range of microwave readout powers and we fit calibrated data in complex plane using a

4-parameter fitting model to get the resonator parameters f0, Qc, and Qi. As we described in section

4.4.2, for each readout microwave power from the input of the vector network analyzer we extract

the internal power inside the resonator using the equation 4.11. We performed these measurements

on various magnetic fields, each field being applied when the sample temperature is larger than

the transition temperature. We applied field corresponding to one, two, three, or more vortices

trapped in the bulge region in the middle of the resonators; we also performed power dependence

measurements where we trap vortices everywhere in the volume of the resonator. In figure 8.2 we
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plot the internal loss a function of resonator internal power for various applied magnetic fields. In

zero-field-cooled measurements, the internal loss goes up as we decrease the resonator internal power.

We also noticed similar behavior at low powers when we perform power dependence measurements

of internal loss with vortices trapped in the resonator. Nonlinearity signatures occur at high powers

for measurements with vortices trapped in the resonator. This nonlinear behavior is due to vortices

being driven by the high microwave powers. Vortices oscillate around their mean position, and

induce electric field which accelerates the bound quasiparticles in the inside of the vortex core. The

quasiparticles escape the vortex core once they have gained enough energy, resulting in a reduction

of vortex viscosity, and hence the vortex velocity increases. In our experiments, the increase in

vortex velocity shows up as an increase in vortex loss at high power drive. Therefore, the power

dependence of the loss is due to nonlinear viscosity.
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Figure 8.3: Plot of vortex loss and change of vortex loss as function of internal power for various magnetic fields.
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We define the vortex loss as 1/Qv = 1/Qi(B)−1/Qi(B = 0) [66], therefore subtracting off other loss

mechanisms such as loss from TLS systems, radiation loss, coupling loss, quasiparticles loss. For each

plot in figure 8.2 measured at a different field-cool, we subtract off the internal loss measured in zero

field-cool, and we do subtraction point by point at same internal power for field-cool and nonzero

field-cool measurements. The internal power is function of total Q and Qc as we explained in section

4.4.2, we use interpolation function to find 1/Qi(B = 0) for each measured internal power. We then

make a plot of vortex loss and change of vortex loss as a function of internal power in the resonator

as shown in figure 8.3. Below the threshold field Bth ∼ 42µT for trapping the vortices in the middle

of the resonator, vortex loss is zero for all internal powers. For the power dependence measurements

with vortices, the vortex loss is power-independent at low powers. At very high microwave powers,

the change in vortex loss increases as we increase the resonator internal power.

8.5 Conclusion

We have measured the power dependence of resonator quality factor at various applied perpendicular

magnetic fields. For each applied magnetic field, we extracted the vortex loss as a function of internal

power in the resonator. We observed that vortex nonlinearity occurs at very high microwave powers

at which the vortex viscosity decreases, resulting in an increase of vortex velocity, and hence an

increase in vortex loss.



Chapter 9

Ongoing measurements, future

directions, and conclusion

9.1 Ongoing measurements and future directions

Reduction of quasiparticle density with metal traps

We are currently exploring other methods to reduce the density of nonequilibrium quasiparticles.

Because the superconducting energy gap decreases in the vicinity of the vortex and vanishes at the

center of the vortex core, quasiparticles can scatter and relax their energy at these regions of reduced

or vanishing energy gap. Therefore, as an alternative to trapping vortices in the superconductor,

we can artificially engineer some regions of reduced energy gap in the superconducting coplanar

waveguide resonators to trap nonequilibrium quasiparticles and hence, the loss due to quasiparticles

will be reduced. To make regions of reduced energy gap we are using bilayer film of copper and

aluminum. We want to make small regions that have this bilayer structure, while most of the circuit

remains aluminum as before. We apply our knowledge from the vortex-quasiparticle experiments to

determine how big the normal metal traps should be and where they should be located.

we use the fact that the transition temperature of a bilayer film can be lowered by appropriate

choice of the thicknesses of the bottom and top film. Martinis et al. [124] have derived a model

for the transition temperature in a normal-superconductor bilayer film using the microscopic-based

Usadel theory [125, 126], and proposed the following expression for the transition temperature

Tc = Tc0

[
ds
d0

1

1.13
(
1 + 1/α

) 1
t

]
, (9.1)
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where t is a transmission factor that depends on the details of the interface layer, and it takes a value

of order of one for most clean metals and interfaces. 1/d0 = (π/2)kBTc0λ
2
fns and α = dnnn/dsns

where dn and ds are the thickness of the normal and superconducting films, respectively. nn and ns

are the density of electronic states in the normal and superconducting films. λf = 0.478 nm is the

Fermi wavelength for copper.

Figure 9.1: Copper traps engineered in the middle of the center conductor of resonator.

We have used a Matlab routine, developed by John Martinis group at the University of California

Santa Barbara, that incorporates eqn.(9.1) to estimate the thickness of copper film we should use for

a given thickness of aluminum film in order to reduce the Tc of aluminum by about 50%. From the

numerical prediction of the Usadel solution, we used 65 nm of aluminum and 30 nm of copper. The

copper traps are squares with area 4µm2 and patterned in the center conductor of the resonator.



9.1 Ongoing measurements and future directions 80

Figure 9.2: Internal quality factor of resonator with and without copper traps.

The spacing between the copper traps is 12µm, and we chose the dimensions and spacing of traps

to avoid any the metallic loss from copper in locations with large microwave currents. To check the

transition temperature Tc of the bilayer film, we evaporated 30 nm of copper onto whole silicon wafer

and on top of it we evaporated 65 nm of aluminum. Note that before we evaporate copper we used

an adhesion layer of 2.5− 3.5 nm of titanium. Next we patterned resonators on this bilayer film and

measured Tc using ADR and the measured Tc = 0.6K is consistent with our Matlab simulations.

The metallic loss of the copper in this case prevented us from measuring any resonances, but we

could still measure Tc from the step in S21 through the feedline at different temperatures. Therefore,

we are confident that the Tc of the copper traps we engineered was more than 50% less than the Tc

value at locations where we do not put copper traps. Using the equation for the energy gap in terms

of Tc, ∆0 = 1.76kBTc, we can find that the energy gap of the copper traps is reduced by more than

half the value of energy gap for aluminum film. With this procedure we find that the quasiparticles

traps can actually reduce the density of nonequilibrium quasiparticles as shown in figure 9.2. Future
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experiments could reveal the optimal dimensions and spacing of these copper traps as well as their

locations in the device for efficient reduction of quasiparticles.

9.2 Conclusions

We have described our field-cooled experiments of the superconducting coplanar waveguide res-

onators made of thin films of aluminum evaporated onto a silicon substrate. We showed that we

can trap single vortices one at a time and we quantified the microwave loss due to a single vortex.

The measured loss from a single vortex in the microwave resonator is consistent with the theoretical

predictions. We showed that when vortices are trapped at locations of vanishing local current den-

sity, they can actually reduce the density of nonequilibrium quasiparticles. We performed numerical

simulations of the reduction of nonequilibrium quasiparticles by taking into account recombination

of quasiparticles and their trapping by vortices. The simulation results are consistent with our

finding in experiments. By injecting nonequilibrium quasiparticles using normal metal-insulator-

superconductor (NIS) tunnel junction, we again showed that vortices reduce the microwave loss due

to quasiparticles. We are currently exploring alternative methods to reduce the density of nonequi-

librium quasiparticles, among techniques we are exploring are cuts in ground plane and the use

of copper traps. In addition, we have qualitatively studied the vortex nonlinearity at microwave

frequencies. In fact, when vortices are driven by high microwave currents, their fast back-and-forth

motion induces an electric field. This accelerates quasiparticles in the vortex core such that they

gain energy and can escape from the inside of vortex cores which results in the reduction of the

vortex viscosity and hence in an increase of vortex velocity. In our experiments, this nonlinear pro-

cess results in an increase in the vortex loss with microwave drive power. We have found that the

increase in loss depends on the details of vortex distributions or pinning in the microwave resonator.
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