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It is well-known that standard models of computation are representable as simple dynamical systems that evolve in discrete time, and that systems that evolve in continuous time are often representable by dynamical systems governed by ordinary differential equations. In many applications, e.g., molecular networks and hybrid Fermi-Pasta-Ulam systems, one must work with dynamical systems comprising both discrete and continuous components.

Reasoning about and verifying the properties of the evolving state of such systems is currently a piecemeal affair that depends on the nature of major components of a system: e.g., discrete vs. continuous components of state, discrete vs. continuous time, local vs. distributed clocks, classical vs. quantum states and state evolution.

We present the Differential Scheme as a unifying framework for reasoning about and verifying the properties of the evolving state of a system, whether the system in question evolves in discrete time, as for standard models of computation, or continuous time, or a combination of both. We show how instances of the differential scheme can accommodate classical computation. We also generalize a relatively new model of quantum computation, the quantum cellular automaton, with an eye towards extending the differential scheme to accommodate quantum computation and hybrid classical/quantum computation.
All the components of a specific instance of the differential scheme are *Convergence Spaces*. Convergence spaces generalize notions of continuity and convergence. The category of convergence spaces, Conv, subsumes both simple discrete structures (e.g., digraphs), and complex continuous structures (e.g., topological spaces, domains, and the standard fields of analysis: \( \mathbb{R} \) and \( \mathbb{C} \)). We present novel uses for convergence spaces, and extend their theory by defining *differential calculi* on Conv. It is to the use of convergence spaces that the differential scheme owes its generality and flexibility.
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Preface

This thesis is part of a program of work, led by Howard A. Blair, the overarching objectives of which are to:

- show that continuous and discrete state evolution (subsuming computation) are special cases of the same thing.
- lay groundwork for the treatment of hybrid systems, combining both discrete and continuous components.

Central to the desired unification is the concept of the differential scheme, due to Blair [Bla00], which is introduced in chapter 1. The differential scheme provides a framework that:

- formalizes the general idea that state evolution takes place in a space, over time, and that all evolutionary (e.g., computational) activity occurs locally.
- unifies discrete and continuous dynamical systems.

The formalization is intended to be so broad as to encompass purely discrete and purely continuous systems as special cases, and to accommodate hybrid systems naturally. The complete specification of the differential scheme rests in turn on the convergence space concept, which is discussed in chapter 2.

The theory and vocabulary of dynamical systems provides much of the inspiration for the present work. The phrase “dynamical system” is interpreted liberally, to include the classical continuous systems as based on ordinary differential equations (ODEs) [HS74, HW91, HW95], iterated function systems (IFSs) [Bar93], and the
computations of abstract machines, viewed as evolutions of 1-dimensional cellular automata.

The broad notions of *continuity* and *differential* that are required to support such a wide variety of systems are adduced in chapter 2. Given this generality, the set of possible interpretations of systems of ODEs is extended to include spaces different from Euclidean spaces, even from manifolds (locally Euclidean spaces). In particular, ODEs can be meaningfully interpreted over discrete as well as continuous spaces.

The convergence space-based definition of continuity used herein is not unlike the continuity concept encountered in the theory of programming languages. However, the differentials presented live in a new and very general formulation of a *differential calculus*. These differentials are not constrained by linearity concepts nor is their definition tied to the properties of any particular domain of analysis such as the real or complex numbers.

Chapter 3 provides a series of examples demonstrating the scope of the new calculi, and chapter 4 casts some significant discrete and continuous dynamical systems as instances of the differential scheme.

After reviewing quantum mechanical time evolution, and describing some related spaces of interest in chapter 5, we proceed to the quantization of cellular automata in chapter 6. We present Watrous’s construction of Quantum Cellular Automata (QCA) [Wat95], a formalism that requires a notion of “quiescent state.” We then show how to construct QCA without quiescent states, by using shift-invariant Lebesgue measure on Cantor space.

Open problems and future directions are discussed in chapter 7.
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Chapter 1

Introduction:

The Differential Scheme

This thesis is a contribution to a larger program of work, initiated by Blair [Bla00], the overarching objectives of which are to:

- unify continuous and discrete state evolution.
- lay the groundwork for a seamless treatment of hybrid dynamical systems, combining both discrete and continuous components.

Importantly, discrete state evolution subsumes classical computation. Central to the desired unification is the concept of the differential scheme, which we sketch in this chapter. The differential scheme provides a framework that:

- formalizes the general idea that state evolution takes place in a space, over time, and that all evolutionary (e.g., computational) activity occurs locally.
- unifies discrete and continuous dynamical systems via a very general concept of what forms a differential calculus.
The theory and vocabulary of dynamical systems provide much of the inspiration for the present work. The hybrid differential calculus regards a system of first-order ordinary differential equations (ODEs) such as
\[
\frac{dx_i}{dt} = f(x_1, \ldots, x_n, t) \quad i = 1, \ldots, n
\]
as a system of axioms which may be interpreted over different universes with widely disparate continuity and differentiability properties. As will be shown, the category of convergence spaces [Ken64, Hec03], Conv, each of whose objects combine a carrier with a convergence structure, and each of whose morphisms is a continuous function between carriers with respect to their convergence structures, is sufficiently rich and general to provide the components required by the differential scheme framework. In particular, over the same carriers, as the convergence structure varies, interpretations of a fixed system of differential equations can range from those of conventional ODEs to those of discrete state transition rules. As a consequence, dynamical systems may comprise classical continuous systems based on ODEs [HS74, HW91, HW95], iterated function systems (IFSs) [Bar93], the computations of discrete abstract machines (viewed as evolutions of 1-dimensional cellular automata; see below) and other systems, such as logic programs.

Again, the idea behind the differential scheme is to capture the essence of the concept of a dynamical system as a collection of various elements whose states evolve according to “differential” constraints, broadly interpreted. The structure of an instance of the differential scheme depends upon the structure of its constituent convergence spaces. Conv is a Cartesian closed category that contains hierarchies of spaces obtained by beginning with discrete structures (represented as directed graphs) and topological spaces, and then combining these spaces into hybrid spaces through, for example, Cartesian products and exponentials. Differential calculi are obtained on and between convergence spaces [BJIR07]. These calculi include con-
servative extensions of familiar differential calculi on the usual spaces of interest in analysis, e.g., real and complex Hilbert spaces.

1.1 Informal Definition of the Differential Scheme

The differential scheme comprises four types of components. An instance of the differential scheme defines a particular dynamical system by specifying a particular component of each type.

Definition 1.1.1. An instance of the differential scheme consists of the following components:

1. a **Computation Space** ($\text{Comp}$)
2. a **Time** space ($\text{Time}$)
3. a collection of **Local State Spaces** ($\mathcal{L}$; to each $x \in \text{Comp}$ there corresponds a local state space $\tau(x) \in \mathcal{L}$)
4. a **Differential Calculus** ($\mathcal{D}$)

The differential scheme was initially advanced in [Bla00], though the key differential calculus concept was not fully developed at that time.

In any instance of the differential scheme, the computation space, time, and all local state spaces are particular convergence spaces, and the differential calculus is a category whose construction begins with a collection of particular convergence spaces. The rather involved formal specification of a differential calculus is deferred to chapter 2, which discusses both convergence spaces and differential calculi in detail.

Informally, one can think of a computation space as a collection of objects, each of which is associated, at any particular point in time, with a value taken from a
fixed local state space. Time may pass continuously or discretely, depending on the particular convergence space chosen for the \textit{Time} component. The differential calculus provides candidate differentials that determine how the values associated with points of the computation space change over time, and allow us to interpret the crucial “$g$ is a differential of $f$ at $x$” concept for the associated spaces.

It may be helpful to regard an instance of the differential scheme as a kind of generalized cellular automaton (CA). Here, the computation space is the automaton’s cell space. The values a particular cell may attain are given by the local state space corresponding to that cell (note that, in general, different cells may have different local state spaces). Time acts as itself, and the associated differential calculus provides CA update rules.

A CA of the most commonly studied type has a discrete computation space, each element of which is associated with the same discrete, typically finite, local state space, and evolves in discrete time steps. Table 1.1 [Bla00] shows how other well-known types of dynamical systems model the differential scheme.

<table>
<thead>
<tr>
<th>Space</th>
<th>Time</th>
<th>Local States</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>discrete</td>
<td>discrete</td>
<td>discrete</td>
<td>Logic Program</td>
</tr>
<tr>
<td>discrete</td>
<td>discrete</td>
<td>continuous</td>
<td>IFS</td>
</tr>
<tr>
<td>discrete</td>
<td>continuous</td>
<td>discrete</td>
<td>Asynch Neural Net</td>
</tr>
<tr>
<td>discrete</td>
<td>continuous</td>
<td>continuous</td>
<td>ODE</td>
</tr>
<tr>
<td>continuous</td>
<td>discrete</td>
<td>discrete</td>
<td>discrete evolution of spatial regions</td>
</tr>
<tr>
<td>continuous</td>
<td>discrete</td>
<td>continuous</td>
<td>discrete evolution of one space over ano.</td>
</tr>
<tr>
<td>continuous</td>
<td>continuous</td>
<td>discrete</td>
<td>continuous evolution of spatial regions</td>
</tr>
<tr>
<td>continuous</td>
<td>continuous</td>
<td>continuous</td>
<td>PDE</td>
</tr>
</tbody>
</table>

Table 1.1: Classes of instances of the differential scheme
1.2 Informal Example Instances of the Differential Scheme

We present here some informal example instances of the differential scheme. Complete formalizations of some examples will be given in Chapter 3 after the necessary preliminaries on convergence spaces and differential calculi are presented in Chapter 2. In particular, specifics of the differential calculi involved are deferred.

First, some terminology. For a given instance of the differential scheme, we define the global state space \( \text{GlSt} \) to be the product of the local state spaces:

\[
\text{GlSt} = \prod_{x \in \text{Comp}} \tau(x)
\]

We then define a computation within an instance of the differential scheme to be a mapping from the convergence space representing time to the convergence space representing the global state space:

\[
u : \text{Time} \rightarrow \text{GlSt}
\]

The progression of a computation over time is determined by the differential calculus \( \mathcal{D} \) that provides candidate differentials to drive the evolution of the system.

1.2.1 Discrete Dynamical Systems

Classical Computation

It is well-known that the class of cellular automata [vN66, Tof77] subsumes that of Turing machines, so classical computation fits neatly into the differential scheme. In fact, any given TM can be emulated by a 1-dimensional, radius-1 cellular automaton (or (1d,1r)-CA, for short). Here,
1. Comp = \mathbb{Z} (the set of CA cells indexed by integers corresponds to a two-way infinite tape)

2. Time = \mathbb{N} (discrete time steps starting from 0)

3. \mathcal{L} = original TM tape alphabet, augmented with some additional symbols

4. the differentials are just the CA update rules (finite functions, in this case)

A computation (as defined above) of this instance of the differential scheme traces the progression of instantaneous descriptions of the original TM. This example will be formally presented in §4.1.1.

### 1.2.2 Continuous Dynamical Systems

We consider continuous dynamical systems described by systems of ordinary differential equations (ODEs). Such systems progress from the simplest ones consisting of a single ODE, to finite systems of ODEs, to systems of infinitely many ODEs. The following examples show how to interpret such continuous dynamical systems as instances of the differential scheme.

#### A Simple ODE

Consider the single autonomous ODE:

\[ \frac{dx}{dt} = f(x) \]  

(1.1)

As an ODE over the real domain, a solution to (1.1) is a function

\[ u : \text{Time} \rightarrow \mathbb{R} \]
such that
\[
\frac{du}{dt}_{t_0} = f(u(t_0)), \quad \text{for all } t_0 \in \mathbb{R}
\]

In differential form, we have:
\[
D_{t_0}u = \lambda \Delta [f(u(t_0))](\Delta)
\]
\[
= [f(u(t_0))]
\]

As an instance of the differential scheme, we have:

1. Comp = \{x\} (a singleton set)
2. \mathcal{L} = \{\mathbb{R}\}
3. Time = \mathbb{R}
4. differentials are the linear operators on \mathbb{R}, of classical analysis

Thus, a solution is just a computation:

\[
u : \text{Time} \rightarrow \text{GlSt}
\]

which is, in this case:

\[
u : \mathbb{R} \rightarrow \mathbb{R}
\]

### 1.3 Goals and Results

The advancement of the larger program discussed at the beginning of this chapter requires the full specification of the proposed framework for the unification of discrete
and continuous dynamical systems. Our first goal, therefore, is to:

1. complete the formalization of the differential scheme begun in [Bla00].

As previously mentioned, such formalization requires the use of very flexible structures for the components of the differential scheme, which have been found in the category of convergence spaces. Accordingly, our next goal is to:

2. detail the properties of convergence spaces that lend themselves to their new application to the differential scheme.

Differential calculi, constructed from convergence spaces, form the key components of instances of the differential scheme. The generality of these structures must be demonstrated, so a related goal is to:

3. provide specific examples of differential calculi, including the continuous differential calculus of classical analysis as well as differential calculi on discrete structures (digraphs).

To show the breadth of dynamical systems supported by the differential scheme, we must:

4. provide specific examples of dynamical systems as instances of the differential scheme, including classical computation — via classical cellular automata, as previously discussed.

Just as a theory of quantum computation complementary to classical computation has been developed ([Deu85], et al), Watrous has introduced a theory of quantum cellular automata (QCA) [Wat95]. In Watrous’s quantized model, however, the set of possible global QCA states is restricted to those in which all but finitely many cells are in a ”quiescent state.” As our final goal, we:
5. show how to construct QCA based on Watrous’s model, but without quiescent states.

In the sequel, Chapter 2 reviews the structure of convergence spaces, shows that Conv subsumes vast categories of both continuous and discrete structures, and details the abstract structure of the differential calculi at the heart of each instance of the differential scheme; importantly, the chain rule for our differential calculi is proved here.

Chapter 3 provides examples of our generalized differential calculi on both discrete and continuous structures.

Chapter 4 casts some significant families of discrete and continuous dynamical systems as instances of the full differential scheme. In particular, we show that cellular automata and ODEs are subsumed in the differential scheme framework.

After reviewing quantum computational time evolution, and describing some related spaces of interest in chapter 5, we proceed to the quantization of cellular automata in chapter 6. In the latter chapter, we present Watrous’s construction of a Quantum Cellular Automaton (QCA) [Wat95] and our rendition of this model without quiescent states.

Open problems and future prospects for research are discussed in chapter 7.
Chapter 2

Convergence Spaces and Differential Calculi

As adumbrated in Chapter 1, the power of the differential scheme to accommodate both continuous and discrete dynamical systems depends upon the properties of its constituent convergence spaces. Here we present sufficient of the theory of convergence spaces to show that it provides a concept of continuity suitable for both discrete and continuous structures, and from which a new concept of differentiability is developed, one that allows the unified treatment of co-evolving ensembles of discrete and continuous variables.

In classical continuous dynamical systems, the trajectory of a variable is determined by the variable’s value at a point in time and, as a function of the state of the whole system (and possibly time), the variable’s derivative with respect to time. We adapt this viewpoint to more general settings by appropriating the forms of the well-established theory of continuous dynamical systems while generalizing their instantiations to encompass discrete and heterogeneous systems. Our generalization devolves upon the question of how to define “$g$ is a differential of $f$ at $x$,” where $f, g : X \to Y$ for convergence spaces $X$ and $Y$, and $x \in X$. That is, we may unify
discrete and continuous dynamical systems by showing how to define differential calculi in the category of convergence spaces, Conv.

2.1 Generalized Continuity & Differentiability

2.1.1 Continuity

Ever since the idea of continuity was formalized for the continua of elementary analysis, mathematicians have sought to extend it to more general structures. Their efforts initially lead to the well-known and pervasive theory of topological spaces [Bou49, Kel55, Wil70]. Later, pretopological spaces [Cho47], several non-equivalent classes of structures each referred to as the class of filter spaces, and Čech’s closure spaces [Čec66] were introduced, all extending the reach of the continuity concept beyond Top, the category of topological spaces.

Within computer science, several research communities sought a notion of continuity suitable for mappings between various classes of discrete spaces. For example, the AI/knowledge representation community’s work on modelling time, space and motion in discrete domains lead to a thread of research concerned with continuity in discrete space and/or time [All84, Dav90, RCC92, Sto97]. On another track, digital imaging researchers developed “digital topology” as a means of placing digital image processing on a rigorous basis [KKM90, KR89, Kov89].

Commonalities among such research communities were eventually recognized and common frameworks for handling discrete spaces explored. In particular, Čech’s closure spaces were advanced by Smyth [Smy95] and others [Gal03] as particularly well-suited for extending the continuity concept to discrete spaces. Note that the category of closure spaces is strictly larger than Top. We also note in passing that categories like those of Scott domains (Dom), directed complete partial orders
(Dcpo), etc., certainly provide for continuity between discrete spaces, but these are sub-categories of Top via the Scott topology, so none of them actually generalize the topological concept of continuity.

Conv was chosen as the basis of the differential scheme because it is the most general among those categories whose morphisms embody a useful continuity concept; this includes all the classes of structures mentioned above. Conv strictly subsumes the category of closure spaces, the category of pretopological spaces (PreTop), most formulations of “filter space” categories, and Top. (Conv is, in fact, identical to the class of filter spaces as formulated in [Hyl79].) Significantly for the handling of discrete spaces, and for computation in particular, Conv contains all reflexive directed graphs\(^1\), both finite and infinite. Between digraph objects in Conv, morphisms turn out to be just the “edge-preserving” maps, i.e., the continuous maps between digraphs are ordinary digraph homomorphisms. Moreover, Conv is a Cartesian-closed category — unlike Top. Three immediate consequences of this fact together with the sub-categorical relationship between Top and Conv are:

1. convergence spaces broaden the notion of continuity, while preserving the topological concept of continuity for functions between convergence spaces that are already topological spaces

2. there is a uniform way of regarding all spaces of continuous functions as convergence spaces (this allows for hybrid functional analysis)

3. the composition operation on finite products of function spaces is continuous, as is the evaluation function (this is key to differential calculi)

\(^1\) graph reflexivity — the presence of self-loops at all nodes — is a necessary technicality, which appears to pose no limitations in practice.
2.1.2 Differentiability

As compared with generalized continuity, there has been considerably less sustained ferment among researchers concerned with generalized differentiability. However, from time to time over the past sixty years or so, some authors have made efforts to extend the differentiability concept to more general spaces [Are46, AS68, Bin66, BK66, Fox45, FB66, Kel74, Kri83, Mar63, Mic38]. Most of these formulations of differentiability have depended heavily on the special nature of the spaces involved, typically treating abstractions of the domains of classical analysis (e.g., $\mathbb{R}^n$ and $\mathbb{C}^n$) such as topological (or near-topological) vector spaces.

None of these efforts treated classes of spaces as general as $\text{Conv}$; in fact, most treatments were restricted to subclasses of $\text{Top}$. Moreover, all the structures advanced in these investigations embodied linearity in one form or another. After all, in the classical definition, the differential of function $f$ at point $x$ is the best linear approximation of $f$ near $x$. Our treatment does not presuppose linear structure.

2.2 Convergence Spaces Formally Defined

A convergence space is a set together with a convergence structure defined upon it. Convergence structures in turn are defined with respect to the well-known filter concept [Car37, Bou49, Cho47, Kel55].

Recall that a filter on a set $X$ is a collection of subsets of $X$ closed under finite intersection and reverse inclusion (i.e., if $A$ belongs to a filter on $X$ and $A \subseteq B \subseteq X$, then $B$ also belongs to that filter). A filter which does not include the empty set as a member is called a proper filter. We let $\Phi(X)$ denote the set of all filters on $X$, and use calligraphic letters like $\mathcal{F}$, $\mathcal{G}$ and $\mathcal{H}$ to represent filters. For $A \subseteq X$, let $[A] = \{B \mid A \subseteq B \subseteq X\}$. Clearly, $[A] \in \Phi(X)$; $[A]$ is called the principal filter at
A. For $x \in X$, we abbreviate $[\{x\}]$ by $[x]$, and call it the point filter at $x$.

**Definition 2.2.1.** [Ken64, Hec03] A convergence structure on $X$ is a relation $\downarrow$ (read “converges to”) on $\Phi(X) \times X$ such that for each $x \in X$:

1. $[x] \downarrow x$, and

2. if $F \downarrow x$ and $F \subseteq G \in \Phi(X)$, then $G \downarrow x$. ■

**Definition 2.2.2.** [Ken64, Hec03] A pair $(X, \downarrow)$ consisting of a set $X$ and a convergence structure $\downarrow$ on $X$ is called a convergence space. ■

We may refer to a convergence space $(X, \downarrow)$ by its carrier $X$ when the particular convergence structure is understood or immaterial. Similarly, we use “$\downarrow$” to represent different convergence structures in the context of different convergence spaces, when no confusion should result.

Note that any function $f : X \rightarrow Y$, where $X$ and $Y$ are sets, induces a function between powersets $\hat{f} : 2^X \rightarrow 2^Y$ via $A \mapsto \{f(a) \mid a \in A\}$; we call the last set the $f$-image of $A$. Such an $f$ also induces a function between filter collections $\hat{\hat{f}} : \Phi(X) \rightarrow \Phi(Y)$ via $\mathcal{F} \mapsto \bigcup_{A \in \mathcal{F}} [\hat{f}(A)]$. We overload notation and omit decorations $\hat{\cdot}$ and $\hat{\hat{\cdot}}$ when typing considerations make the intended interpretation unambiguous.

**Definition 2.2.3.** [Ken64, Hec03] Let $f : X \rightarrow Y$, where $X$ and $Y$ are convergence spaces, and let $x_0 \in X$. We say $f$ is continuous at $x_0$ iff for each $\mathcal{F} \in \Phi(X)$, if $\mathcal{F} \downarrow x_0$ in $X$, then $f(\mathcal{F}) \downarrow f(x_0)$ in $Y$. We say $f$ is continuous iff $f$ is continuous at $x$, $\forall x \in X$. ■

The category of convergence spaces, $\text{Conv}$, has the collection of all convergence spaces for its objects, and the collection of all continuous functions between con-
vergence spaces for its morphisms. Continuity can also be characterized in terms of filter members, which play a role analogous to that of neighborhoods in topological spaces.

We will rigorously define a concept of neighborhood in a convergence space shortly.

**Proposition 2.2.4.** Let $f : X \rightarrow Y$, where $X$ and $Y$ are convergence spaces, and let $x_0$ be a point of $X$. $f$ is continuous at $x_0$ iff, for every filter $\mathcal{F}$ converging to $x_0$ in $X$, there is a filter $\mathcal{G}$ converging to $f(x_0)$ in $Y$ such that $(\forall V \in \mathcal{G})(\exists U \in \mathcal{F})[f(U) \subseteq V]$.

**Definition 2.2.5.** [Ken64] A **homeomorphism** between two convergence spaces is a continuous bijection whose inverse is continuous.

**Definition 2.2.6.** A **subspace** of a convergence space $X$ is a convergence space $W$ such that

1. the carrier of $W$ is a subset of the carrier of $X$, and
2. For each point $w \in W$ and each filter $\mathcal{F} \in \Phi(W)$, $\mathcal{F} \downarrow w$ in $W$ if and only if $\mathcal{F} = \{ A \cap W \mid A \in \mathcal{G} \}$ for some filter $\mathcal{G} \in \Phi(X)$ where $\mathcal{G} \downarrow w$ in $X$.

Let $\{ X_\alpha \mid \alpha \in \Gamma \}$ be an indexed family of convergence spaces. For each index $\alpha$, let $\pi_\alpha$ be the projection function from the product set $\prod_{\alpha \in \Gamma} X_\alpha$ onto $X_\alpha$, which maps each tuple $(x_\alpha)_{\alpha \in \Gamma}$ to its $\alpha^{th}$ component $x_\alpha$.

**Definition 2.2.7.** The **product convergence structure** on $\prod_{\alpha \in \Gamma} X_\alpha$ is defined as follows: a filter $\mathcal{F}$ on the product set converges to a point $(x_\alpha)_{\alpha \in \Gamma}$ if and only if for each index $\alpha$, $\pi_\alpha(\mathcal{F}) = \{ \pi_\alpha(A) \mid A \in \mathcal{F} \}$ converges to $x_\alpha$ in $X_\alpha$.

We now define the concept of neighborhood in a convergence space:

---

4In the sense that a set $N$ is a topological neighborhood of a point $x$ iff $x \in U \subseteq N$ for some open set $U$. 
Definition 2.2.8. Let \( x \) be a point of a convergence space \( X \), and let \( U \) be a subset of \( X \). We call \( U \) a \textit{neighborhood} of \( x \) iff \( U \) belongs to every filter converging to \( x \).

It is easily seen that the collection of all neighborhoods of a given point is a filter.

2.3 Continuous Spaces as Convergence Spaces

In the following, we show how the category of topological spaces, \( \text{Top} \), and the related category of pretopological spaces, \( \text{PreTop} \), are subcategories of \( \text{Conv} \). We thus establish that \( \text{Conv} \) subsumes all classical continuity structures, and much more besides.

2.3.1 Topological Spaces

If \( X \) is a topological space, \( \mathcal{F} \in \Phi(X) \), and \( x \in X \), then \( \mathcal{F} \) is said to converge to \( x \) iff the collection of all open sets containing \( x \) is a sub-collection of \( \mathcal{F} \). It is easily seen that \( \{ (\mathcal{F},x) | \mathcal{F} \in \Phi(X), x \in X, \text{and } \mathcal{F} \text{ converges to } x \} \) is a convergence structure on \( X \). It is also readily verified that, for topological spaces, the convergence space notions of neighborhood, continuous function, and homeomorphism coincide with the corresponding topological notions [Cho47, Bou49, Kel55].

2.3.2 Pretopological Spaces

Definition 2.3.1. [Cho47] A convergence space \( (X,\downarrow) \) is called a \textit{pretopological space} if and only if \( \downarrow \) is a \textit{pretopology}, i.e., for each \( x \in X \), the collection of all neighborhoods of \( x \) converges to \( x \).

Proposition 2.3.2. Let \( f : X \rightarrow Y \), where \( X \) and \( Y \) are pretopological spaces, and
let \( x_0 \in X \). Then \( f \) is continuous at \( x_0 \) iff for every neighborhood \( V \) of \( f(x_0) \), there is a neighborhood \( U \) of \( x_0 \) such that \( f(U) \subseteq V \).

The category of pretopological spaces, \( \textbf{PreTop} \), has the collection of all pretopological spaces for its objects, and the collection of all continuous functions between pretopological spaces for its morphisms. Note that an arbitrary convergence structure \( \downarrow \) on a set \( X \) induces a pretopological structure \( \Downarrow \) on \( X \) in the obvious way: given a filter \( \mathcal{F} \) and a point \( x \), let \( \mathcal{F} \Downarrow x \) iff the collection of all \( \downarrow \)-neighborhoods of \( x \) is a sub-collection of \( \mathcal{F} \). This construction is idempotent: \( \Downarrow \) coincides with \( \downarrow \) iff \( \downarrow \) is pretopological.

It is easily seen that the convergence structure of every topological space is pretopological. Furthermore, the collection of all open sets of a topological space \( X \) can be recovered from the convergence structure by letting a set be open iff it is a neighborhood of each of its members. In short, equipping each topological space with its convergence structure embeds \( \textbf{Top} \) as a full subcategory of \( \textbf{PreTop} \). In turn, \( \textbf{PreTop} \) is a full subcategory of \( \textbf{Conv} \).

Moreover, \( \textbf{Top} \) is embedded as a full, reflective subcategory of \( \textbf{PreTop} \), which in turn is a full, reflective subcategory of \( \textbf{Conv} \) [BHL91, HLCS91, Hec03]. That is, if \( \mathcal{A} \) is the subcategory in question and \( \mathcal{B} \) is the larger category, then there is a functor \( F : \mathcal{B} \rightarrow \mathcal{A} \) such that for each object \( B \) of \( \mathcal{B} \), there is an \( \eta_B : B \rightarrow FB \) in \( \mathcal{B} \) such that, for each object \( A \) of \( \mathcal{A} \) and each \( f : B \rightarrow A \) in \( \mathcal{B} \), there is a unique \( \bar{f} : FB \rightarrow A \) in \( \mathcal{A} \) such that \( f = \bar{f} \circ \eta_B \).\(^5\)

\(^5\) An immediate corollary is that for all objects \( A \) and \( B \) of \( \mathcal{B} \) and all arrows \( f : B \rightarrow A \) in \( \mathcal{B} \), we have \( \eta_A \circ f = Ff \circ \eta_B \).
2.4 Discrete Structures as Convergence Spaces

In section 2.3 we showed how topological spaces are special cases of convergence spaces. As the standard metric (and topological vector) spaces of analysis are all specialized topological spaces, it is plain that the convergence space concept encompasses the categories of ordinary continuous mathematics. To demonstrate that the convergence space concept also incorporates discrete structures, we will show how directed graphs ("digraphs") — discrete structures par excellence — are also convergence spaces.

Formally, by digraph we mean an ordered pair \((V, E)\) such that \(V\) is a set, and \(E\) is a binary relation on \(V\). For a technical reason to be discussed shortly, we limit our attention to the category \(\mathbf{ReflDiGr}\) of reflexive digraphs — digraphs in which every vertex is adjacent to itself — and the edge-preserving maps between pairs of them. Little generality is lost by stipulating self-loops. \(\mathbf{ReflDiGr}\) can be embedded, in several different ways, as a full subcategory of \(\mathbf{Conv}\). In this section, we describe two of these embeddings.

**Definition 2.4.1.** The convergence structure on a reflexive digraph \((V, E)\) is that obtained by letting a proper filter \(\mathcal{F}\) on \(V\) converge to a vertex \(x\) iff \(\mathcal{F} = [y]\) for some vertex \(y\) with an edge in \(E\) from \(x\) to \(y\).

Note that, as the point filter \([x]\) must converge to \(x\) in any convergence structure, Definition 2.4.1 requires there be a edge from \(x\) to \(x\). This is why we consider only reflexive digraphs.

**Definition 2.4.2.** [BJIR07] A convergence space \(X\) is called postdiscrete if and only if every convergent proper filter is a point filter.

The category \(\mathbf{PostDisc}\) comprises the postdiscrete convergence spaces as objects and the continuous functions between them as morphisms.
Proposition 2.4.3. The postdiscrete pretopological spaces are precisely the discrete topological spaces (i.e., topological spaces in which every singleton is open).

It is easily seen that reflexive digraphs with the convergence structures of Definition 2.4.1 are already postdiscrete spaces. Similarly, it is easily verified that if \((V_1, E_1)\) and \((V_2, E_2)\) are reflexive digraphs, then a function \(f : V_1 \rightarrow V_2\) is continuous (with respect to the induced convergence structures on \(V_1\) and \(V_2\)) iff it is a digraph homomorphism; i.e., for all edges \((x, y)\) in \(E_1\), the edge \((f(x), f(y))\) is present in \(E_2\). Furthermore, given any reflexive digraph \((V, E)\), the edge set \(E\) can be recovered from the induced convergence structure on \(V\) by drawing an edge from \(x\) to \(y\) iff \([y]\) converges to \(x\).

Proposition 2.4.4. The construction in Definition 2.4.1 is an isomorphism between \(\text{ReflDiGr}\) and \(\text{PostDisc}\). In turn, \(\text{PostDisc}\) is a full subcategory of \(\text{Conv}\).

We note that \(\text{PostDisc}\) is a full, co-reflective subcategory of \(\text{Conv}\). That is, there is a functor \(F : \text{Conv} \rightarrow \text{PostDisc}\) such that for each object \(B\) of \(\text{Conv}\), there is an \(\eta_B : FB \rightarrow B\) in \(B\) such that, for each object \(A\) of \(\text{PostDisc}\) and each \(f : A \rightarrow B\) in \(\text{Conv}\), there is a unique \(\hat{f} : A \rightarrow FB\) in \(\text{PostDisc}\) such that \(f = \eta_B \circ \hat{f}\).

Alternatively, \(\text{ReflDiGr}\) can be embedded as a full subcategory of \(\text{PreTop}\) by letting a filter \(\mathcal{F}\) converge to a vertex \(x\) of a digraph \((V, E)\) iff \(\{y \mid (x, y) \in E\}\) is a member of \(\mathcal{F}\) [SSWF01, RS03, Ale37].

The edge set of a digraph can be recovered from the induced pretopology in exactly the same way that it can be recovered from the induced postdiscrete structure on the digraph. (Cf. specialization order [Ale37, GD71, GHK+80, Joh82].)

In general, the induced pretopology on a reflexive digraph is weaker than the induced postdiscrete structure on the digraph.

---

6 An immediate corollary is that for all objects \(A\) and \(B\) of \(\text{Conv}\) and all arrows \(f : A \rightarrow B\) in \(\text{Conv}\), we have \(f \circ \eta_A = \eta_B \circ Ff\). See [AM75], [Sch01], [AHS90], [Her68], or [Mac71].
Proposition 2.4.5. For each reflexive digraph \((V,E)\), the pretopological structure on \(V\) induced by \(E\) coincides with the pretopological structure induced by the post-discrete structure induced by \(E\).

The reflexive digraphs whose induced pretopologies are topological are precisely the preordered sets; i.e., those digraphs in which the underlying binary relation is transitive as well as reflexive. [SSWF01, RS03].

The reflexive digraphs which are \(T_0\) spaces (topological spaces in which every non-empty indiscrete subspace is a singleton) with respect to their induced pretopologies are precisely the posets; i.e., those digraphs in which the underlying binary relation is a partial order (cf. [Ale37]). The induced pretopology on a poset \((V,E)\) is the pretopology induced by the well-known Alexandroff topology on \(V\) [Ale37, GD71, GHK+80, Joh82].

The following table summarizes the convergence space-related categories treated so far:

<table>
<thead>
<tr>
<th>Conv</th>
<th>the category of convergence spaces and continuous functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>PostDisc</td>
<td>the category of postdiscrete spaces and continuous functions</td>
</tr>
<tr>
<td>PreTop</td>
<td>the category of pretopological spaces and continuous functions</td>
</tr>
<tr>
<td>ReflDiGr</td>
<td>the category of reflexive digraphs and digraph homomorphisms</td>
</tr>
<tr>
<td>Top</td>
<td>the category of topological spaces and continuous functions</td>
</tr>
</tbody>
</table>

### 2.5 Function Spaces

Unlike \(\text{Top}\) and \(\text{PreTop}\), \(\text{Conv}\) is a Cartesian closed category ([Mac71, AM75, AHS90, Sch01, Kat65]). The relevant supporting definitions and propositions follow.

**Definition 2.5.1.** [Kat65] Let \(X\) and \(Y\) be convergence spaces. The function space \(Y^X\) is the set of all continuous functions from \(X\) to \(Y\), equipped with the
convergence structure $\downarrow$ defined as follows: for each $H \in \Phi(Y^X)$ and each $f_0 \in Y^X$, let $H \downarrow f_0$ iff for each $x_0 \in X$ and each $\mathcal{F} \downarrow x_0$, \{ $\bigcup_{f \in H} f(F)| H \in \mathcal{H}, F \in \mathcal{F}$ \} is a base for a filter which converges to $f_0(x_0)$ in $Y$.

Definition 2.5.1 is essentially the same as the definition of function graphs in [IK00]. This is not surprising as ReflDiGr is a Cartesian closed category (cf. [AHS90]).

**Proposition 2.5.2.** [Bin66, Bin75] Let $X$ and $Y$ be convergence spaces. Then the evaluation function from $Y^X \times X$ to $Y$ is continuous.

The following is a very useful consequence of Proposition 2.5.2 (cf. [Mac71, AM75, AHS90]):

**Corollary 2.5.3.** Let $X$, $Y$, and $Z$ be convergence spaces. Then the composition function from $Z^Y \times Y^X$ to $Z^X$ is continuous.

## 2.6 Translation Groups and Homogeneous Convergence Spaces

**Definition 2.6.1.** An **automorphism** of a convergence space $X$ is a homeomorphism $f : X \rightarrow X$.

**Definition 2.6.2.** A **translation group** on a convergence space $X$ is a group $T$ of automorphisms of $X$ such that, for each pair of points $p$ and $q$ of $X$, there is at most one member of $T$ which maps $p$ to $q$. In general, we will denote this unique member of $T$ (if it exists) by $(q - p)$.

**Notation:** The group operation (namely, composition) of a translation group $T$ on a convergence space $X$ will be written additively, whether or not $T$ is Abelian. Furthermore, for all $\tau \in T$ and all $x \in X$, we will write $\tau(x)$ as $x + \tau$. In this notation,
the requirement that the translation \((q - p)\) (if it exists) maps \(p\) to \(q\) becomes the familiar requirement that if \((q - p)\) exists, then \(p + (q - p) = q\).

**Definition 2.6.3.** A full translation group on a convergence space \(X\) is a translation group on \(X\) which contains a translation \((q - p)\) for each pair of points \(p\) and \(q\).

**Definition 2.6.4.** A convergence space \(X\) is homogeneous iff for each pair of points \(p\) and \(q\) of \(X\), there is an automorphism of \(X\) which maps \(p\) to \(q\).

Note that a convergence space which has a full translation group must be homogeneous. Moreover, a full translation group on a nonempty convergence space \(X\) must have the same cardinality as \(X\).

**Proposition 2.6.5.** [BJ]

i. Every convergence space \(X\) can be embedded as a subspace of a convergence space \(HX\) which has a full translation group.

ii. \(X\) and \(HX\) have the same cardinality if and only if the cardinality of \(X\) is either infinite or zero.

iii. The embedding of \(X\) into \(HX\) is onto \(HX\) if and only if \(X\) is empty.

iv. If \(X\) and \(Y\) are convergence spaces, then every continuous function \(f : X \to Y\) can be extended to a continuous function \(Hf : HX \to HY\).

v. If \(f\) is a homeomorphism, then so is \(Hf\).

An immediate consequence of (ii) above is that, if \(X\) is a non-empty finite convergence space with (or without) a full translation group, then \(HX\) cannot be homeomorphic to \(X\). It is important to note that, in general, a continuous extension \(Hf\) of \(f\) need not be unique.
2.7 Differential Calculi on Convergence Spaces

In the classical differential calculus, differentials of a finite set of basic functions are obtained ab initio; e.g., the identity function is its own differential. Differentials of functions generated from the basic functions by generalized composition are obtained via the chain rule: differentiation distributes over composition.\(^7\) Thus, the familiar rule for differentiation of products follows from the chain rule once we know the differential of the multiplication operation.

Of course, the chain rule is not the whole story in differential calculi. Many familiar results in advanced calculus are barely touched by its consequences. However, such results are consequences of the details of both the convergence structures, the algebraic structures, and the relationship between these structures on the particular spaces under consideration. The functions chosen to serve as differentials in setting up a particular differential calculus, together with the convergence structures on the spaces involved in the calculus, jointly determine the additional properties of the calculus. The chain rule, however, holds in all of them.

Definition 2.7.1. A differential calculus is a category \(\mathcal{D}\) in which

i. every object of \(\mathcal{D}\) is a triple \(\mathcal{X} = (X, 0, T)\), where \(X\) is a convergence space, \(0\) is a point of \(X\) (called the origin of \(\mathcal{X}\)), and \(T\) is a full translation group on \(X\).

ii. every arrow in \(\mathcal{D}\) from an object \((X, 0_X, T_X)\) to an object \((Y, 0_Y, T_Y)\) is a continuous function from \(X\) to \(Y\) which maps \(0_X\) to \(0_Y\).

iii. composition of arrows in \(\mathcal{D}\) is function composition.

iv. for every object \(\mathcal{X} = (X, 0_X, T_X)\), the identity function on \(X\) is an arrow in \(\mathcal{D}\) from \(\mathcal{X}\) to \(\mathcal{X}\).

\(^7\)The usefulness of Cartesian-closure for obtaining a robust chain-rule was pointed out in [Kri83].
v. for each pair of objects $X = (X, 0_X, T_X)$ and $Y = (Y, 0_Y, T_Y)$, the constant function mapping every point of $X$ to $0_Y$ is an arrow in $D$ from $X$ to $Y$

The arrows of a differential calculus $D$ are called $D$-differentials.

By Proposition 2.6.5, the requirement that each object have a full translation group is not unduly restrictive.

### 2.8 Differentiability

Let $a \in A \subseteq X$ and let $B \subseteq Y$, where $X = (X, 0_X, T_X)$ and $Y = (Y, 0_Y, T_Y)$ are objects of a differential calculus $D$. Let $f : A \to B$ be an arbitrary function.

Let $L \in D(X, Y)$, where $D(X, Y)$ is the set of all $D$-differentials from $X$ to $Y$, equipped with the subspace convergence structure inherited from the function space $Y^X$ in Conv.

**Definition 2.8.1.** $L$ is a differential of $f$ at $a$ iff

for every $F \downarrow a$ in $A$, there is some $H \downarrow L$ in $D(X, Y)$ such that

i. $H \subseteq [L]$, and

ii. for every $H \in H$, there is some $F \in F$ such that

for every point $x \in F$, there is at least one $D$-differential $t \in H$ such that

$$t(x - a) = f(x) - f(a)$$

With respect to the preceding definition, $(f(a) - 0_Y) \circ t \circ (0_X - a)$ is called an extrapolant of $f$ through $(a, f(a))$ and $(x, f(x))$. 
**Definition 2.8.2.** A function from \( A \) to \( B \) is **differentiable** (respectively, **uniquely differentiable**) at a point \( a \) iff it has at least one (respectively, precisely one) differential at \( a \).

A function from \( A \) to \( B \) is **differentiable** (respectively, **uniquely differentiable**) iff it is differentiable (respectively, uniquely differentiable) at each point of \( A \).

**2.9 The Chain Rule**

As previously mentioned, the chain rule plays a central role in our differential calculi. In elementary analysis, for example, the product rule follows from the chain rule after obtaining the differential of the multiplication operation. Expressed in terms of differentials, the product rule for real-valued functions of a real variable reduces to matrix multiplication (i.e., composition of linear functions):

\[
D_x (\text{mult} \circ (f,g)) = (D_{(f,g)(x)}\text{mult}) \circ (D_x f, D_x g)
\]

\[
= (D_{(f(x),g(x))}\text{mult}) \circ (D_x f, D_x g)
\]

\[
= [g(x) \ f(x)] \begin{bmatrix} D_x f \\ D_x g \end{bmatrix}
\]

\[
= g(x)D_x f + f(x)D_x g
\]

Returning to our more general setting, let \( a \in A \subseteq X \), let \( B \subseteq Y \), and let \( C \subseteq Z \), where \( X = (X, 0_X, T_X) \), \( Y = (Y, 0_Y, T_Y) \), and \( Z = (Z, 0_Z, T_Z) \) are objects of a differential calculus \( \mathcal{D} \). Let \( f : A \to B \) and \( g : B \to C \) be arbitrary functions. Finally, let \( K : X \to Y \) and \( L : Y \to Z \) be \( \mathcal{D}\)-differentials.

**Theorem 2.9.1.** *(Chain Rule)*
Suppose that \( f \) is continuous at \( a \). Also suppose that \( K \) is a differential of \( f \) at \( a \), and \( L \) is a differential of \( g \) at \( f(a) \).

Then \( L \circ K \) is a differential of \( g \circ f \) at \( a \).

**Proof:** Let \( \mathcal{F} \) be a filter converging to \( a \) in \( X \). Since \( K \) is a differential of \( f \) at \( a \), there is some \( G \downarrow K \) in \( D(\mathcal{X}, \mathcal{Y}) \) such that \( G \subseteq [K] \) and, for every \( G \in \mathcal{G} \), there is some \( F_{1,G} \in \mathcal{F} \) such that for each point \( x \in F_{1,G} \) there is some \( D\)-differential \( s_{G,x} \in G \) such that

\[
s_{G,x}(x - a) = f(x) - f(a) \tag{2.1}
\]

On the other hand, since \( f \) is continuous at \( a \), we have \( f(\mathcal{F}) \downarrow f(a) \) in \( B \). Since \( L \) is a differential of \( g \) at \( f(a) \), there is some filter \( \mathcal{H} \downarrow L \) in \( D(\mathcal{Y}, \mathcal{Z}) \) such that \( \mathcal{H} \subseteq [L] \) and, for every \( H \in \mathcal{H} \), there is some \( N_H \in f(\mathcal{F}) \) such that for each point \( y \in N_H \), there is some \( D\)-differential \( t_{H,y} \in H \) such that

\[
t_{H,y}(y - f(a)) = g(f(x)) - g(f(a)) \tag{2.2}
\]

Consider such a set \( N_H \). By definition, \( N_H \in f(\mathcal{F}) \), i.e. there is some \( F_{2,H} \in \mathcal{F} \) such that

\[f(F_{2,H}) \subseteq N_H \]

By (2.2), for each point \( x \in F_{2,H} \), we have

\[
t_{H,f(x)}(f(x) - f(a)) = g(f(x)) - g(f(a)) \tag{2.3}
\]

Next, note that \( \{ \{ h_2 \circ h_1 \mid h_1 \in G, h_2 \in H \} \mid G \in \mathcal{G}, H \in \mathcal{H} \} \) is a basis for a filter \( \mathcal{J} \) on \( D(\mathcal{X}, \mathcal{Z}) \), and that \( \mathcal{J} \subseteq [L \circ K] \).

By joint continuity of composition (Corollary 2.5.3), \( \mathcal{J} \downarrow L \circ L \) in \( D(\mathcal{X}, \mathcal{Z}) \).
Let $J$ be an arbitrary member of $\mathcal{J}$. There exist $G \in \mathcal{G}$ and $H \in \mathcal{H}$ such that

$$\{ h_2 \circ h_1 | h_1 \in G, h_2 \in H \} \subseteq J$$

Let $F = F_{1,G} \cap F_{2,H}$. Then $F \in \mathcal{F}$. For each point $x \in F$, we have $s_{G,x} \in G$ and $t_{H,f(x)} \in H$, and therefore $t_{H,f(x)} \circ s_{G,x} \in J$. Furthermore, by (2.1) and (2.3),

$$t_{H,f(x)}(s_{G,x}(x-a)) = t_{H,f(x)}(f(x) - f(a)) = g(f(x)) - g(f(a)) \quad (2.4)$$

Thus, $(g(f(a)) - 0_x) \circ t_{H,f(x)} \circ s_{G,x} \circ (0_X - a)$ is the required extrapolant of $g \circ f$ through $(a, g(f(a)))$ and $(x, g(f(x)))$.

Since the selection of $x$ is arbitrary (once $G$ and $H$ have been chosen), $L \circ K$ is indeed a differential of $g \circ f$ at $a$.

\section*{2.10 Differential Calculi With Non-homogeneous Objects}

In the preceding specification of differential calculi (see Definition 2.7.1), the convergence spaces acting as carriers of objects of a differential calculus must come equipped with full translation groups. We can generalize the concept of differential calculus so that all convergence spaces may serve as carriers of objects.

\textbf{Observation 2.10.1.} Let $T$ be a translation group on a convergence space $X$. For each point $x$ of $X$, let $[x]_T$ be the $T$-orbit of $x$, i.e. $[x]_T = \{ x + \tau | \tau \in T \}$.

If $X$ is nonempty, then the set of all $T$ orbits partitions $X$ into homogeneous subspaces. For each $T$-orbit $[x]_T$, the restrictions of the members of $T$ to $[x]_T$ form a full translation group $T[x]$ on $[x]_T$. 
Each $T_{[x]}$ is a quotient group of $T$. 

**Definition 2.10.2.** A *system of origins* for a convergence space $X$ with respect to a translation group $T$ is a set of representatives of the $T$-orbits, i.e., a subset $O$ of $X$ containing precisely one member of each $T$-orbit.

For each point $x$ of $X$, let $0_x$ be the unique member of $O$ belonging to the same $T$-orbit as $x$.

**Definition 2.10.3.** Let $f : X \to Y$ be a function between convergence spaces. Let $O_X$ ($O_Y$, respectively) be a system of origins for $X$ with respect to a translation group $S$ (for $Y$ with respect to a translation group $T$, respectively).

i. $f$ will be said to **respect orbits** iff, for each pair of points $p$ and $q$ of $X$, if $p$ and $q$ lie in the same $S$-orbit, then $f(p)$ and $f(q)$ lie in the same $T$-orbit.

ii. $f$ will be said to be **preserve origins** iff $f(O_X) \subseteq O_Y$.

**Definition 2.10.4.** A *generalized differential calculus* is a category $\mathcal{D}$ in which

i. every object of $\mathcal{D}$ is a triple $X = (X,T,O)$ such that $X$ is a convergence space, $T$ is a translation group on $X$, and $O$ is a system of origins for $X$ with respect to $T$.

ii. every arrow in $\mathcal{D}$ from an object $(X,S,O_X)$ to an object $(Y,T,O_Y)$ is a continuous, orbit-respecting, origin-preserving function from $X$ to $Y$.

iii. composition of arrows in $\mathcal{D}$ is function composition.

iv. for every object $X = (X,T,O)$, the identity function on $X$ is an arrow in $\mathcal{D}$ from $X$ to $X$.
v. for each pair of objects $\mathcal{X} = (X, S, O_X)$ and $\mathcal{Y} = (Y, T, O_Y)$ and each $\zeta$ in $O_Y$, the constant function mapping every point of $X$ to $\zeta$ is an arrow in $\mathcal{D}$ from $\mathcal{X}$ to $\mathcal{Y}$.

A differential calculus, in the sense of Definition 2.7.1 is essentially a generalized differential calculus in which the translation group of every object is a full translation group.

At the opposite extreme, there are generalized differential calculi in which the translation group of every object is trivial (i.e., all orbits are singletons).

**Example 2.10.5. CONV as a generalized differential calculus**

The objects of the trivial generalized differential calculus are all convergence spaces, equipped with trivial translation groups. The arrows from an object $X$ to an object $Y$ are all continuous functions from $X$ to $Y$. (Since all orbits are singletons, every function is orbit-respecting and origin-preserving.)

Now, let $a \in X$ and let $b \in Y$, where $\mathcal{X} = (X, S, O_X)$ and $\mathcal{Y} = (Y, T, O_Y)$ are objects of a generalized differential calculus $\mathcal{D}$. Let $f : A \rightarrow B$ be an arbitrary function. Let $L \in \mathcal{D}(\mathcal{X}, \mathcal{Y})$, where, again, $\mathcal{D}(\mathcal{X}, \mathcal{Y})$ is the set of all arrows in $\mathcal{D}$ from $\mathcal{X}$ to $\mathcal{Y}$, equipped with the subspace convergence structure inherited from the function space $Y^X$ in Conv.

**Definition 2.10.6.** $L$ is a differential of $f$ at a iff

for every $\mathcal{F} \downarrow a$ in $X$, there is some $H \downarrow L$ in $\mathcal{D}(\mathcal{X}, \mathcal{Y})$ such that

i. $H \subseteq \{L\}$, and

ii. for every $H \in \mathcal{H}$, there is some $F \in \mathcal{F}$ such that

for every point $x \in F$, there is at least one function $t \in H$ such that

$$t(x + (0_x - a)) = f(x) + (0_f(x) - f(a))$$
Differentiability and unique differentiability are defined precisely as in Definition 2.8.2, though, of course, with respect to the immediately preceding definition of differential.

2.11 The Chain Rule for Generalized Differential Calculi

Let $a \in X$, where $X = (X, R, O_X)$, $Y = (Y, S, O_Y)$, and $Z = (Z, T, O_Z)$ are objects of a generalized differential calculus $D$. Let $f : X \to Y$ and $g : Y \to Z$ be arbitrary functions. Let $K : X \to Y$ and $L : Y \to Z$ be arrows of $D$.

Theorem 2.11.1. (Chain Rule)

Suppose that $f$ is continuous at $a$. Also suppose that $K$ is a differential of $f$ at $a$, and $L$ is a differential of $g$ at $f(a)$.

Then $L \circ K$ is a differential of $g \circ f$ at $a$.

Proof: The proof is like that for Theorem 2.9.1, mutatis mutandis.
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3.1 Classical Differential Calculi

Let \( \mathbb{R} \) be the real line, equipped with its usual Euclidean topology, and let \( \mathbb{N} \) be the set of all natural numbers.

3.1.1 The classical differential calculus of real variables

The carriers of the objects of this differential calculus are the sets \( \mathbb{R}^n \) (\( n \in \mathbb{N} \)), equipped with their respective Euclidean topologies, with their respective zero vectors as origins, and with their usual translation groups, which are full as required of a differential calculus (cf. Definition 2.7.1).

The arrows of this calculus are just the \( \mathbb{R} \)-linear functions. This comports with the remaining requirements for a differential calculus: the \( \mathbb{R} \)-linear functions are continuous with respect to the convergence structures induced by the Euclidean topologies (cf. §2.3.1), compositions of \( \mathbb{R} \)-linear functions are also \( \mathbb{R} \)-linear, and the identity map and all zero-constant maps are also \( \mathbb{R} \)-linear functions.
In this calculus, our choice of arrows guarantees unique differentiability, and a function $f$ has a differential at a point $p$ (according to Definition 2.8.1) iff $f$ is differentiable (under the classical definition) at $p$.

### 3.1.2 The directional calculus of real variables

The objects of this calculus are the sets $\mathbb{R}^n$ ($n \in \mathbb{N}$), with their respective zero vectors as origins, and with their usual translation groups. Here, $\mathbb{R}^1$ is equipped with the Euclidean topology, but for $n > 1$, the convergence structure imposed on $\mathbb{R}^n$ is stronger than the Euclidean product structure of the previous example.

In the directional calculus of real variables, a filter $\mathcal{F}$ will be said to converge to a point $p$ iff there is some unit vector $q$ such that \( \{ p + \alpha q \mid \alpha \in \mathbb{R}, |\alpha| < \epsilon \} \in \mathcal{F} \) for every real number $\epsilon > 0$.

The differentials of this calculus are the $\mathbb{R}$-homogeneous functions of degree one. (A function $f$ between modules over a ring $R$ is said to be $R$-homogeneous of degree $n$ iff

\[
    f(\alpha x) = \alpha^n f(x)
\]

for all scalars $\alpha$ and all vectors $x$.)

In this calculus, differentiability and unique differentiability are again equivalent, but a function $f$ has a differential at a point $p$ iff $f$ has directional derivatives in all directions at $p$.

### 3.1.3 The classical affine differential calculus of real variables

The objects of this generalized differential calculus (cf. Definition 2.10.4) are the Euclidean spaces, equipped with trivial translation groups. The arrows from $\mathbb{R}^m$ to
$\mathbb{R}^n$ are all $\mathbb{R}$-affine functions from $\mathbb{R}^m$ to $\mathbb{R}^n$.

As in the classical linear differential calculus, a function $f$ has a differential at a point $p$ iff $f$ is differentiable (in the usual sense) at $p$.

Let $A_p f$ be the differential of $f$ at $p$ in the classical affine differential calculus of real variables. That is, $A_p(f)$ is the affine function which best approximates $f$ in arbitrarily small neighborhoods of $p$.

Then the differential of $f$ at $p$ in the classical linear differential calculus is the unique linear function which can be obtained from $A_p f$ by composing it on both sides with translations (in the usual sense), i.e., the function which maps each point $q$ to $f(p) + (A_p f)(q - p)$

### 3.2 Differential Calculi on Digraphs

We specify here several different, pairwise nonequivalent differential calculi on reflexive digraphs. Specialized to reflexive digraphs, our general definition of a differential calculus (cf. Definition 2.7.1) becomes:

**Definition 3.2.1.** A **differential calculus on reflexive digraphs** is a category $\mathcal{D}$ in which

1. every object of $\mathcal{D}$ is a triple $\mathcal{X} = (X, 0, T)$ such that $X$ is a reflexive digraph, $0$ is a vertex of $X$ (called the **origin of $\mathcal{X}$**), and $T$ is a group of digraph homomorphisms (functions which preserve directed edges) which acts regularly\(^1\) on the vertices of $X$. $T$ is called the **translation group** of $\mathcal{X}$.

2. each arrow from an object $(X, 0_X, T_X)$ to an object $(Y, 0_Y, T_Y)$ is an origin-preserving digraph homomorphism from $X$ to $Y$.

\(^1\)that is, for any two $x, y$ in $X$ there exists precisely one $\tau$ in $T$ such that $\tau(x) = y$. 

iii. composition of arrows is function composition

iv. for every object $\mathcal{X} = (X, 0, X)$, the identity function on $X$ is an arrow in $\mathcal{D}$ from $\mathcal{X}$ to $\mathcal{X}$

v. for each pair of objects $\mathcal{X}$ and $\mathcal{Y}$, the constant function mapping every vertex of $\mathcal{X}$ to the origin of $\mathcal{Y}$ is an arrow in $\mathcal{D}$ from $\mathcal{X}$ to $\mathcal{Y}$.

The arrows of a differential calculus $\mathcal{D}$ are called $\mathcal{D}$-differentials.

In this setting, the differences in the calculi to be defined must appear among the functions chosen as $\mathcal{D}$-differentials.

Note that having self-loops at each vertex (reflexivity) ensures that every constant function between vertex sets is a digraph homomorphism. Of course, the convergence structures induced on digraphs (cf. Definition 2.4.1), which guarantee that the continuous functions between digraphs are just ordinary graph homomorphisms, already require self-loops.

When only one differential calculus $\mathcal{D}$ is involved, we will refer to a $\mathcal{D}$-differential simply as a differential.

For each vertex $v$ of $X$, where $\mathcal{X} = (X, 0, T)$ is an object of a differential calculus, let $\tau_v$ be the unique member of $T$ mapping the origin to $v$. Note that, since $X$ has at least one vertex (namely, the origin), the mapping $v \mapsto \tau_v$ is a bijection between $X$ and $T$.

**Observation 3.2.2.** Let $\mathcal{X} = (X, 0, T)$ be an object of a differential calculus. Then

1. $\tau_0$ is the identity map on $X$

2. for each vertex $v$ of $X$, $\tau_v(0) = v$

3. for each vertex $v$ of $X$, $\tau_v^{-1} = \tau_{-v}$, where $-v = \tau_v^{-1}(0)$
4. for all vertices $u$ and $v$ of $X$, \( \tau_v \circ \tau_u = \tau_{u+v} \), where $u+v = \tau_v(u)$

Equivalently, therefore, by identifying the carrier of the translation group of an object with the set of vertices of the underlying digraph, we could define a differential calculus on reflexive digraphs as a concrete category $\mathcal{D}$ in which

1. every object of $\mathcal{D}$ is a set $X$, equipped with both a group structure (written additively), and a reflexive binary relation on $X$, such that, for each $a$ in $X$, right translation by $a$ preserves the binary relation.

2. each $\mathcal{D}$-morphism from an object $X$ to an object $Y$ is a digraph homorphism from $X$ to $Y$ which maps the origin of $X$ to the origin of $Y$, where, by the origin of an object, we mean the identity element of the object’s group operation.

3. for every object $X$, the identity function on $X$ is a $\mathcal{D}$-morphism from $X$ to $X$.

4. for each pair of objects $X$ and $Y$, the constant function mapping every member of $X$ to the origin of $Y$ is a $\mathcal{D}$-morphism from $X$ to $Y$.

We will shift back and forth between these two viewpoints as is convenient. In particular, if $a$ and $x$ are vertices of the underlying digraph of an object of a differential calculus on reflexive digraphs, we will almost always write $\tau_a^{-1}(x)$ as $x-a$.

Note that, although (by analogy with the usual translation groups of Euclidean spaces) we use additive notation for the group operation, the translation group need not be Abelian.

**Example 3.2.3. The calculus of complete finite Boolean digraphs**

Let $\mathcal{B}$ be a set consisting of two members, say $F$ and $T$, which we will identify with $0$ and $1$, respectively.
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The objects of the calculus of complete finite Boolean digraphs are the complete finite digraphs $B^n$ whose vertices are all bit strings of length $n$; i.e., all the bit vectors of $B^n$.

The group generated by the flips $h_1, h_2, \ldots, h_n$ is taken as the translation group of $B^n$, where (as one would expect) $h_k(b)$ is obtained from bit vector $b$ by changing the $k$th bit of $b$ (and leaving every other bit unchanged).

For each $m$ and $n$, define the differentials from $B^m$ to $B^n$ to be all origin-preserving functions from $B^m$ to $B^n$.

We will return to this example in the sequel.

3.2.1 Graph differentials

Notation: If $X$ and $Y$ are digraphs, let $\text{Hom}(X,Y)$ be the exponential digraph [Hel79, Rib83] whose vertices are the digraph homomorphisms from $X$ to $Y$. By definition, the edge $(L, M)$ is present in $\text{Hom}(X,Y)$ iff, for each edge $(u, v)$ of $X$, the edge $(L(u), M(v))$ is present in $Y$.

Note that if either $X$ or $Y$ is reflexive, then so is $\text{Hom}(X,Y)$.

Notation: If $\mathcal{X} = (X, 0_X, T_X)$ and $\mathcal{Y} = (Y, 0_Y, T_Y)$ are objects of a differential calculus $\mathcal{D}$ on reflexive digraphs, let $\mathcal{D}(\mathcal{X}, \mathcal{Y})$ be the full subdigraph of $\text{Hom}(X,Y)$ whose vertices are the $\mathcal{D}$-differentials from $\mathcal{X}$ to $\mathcal{Y}$.

Proposition 3.2.4. Let $(K_1, K_2)$ be an edge of $\text{Hom}(X,Y)$ and let $(L_1, L_2)$ be an edge of $\text{Hom}(Y,Z)$, where $X$, $Y$, and $Z$ are digraphs.

Then $(L_1 \circ K_1, L_2 \circ K_2)$ is an edge of $\text{Hom}(X,Z)$.

Proof: It is not hard to see that the category of digraphs and digraph homomorph-
phisms is Cartesian closed, and that exponential digraphs are exponential objects in
this category [Hel79, Shr88]. The proposition to be proved is an immediate corollary
[Mac71].

For a direct proof, let \((u, v)\) be an arbitrary edge of \(X\). Since \((K_1, K_2)\) is an edge of
\(\text{Hom}(X, Y)\), \((K_1(u), K_2(v))\) is an edge of \(Y\). But \((L_1, L_2)\) is an edge of \(\text{Hom}(Y, Z)\),
so \((L_1(K_1(u)), L_2(K_2(v)))\) is an edge of \(Z\).

But the edge \((u, v)\) was arbitrary, so \((L_1 \circ K_1, L_2 \circ K_2)\) is an edge of \(\text{Hom}(X, Z)\) □

**Corollary 3.2.5.** Let \((K_1, K_2)\) and \((L_1, L_2)\) be edges of \(\mathcal{D}(\mathcal{X}, \mathcal{Y})\) and \(\mathcal{D}(\mathcal{Y}, \mathcal{Z})\),
respectively, where \(\mathcal{X}, \mathcal{Y},\) and \(\mathcal{Z}\) are objects of a differential calculus \(\mathcal{D}\) on reflexive
digraphs.

Then \((L_1 \circ K_1, L_2 \circ K_2)\) is an edge of \(\mathcal{D}(\mathcal{X}, \mathcal{Z})\) □

In the following, let \(A\) and \(B\) be full subdigraphs of \(X\) and \(Y\), respectively where
\(\mathcal{X} = (X, 0_X, T_X)\) and \(\mathcal{Y} = (Y, 0_Y, T_Y)\) are objects of a differential calculus \(\mathcal{D}\) on
digraphs. Let \(a\) be a vertex of \(A\), and \(f\) be an arbitrary function from the vertex set
of \(A\) to the vertex set of \(B\).

Let \(L : \mathcal{X} \rightarrow \mathcal{Y}\) be a differential.

**Definition 3.2.6.** We say that \(L\) is a **graph differential** of \(f\) at \(a\) iff for every
vertex \(x\) of \(A\) such that there is an edge from \(a\) to \(x\), there is a differential \(M : \mathcal{X} \rightarrow \mathcal{Y}\)
such that

1. the edge \((L, M)\) is present in \(\mathcal{D}(X, Y)\), and
2. \(M(x - a) = f(x) - f(a)\)

Explanation: Condition (2) in Definition 3.2.6 can be rewritten as

\[ M(\tau_a^{-1}(x)) = \tau_{f(a)}^{-1}(f(x)) \]
or, equivalently, as
\[
\tau_{f(a)}(M(\tau_a^{-1}(x))) = f(x)
\]
Furthermore, since differentials preserve origins,
\[
\tau_{f(a)}(M(\tau_a^{-1}(a))) = \tau_{f(a)}(M(0_X)) = \tau_{f(a)}(0_Y) = f(a)
\]
In other words, \(\tau_{f(a)} \circ M \circ \tau_a^{-1}\) is a translated differential extrapolant of \(f|_{(a,x)}\).

**Definition 3.2.7.** A function from \(A\) to \(B\) is **graph-differentiable** (respectively, **uniquely graph-differentiable**) at a vertex \(a\) iff it has at least one (respectively, precisely one) graph differential at \(a\).

**Lemma 3.2.8.** If \(f : A \rightarrow B\) is graph-differentiable at a vertex \(a\), then \(f\) takes all out-edges of \(a\) in \(A\) to out-edges of \(f(a)\) in \(B\).

**Proof:** Let \(\mathcal{X} = (X, 0_X, T_X)\) and \(\mathcal{Y} = (Y, 0_Y, T_Y)\) be objects of a differential calculus on reflexive digraphs. Suppose that \(L : \mathcal{X} \rightarrow \mathcal{Y}\) is a graph differential of \(f : A \rightarrow B\) at \(a\).

Let \(x\) be a vertex such that the edge \((a, x)\) is present in \(A\). Then

1. there exists a differential \(M\) as in Definition 3.2.6, and
2. since \(\tau_a : X \rightarrow X\) is a digraph isomorphism, the edge

\[ (0_X, x - a) = (\tau_a^{-1}(a), \tau_a^{-1}(x)) \]

is present in \(X\).

Since \(M : \mathcal{X} \rightarrow \mathcal{Y}\) is a graph differential of \(f\) at \(a\), and therefore is an origin-preserving digraph homomorphism, the edge
\[
(\tau_{f(a)}^{-1}(f(a)), \tau_{f(a)}^{-1}(f(x))) = (0_Y, f(x) - f(a)) = (M(0_X), M(x - a))
\]

is present in \(Y\). Since \(\tau_{f(a)} : Y \rightarrow Y\) is a digraph isomorphism, the edge

\[(f(a), f(x))\]

is present in \(Y\), and therefore in the full subdigraph \(B\).

**Definition 3.2.9.** A function from \(A\) to \(B\) is **graph-differentiable** (respectively, **uniquely graph-differentiable**) iff it is graph-differentiable (respectively, uniquely graph-differentiable) at each vertex of \(A\).

In the following, let \(X = (X, 0_X, T_X)\), \(Y = (Y, 0_Y, T_Y)\), and \(Z = (Z, 0_Z, T_Z)\) be objects of a differential calculus \(D\) on reflexive digraphs, and let \(A\), \(B\), and \(C\) be full subdigraphs of \(X\), \(Y\), and \(Z\), respectively.

**Theorem 3.2.10.** (Chain Rule for Graph Differentials)

Let \(K : X \rightarrow Y\) be a graph-differential of \(f : A \rightarrow B\) at \(a\), and let \(L : Y \rightarrow Z\) be a graph-differential of \(g : B \rightarrow C\) at \(f(a)\).

Then \(L \circ K\) is a graph-differential of \(g \circ f\) at \(a\).

**Proof:** Let \(x\) be a vertex such that the edge \((a, x)\) is present in \(A\). Then there is a differential \(M_1 : X \rightarrow Y\) such that

1. the edge \((K, M_1)\) is present in \(D(X, Y)\), and
2. \(M_1(x - a) = f(x) - f(a)\)

By Lemma 3.2.8, the edge \((f(a), f(x))\) is present in \(B\), and, therefore, there is a differential \(M_2 : Y \rightarrow Z\) such that

1. the edge \((L, M_2)\) is present in \(D(Y, Z)\), and
2. $M_2(f(x) - f(a)) = f(f(x)) - g(f(a))$

By Corollary 3.2.5, the edge

$$(L \circ K, M_2 \circ M_1)$$

is present in $\mathcal{D}(X,Z)$. Furthermore,

$$M_2(M_1(x - a))) = M_2(f(x) - f(a)) = g(f(x)) - g(f(a))$$

Of course, we need not provide a chain rule specifically for graph differentials, nor for the other types of differentials on digraphs to be specified later in this section. The general chain rule (cf. Theorem 2.9.1) covers all these cases.

**Example 3.2.11.** Let $\mathcal{B}$ be the calculus of complete finite Boolean digraphs (Example 3.2.3). It is easily verified that, for each $m$ and $n$, $\text{Hom}(\mathcal{B}^m, \mathcal{B}^n)$ is a complete digraph. Since $\mathcal{B}(\mathcal{B}^m, \mathcal{B}^n)$ is a full subdigraph of $\text{Hom}(\mathcal{B}^m, \mathcal{B}^n)$, $\mathcal{B}(\mathcal{B}^m, \mathcal{B}^n)$ is also a complete digraph.

But $\mathcal{B}^n$ is also a complete digraph. Therefore, in the category $\mathcal{B}$, every differential from $\mathcal{B}^m$ to $\mathcal{B}^n$ is a graph differential of every function from $\mathcal{B}^m$ to $\mathcal{B}^n$ at every point of $\mathcal{B}^m$.

### 3.2.2 Discrete differentials

Again, let $A$ and $B$ be full subdigraphs of $X$ and $Y$, respectively where $\mathcal{X} = (X, 0_X, T_X)$ and $\mathcal{Y} = (Y, 0_Y, T_Y)$ are objects of a differential calculus on digraphs. Let $a$ be a vertex of $A$, and $f$ be an arbitrary function from the vertex set of $A$ to the vertex set of $B$.

Let $L : \mathcal{X} \rightarrow \mathcal{Y}$ be a differential.
Definition 3.2.12. We say that $L$ is a discrete differential of $f$ at $a$ iff for every vertex $x$ of $A$ such that there is an edge from $a$ to $x$,

$$L(x - a) = f(x) - f(a)$$  \hspace{1cm} (3.1)

Observation 3.2.13. If $L$ is a discrete differential of $f$ at $a$, then $L$ is a graph-differential of $f$ at $a$.

Proof: If $X$ and $Y$ are reflexive digraphs, then so is the exponential digraph $\text{Hom}(X,Y)$.

Definition 3.2.14. A function from $A$ to $B$ is discretely differentiable (respectively, uniquely discretely differentiable) at a vertex $a$ iff it has at least one (respectively, precisely one) discrete differential at $a$.

Observation 3.2.15. If $f : A \rightarrow B$ is discretely differentiable at a vertex $a$, then $f$ takes all out-edges of $a$ in $A$ to out-edges of $f(a)$ in $B$.

Proof: Immediate from Observation 3.2.13 and Lemma 3.2.8.

Definition 3.2.16. A function from $A$ to $B$ is discretely differentiable (respectively, uniquely discretely differentiable) iff it is discretely differentiable (respectively, uniquely discretely differentiable) at each vertex of $A$.

In the following, let $\mathcal{X} = (X,0_X,T_X)$, $\mathcal{Y} = (Y,0_Y,T_Y)$, and $\mathcal{Z} = (Z,0_Z,T_Z)$ be objects of a differential calculus on reflexive digraphs, and let $A$, $B$, and $C$ be full subdigraphs of $X$, $Y$, and $Z$, respectively.

Theorem 3.2.17. (Chain Rule for Discrete Differentials)

Let $K : X \rightarrow Y$ be a discrete differential of $f : A \rightarrow B$ at $a$, and let $L : Y \rightarrow Z$ be a discrete differential of $g : B \rightarrow C$ at $f(a)$.

Then $L \circ K$ is a discrete differential of $g \circ f$ at $a$. 

proof: Let $x$ be a vertex of $A$ such that there is an edge from $a$ to $x$. Then

$$L(K(x-a)) = L(f(x) - f(a)) = g(f(x)) - g(f(a))$$

Example 3.2.18. In the calculus of complete finite Boolean digraphs (Example 3.2.3), every differential from $B^m$ to $B^n$ is a graph differential of every function from $B^m$ to $B^n$ at every vertex of $B^m$ (Example 3.2.11).

On the other hand, it is not hard to verify that, in this calculus, every function from $B^m$ to $B^n$ has a unique discrete differential at every vertex.

To illustrate this, we exhibit the discrete differentials of the unary Boolean operators, and the discrete differentials of the binary Boolean connectives, in Tables 3.1 and 3.2, respectively.

<table>
<thead>
<tr>
<th>Function</th>
<th>Differential at 0</th>
<th>Differential at 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant with value 0</td>
<td>constant with value 0</td>
<td>constant with value 0</td>
</tr>
<tr>
<td>constant with value 1</td>
<td>constant with value 0</td>
<td>constant with value 0</td>
</tr>
<tr>
<td>identity</td>
<td>identity</td>
<td>identity</td>
</tr>
<tr>
<td>$\neg$</td>
<td>identity</td>
<td>identity</td>
</tr>
</tbody>
</table>

Table 3.1: Unary Boolean operators and their discrete differentials in the calculus of complete finite Boolean digraphs

3.2.3 Convergence of filters of differentials

Definition 3.2.19. Let $\mathcal{X} = (X, 0_X, T_X)$ and $\mathcal{Y} = (Y, 0_Y, T_Y)$ be objects of a differential calculus $\mathcal{D}$ on reflexive digraphs, let $L$ be a member of $\mathcal{D}(\mathcal{X}, \mathcal{Y})$, and let $\mathcal{F}$ be a filter on $\mathcal{D}(\mathcal{X}, \mathcal{Y})$. 
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<table>
<thead>
<tr>
<th>Function</th>
<th>Differential at</th>
</tr>
</thead>
<tbody>
<tr>
<td>const₀</td>
<td>const₀ const₀ const₀ const₀</td>
</tr>
<tr>
<td>const₁</td>
<td>const₀ const₀ const₀ const₀</td>
</tr>
<tr>
<td>proj₁</td>
<td>proj₁ proj₁ proj₁ proj₁</td>
</tr>
<tr>
<td>proj₂</td>
<td>proj₂ proj₂ proj₂ proj₂</td>
</tr>
<tr>
<td>¬○ proj₁</td>
<td>proj₁ proj₁ proj₁ proj₁</td>
</tr>
<tr>
<td>¬○ proj₂</td>
<td>proj₂ proj₂ proj₂ proj₂</td>
</tr>
<tr>
<td>∧</td>
<td>∧ /→ /← ∧</td>
</tr>
<tr>
<td>∨</td>
<td>∨ /→ /← ∨</td>
</tr>
<tr>
<td>NAND</td>
<td>∧ /→ /← ∧</td>
</tr>
<tr>
<td>NOR</td>
<td>∨ /← /→ ∧</td>
</tr>
<tr>
<td>←→</td>
<td>/← /→ /←</td>
</tr>
<tr>
<td>XOR</td>
<td>XOR XOR XOR XOR</td>
</tr>
</tbody>
</table>

Table 3.2: Boolean connectives and their discrete differentials in the calculus of complete finite Boolean digraphs

1. We will say that $\mathcal{F}$ strongly converges to $L$ iff for each edge $(u, v)$ of $X$, there exist $F_{u,v} \in \mathcal{F}$ and a vertex $w_{u,v}$ of $Y$ such that

(a) the edge $(L(u), w_{u,v})$ is present in $Y$, and

(b) every member of $F_{u,v}$ maps $v$ to $w_{u,v}$.

2. We will say that $\mathcal{F}$ weakly converges to $L$ iff for each vertex $u$ of $X$, there is some $F_u \in \mathcal{F}$ such that for each $M \in F_u$ and each vertex $v$ such that the edge $(u, v)$ is present in $X$, the edge

$$(L(u), M(v))$$

is present in $Y$.

Observation 3.2.20. Let $X$ and $Y$ be as above, let $L$ be a member of $\mathcal{D}(X, Y)$, and let $\mathcal{F}$ be a filter on $\mathcal{D}(X, Y)$.
If $F$ converges strongly to $L$ and every vertex of $X$ has finite outdegree, then $F$ converges weakly to $L$.

**Proof:**

Suppose that $F$ converges strongly to $L$, and every vertex of $X$ has finite outdegree.

Let $u$ be a vertex of $X$. Then for each $v$ such that the edge $(u, v)$ is present in $X$, there exist $F_{u,v}$ and $w_{u,v}$ as in the definition of strong convergence.

Let

$$F_u = \bigcap \{ F_{u,v} \mid \text{the edge } (u, v) \text{ is present in } X \}$$

Since $F$ is a filter, and $u$ has finite outdegree,

$F_u$ is a member of $F$.

Let $M$ be a member of $F_u$, and let $V$ be a vertex such that the edge $(u, v)$ is present in $X$. Since $M$ belongs to $F_{u,v}$,

1. the edge $(L(u), w_{u,v})$ is present in $Y$, and
2. $M(v) = w_{u,v}$.

In short, the edge $(L(u), M(v))$ is present in $Y$. 

**Observation 3.2.21.** Let $\mathcal{X} = (X, 0_X, T_X)$ and $\mathcal{Y} = (Y, 0_Y, T_Y)$ be objects of a differential calculus. Let $L$ and $M$ be vertices of $\mathcal{D}(\mathcal{X}, \mathcal{Y})$ such that the edge $(L, M)$ is present. Let $[M]$ be the point filter at $M$, i.e.

$$[M] = \{ F \in \mathcal{D}(\mathcal{X}, \mathcal{Y}) \mid M \in F \}$$
Then \([M]\) strongly converges to \(L\).

**Proof:**

Let \((u,v)\) be an arbitrary edge of \(X\). Let \(F_{u,v}\) be the singleton \{\(M\)\}, and let \(w_{u,v} = M(v)\).

The preceding observation has a partial converse.

**Observation 3.2.22.** Let \(X = (X, 0_X, T_X)\) and \(Y = (Y, 0_Y, T_Y)\) be as above. Let \(L\) be a member of \(D(X,Y)\). Let \(g : X \to Y\) be a graph homomorphism. Let \(\mathcal{F}\) be a filter on \(D(X,Y)\).

If \(\mathcal{F}\) strongly converges to \(L\), and \(X\) is finite, then

\[
\mathcal{F} = [M]
\]

for some \(M\) such that \((L,M)\) is an edge of \(D(X,Y)\).

**Proof:** Suppose that \(X\) is finite, and let \(\mathcal{F}\) be a filter which strongly converges to \(L\).

For each edge \((u,v)\) of \(X\), there exist \(F_{u,v}\) in \(\mathcal{F}\) and a vertex \(w_{u,v}\) of \(Y\) as in the definition of strong convergence.

Let

\[
F = \bigcap \{F_{u,v} | (u,v) \text{ is an edge of } X\}
\]

Since each \(F_{u,v}\) belongs to the filter \(\mathcal{F}\), and the edge set of \(X\) is finite, \(F\) also belongs to \(\mathcal{F}\).

Let \(u\) be an arbitrary vertex of \(X\). Since \(X\) is reflexive, it has a loop at \(u\), and therefore

1. the edge \((L(u), w_{u,u})\) is present in \(Y\), and
2. every member of $F$ maps $u$ to $w_{u,u}$.

All members of $F$ agree at $u$. But $u$ is arbitrary, and $F$ is independent of $u$. Therefore, all members of $F$ agree everywhere, i.e., $F$ has at most one member. But $F$ is nonempty, and therefore must be a singleton $\{M\}$. Furthermore, for every vertex $u$ of $X$,

1. the edge $(L(u), w_{u,u})$ is present in $Y$, and
2. $M$ maps $u$ to $w_{u,u}$.

That is to say, the edge $(L, M)$ is present in $D(X,Y)$. \hfill \Box

**Observation 3.2.23.** Let $X = (X, 0_X, T_X)$ and $Y = (Y, 0_Y, T_Y)$ be objects of a differential calculus. Let $L$ be a vertex of $D(X,Y)$.

Let $N(L)$ be the outward graph neighborhood of $L$ in $D(X,Y)$, i.e.

$$N(L) = \{ M \mid \text{the edge } (L, M) \text{ is present in } D(X,Y) \}$$

Let $F_0$ be an arbitrary nonempty subset of $N(L)$, and let $[F_0]$ be the principal filter at $F_0$, i.e.

$$[F_0] = \{ F \subseteq D(X,Y) \mid F_0 \subseteq F \}$$

Then $[F_0]$ weakly converges to $L$.

**Proof:** Let $u$ be an arbitrary vertex of $X$.

Let $M$ be an arbitrary member of $F_0$, and let $v$ be an arbitrary vertex such that the edge

$$(u, v)$$
is present in $X$. Since $F_0 \subseteq N(L)$, the edge

$$(L, M)$$

is present in $\mathcal{D}(X, Y)$, and therefore the edge

$$(L(u), M(v))$$

is present in $Y$.

This too has a partial converse:

**Observation 3.2.24.** Let $N(L)$ be the outward graph neighborhood of $L$ in $D(X, Y)$. If $\mathcal{F}$ weakly converges to $L$, and $X$ is finite, then

$$N(L) \in \mathcal{F}$$

**Proof:** Suppose that $X$ is finite.

For each vertex $u$ of $X$, there is some $F_u \in \mathcal{F}$ as in the definition of weak convergence.

Let

$$F = \bigcap \{ F_u \mid u \text{ is a vertex of } X \}$$

Since each $F_u$ belongs to the filter $\mathcal{F}$, and the vertex set of $X$ is finite, $F$ also belongs to $\mathcal{F}$.

Let $K \in F$. Then for each edge $(u, v)$ of $X$, $K$ belongs to $F_u$, and therefore the edge

$$(L(u), K(v))$$

is present in $Y$.
In short, the edge 

\((L, K)\)

is present in \(D(X, Y)\). But \(K\) was an arbitrary member of \(F\). In other words,

\[ F \subseteq N(L) \]

Since \(F\) is a member of \(\mathcal{F}\), and \(\mathcal{F}\) is a filter, \(N(L)\) also belongs to \(\mathcal{F}\). 

**Notation** It is readily verified that if \(\mathcal{F}\) and \(\mathcal{G}\) are filters on \(D(X, Y)\) and \(D(Y, Z)\) respectively, where \(X\), \(Y\), and \(Z\) are objects of a differential calculus \(D\) on reflexive digraphs, then

\[ \{ \{ g \circ f \mid g \in G, f \in F \} \mid G \in \mathcal{G}, F \in \mathcal{F} \} \]

is a base for a filter on \(D(X, Z)\). Denote this filter by \(\mathcal{G} \cdot \mathcal{F}\).

**Lemma 3.2.25.** Let \(K\) and \(L\) be members of \(D(X, Y)\) and \(D(Y, Z)\) respectively, where \(X = (X, 0_X, T_X)\), \(Y = (Y, 0_Y, T_Y)\), and \(Z = (Z, 0_Z, T_Z)\) are objects of a differential calculus.

1. If \(\mathcal{F}\) strongly converges to \(K\), and \(\mathcal{G}\) strongly converges to \(L\), then \(\mathcal{G} \cdot \mathcal{F}\) strongly converges to \(L \circ K\).

2. If \(\mathcal{F}\) weakly converges to \(K\), and \(\mathcal{G}\) weakly converges to \(L\), then \(\mathcal{G} \cdot \mathcal{F}\) weakly converges to \(L \circ K\).

**Proof:**

1. Suppose that \(\mathcal{F}\) strongly converges to \(L\) and \(\mathcal{G}\) strongly converges to \(M\).

Let \((u, v)\) be an edge of \(X\). Then there exist \(F\) in \(\mathcal{F}\) and a vertex \(w\) of \(Y\) such that

(a) the edge \((K(u), w)\) is present in \(Y\), and
(b) every member of $F$ maps $v$ to $w$.

In turn, since $(K(u), w)$ is an edge of $Y$, there exist $G$ in $\mathcal{G}$ and a vertex $z$ of $Z$ such that

(a) the edge $(L(K(u)), z)$ is present in $Z$, and

(b) every member of $G$ maps $w$ to $z$.

Let $GF = \{ g \circ f \mid g \in G, f \in F \}$. Then $GF$ belongs to $\mathcal{G} \cdot \mathcal{F}$, and every member of $GF$ maps $v$ to $z$.

2. Suppose that $\mathcal{F}$ weakly converges to $K$ and $\mathcal{G}$ weakly converges to $L$.

Let $u$ be a vertex of $X$. Then there is some $F$ in $\mathcal{F}$ such that for each $M$ in $F$ and each vertex $v$ such that the edge $(u, v)$ is present in $X$,

the edge $(K(u), M(v))$ is present in $Y$.

In turn, there is some $G$ in $\mathcal{G}$ such that for each $N$ in $G$ and each vertex $w$ such that the edge $(K(u), w)$ is present in $Y$,

the edge $(L(K(u)), N(w))$ is present in $Z$.

Let $GF = \{ g \circ f \mid g \in G, f \in F \}$. Then $GF$ is a member of $\mathcal{G} \cdot \mathcal{F}$. Furthermore, for each $N \circ M$ in $GF$ ($N \in G$, $M \in F$), and each vertex $v$ such that the edge $(u, v)$ is present in $X$, the edge $(K(u), M(v))$ is present in $Y$, and therefore the edge $(L(K(u)), N(M(v)))$ is present in $Z$.

3.2.4 Postdiscrete differentials

Let $A$ and $B$ be full subdigraphs of $X$ and $Y$, respectively where $X = (X, 0_X, T_X)$ and $Y = (Y, 0_Y, T_Y)$ are objects of a differential calculus $\mathcal{D}$ on digraphs. Let $a$ be a
vertex of $A$, and $f$ be an arbitrary function from the vertex set of $A$ to the vertex set of $B$.

Let $L$ be a member of $D(X,Y)$.

**Definition 3.2.26.** We say that $L$ is a postdiscrete differential of $f$ at $a$ iff for every vertex $x$ of $A$ such that there is an edge from $a$ to $x$, there is a filter $\mathcal{H}$ strongly converging to $L$ in $D(X,Y)$ such that

1. $L$ belongs to every member of $\mathcal{H}$, and
2. for every $H \in \mathcal{H}$, there is at least one $M$ in $H$ such that
   \[
   M(x - a) = f(x) - f(a)
   \]

**Observation 3.2.27.**

1. If $L$ is a discrete differential of $f$ at $a$, then $L$ is a postdiscrete differential of $f$ at $a$.
2. If $L$ is a postdiscrete differential of $f$ at $a$, and $X$ is finite, then $L$ is a discrete differential of $f$ at $a$.

**Proof:**

1. Suppose that $L$ is a discrete differential of $f$ at $a$. Let $x$ be a vertex of $A$ such that the edge $(a, x)$ is present. Then
   \[
   L(x - a) = f(x) - f(a)
   \]
   Since both $X$ and $Y$ are reflexive, so is $\text{Hom}(X,Y)$. In particular, $\text{Hom}(X,Y)$ has a loop at $L$, and therefore $[L]$ strongly converges to $L$. Furthermore, $L$ belongs to every member of $[L]$. 
2. Suppose that \( X \) is finite, and \( L \) is a postdiscrete differential of \( f \) at \( a \).

Let \( x \) be a vertex of \( A \) such that there is an edge from \( a \) to \( x \). Then there is some filter \( \mathcal{H} \) as in Definition 3.2.26.

By the partial converse to Observation 3.2.21, \( \mathcal{H} \) must be the principal filter \([M]\) at some \( M \) such that there is an edge from \( L \) to \( M \) in \( \text{Hom}(X,Y) \).

But, since \( \mathcal{H} \) was chosen as in the definition of postdiscrete differentials, every member of \( H \) must contain \( L \). As \([L]\) is the only such principal filter, we have

\[
\mathcal{H} = [L]
\]

That is, \( \{L\} \) is a member of \( \mathcal{H} \). But \( \mathcal{H} \) was chosen as in the definition of postdiscrete differentials, and thus

\[
L(x - a) = f(x) - f(a)
\]

so \( L \) is a discrete differential of \( f \) at \( a \).

Example 3.2.28. Returning to Example 3.2.3, the preceding observation tells us that, in the calculus of complete finite Boolean digraphs, every function from \( B^m \) to \( B^n \) has a unique postdiscrete differential at each vertex, namely, its discrete differential at that vertex.

Definition 3.2.29. A function from \( A \) to \( B \) is postdiscretely differentiable (respectively, uniquely postdiscretely differentiable) at a vertex \( a \) iff it has at least one (respectively, precisely one) postdiscrete differential at \( a \).

Lemma 3.2.30. If \( f : A \rightarrow B \) is postdiscretely differentiable at a vertex \( a \), then \( f \) takes all out-edges of \( a \) in \( A \) to out-edges of \( f(a) \) in \( B \).
Proof:

We prove this lemma for the special case in which \( a \) and \( f(a) \) are the origins of \( X \) and \( Y \), respectively. A general proof can be obtained from the proof of the special case by applying \( \tau_{a^{-1}} \) and \( \tau_{f(a)} \) to the vertices of \( X \) and the vertices of \( Y \), respectively, exactly as in the proof of Lemma 3.2.8.

Suppose that \( L : X \rightarrow Y \) is a postdiscrete differential of \( f : A \rightarrow B \) at \( 0_X \), and suppose that \( f \) maps \( 0_X \) to \( 0_Y \).

Let \( x \) be a vertex of \( A \) such that the edge \((0_X, x)\) is present. Then there is some filter \( \mathcal{H} \) as in Definition 3.2.26.

Each \( H \) in \( \mathcal{H} \) contains some \( M_H \) such that

\[ M_H(x) = f(x) \]

Furthermore, \( \mathcal{H} \) strongly converges to \( L \), and the edge \((0_X, x)\) is present in \( A \) (and therefore in \( X \)). Therefore, there exist \( H \) in \( \mathcal{H} \) and a vertex \( w \) of \( Y \) such that

1. the edge \((f(0_X), w) = (0_Y, w) = (L(0_X), w)\) is present in \( Y \), and
2. every member of \( H \) maps \( x \) to \( w \).

and therefore

\[ f(x) = M_H(x) = w \]

\[ \square \]

Definition 3.2.31. A function from \( A \) to \( B \) is postdiscretely differentiable (respectively, uniquely postdiscretely differentiable) iff it is postdiscretely differentiable (respectively, uniquely postdiscretely differentiable) at each vertex of \( A \).
As before, let $X = (X, 0_X, T_X)$, $Y = (Y, 0_Y, T_Y)$, and $Z = (Z, 0_Z, T_Z)$ be objects of a differential calculus on reflexive digraphs, and let $A$, $B$, and $C$ be full subdigraphs of $X$, $Y$, and $Z$, respectively.

**Theorem 3.2.32. (Chain Rule for Postdiscrete Differentials)**

Let $K : X \rightarrow Y$ be a postdiscrete differential of $f : A \rightarrow B$ at $a$, and let $L : Y \rightarrow Z$ be a postdiscrete differential of $g : B \rightarrow C$ at $f(a)$.

Then $L \circ K$ is a postdiscrete differential of $g \circ f$ at $a$.

**Proof:**

Let $x$ be a vertex of $A$ such that the edge $(a, x)$ is present. Then there is some filter $\mathcal{F}$ strongly converging to $K$ in $D(X, Y)$ such that

1. $K$ belongs to every member of $\mathcal{F}$, and
2. for every $F \in \mathcal{F}$, there is at least one $M$ in $F$ such that
   
   $$M(x - a) = f(x) - f(a)$$

By Lemma 3.2.30, the edge $(f(a), f(x))$ is present in $B$, and therefore there is some $\mathcal{G}$ strongly converging to $L$ in $D(Y, Z)$ such that

1. $L$ belongs to every member of $\mathcal{G}$, and
2. for every $G \in \mathcal{G}$, there is at least one $N$ in $G$ such that
   
   $$N(f(x) - f(a)) = g(f(x)) - g(f(a))$$

By Lemma 3.2.25, $\mathcal{G} \cdot \mathcal{F}$ strongly converges to $L \circ K$. Furthermore,
1. $L \circ K$ belongs to every member of $\mathcal{G} \cdot \mathcal{F}$, and

2. for every $G \circ F$ in $\mathcal{G} \cdot \mathcal{F}$ ($G \in \mathcal{G}$, $F \in \mathcal{F}$), there exist at least one $M$ in $F$ and at least one $N$ in $G$ such that

   (a) $M(x - a) = f(x) - f(a)$, and

   (b) $N(M(x - a)) = N(f(x) - f(a)) = g(f(x)) - g(f(a))$

In short, $N \circ M$ is a postdiscrete differential of $g \circ f$ at $a$. □

### 3.2.5 Pretopological differentials

Let $A$ and $B$ be full subdigraphs of $X$ and $Y$, respectively, where $\mathcal{X} = (X, 0_X, T_X)$ and $\mathcal{Y} = (Y, 0_Y, T_Y)$ are objects of a differential calculus on digraphs. Let $a$ be a vertex of $A$, and $f$ be an arbitrary function from the vertex set of $A$ to the vertex set of $B$.

Let $L$ be a member of $D(\mathcal{X}, \mathcal{Y})$.

**Definition 3.2.33.** We say that $L$ is a pretopological differential of $f$ at $a$ iff for every vertex $x$ of $A$ such that there is an edge from $a$ to $x$, there is some $\mathcal{H}$ weakly converging to $L$ in $D(\mathcal{X}, \mathcal{Y})$ such that

i. $L$ belongs to every member of $\mathcal{H}$, and

ii. for every $H \in \mathcal{H}$, there is at least one $M$ in $H$ such that

$$M(x - a) = f(x) - f(a)$$

**Observation 3.2.34.**

1. If $L$ is a graph differential of $f$ at $a$, then $L$ is a pretopological differential of $f$ at $a$. 
2. If $L$ is a pretopological differential of $f$ at $a$, and $X$ is finite, then $L$ is a graph differential of $f$ at $a$.

**Proof:**

1. Suppose that $L$ is a graph differential of $f$ at $a$.

   Let $x$ be a vertex of $A$ such that there is an edge from $a$ to $x$. Then there is some $M$ as in Definition 3.2.6.

   Let $\mathcal{H} = N(M)$, i.e. let $\mathcal{H}$ be the outward graph neighborhood of $L$ in $\mathcal{D}(X,Y)$. By the partial converse to Observation 3.2.23, the point filter $[M]$ weakly converges to $L$ in $\mathcal{D}(X,Y)$, and thus $L$ is a pretopological differential of $f$ at $a$.

2. Conversely, suppose that $L$ is a pretopological differential of $f$ at $a$, and $X$ is finite.

   Let $x$ be a vertex of $A$ such that there is an edge from $a$ to $x$. Then there is some $\mathcal{H}$ as in Definition 3.2.33.

   Again, let $N(L)$ be the outward neighborhood of $L$ in $\mathcal{D}(X,Y)$. By the partial converse to Observation obs:NbdWeak, $N(L)$ is a member of $\mathcal{H}$.

   Therefore, there is at least one $M$ in $N(L)$ such that

   $$M(x - a) = f(x) - f(a)$$

   i.e. $L$ is a graph differential of $f$ at $a$.

**Example 3.2.35.** Returning again to Example 3.2.3, the preceding observation, together with Example 3.2.11, tells us that, in the calculus of complete finite Boolean digraphs, every differential from $B^n$ to $B^n$ is a pretopological differential of every function from $B^n$ to $B^n$ at each vertex of $B^n$. 
Definition 3.2.36. A function from $A$ to $B$ is \textit{pretopologically differentiable} (respectively, \textit{uniquely pretopologically differentiable}) at a vertex $a$ iff it has \textbf{at least} one (respectively, precisely one) pretopological differential at $a$.

Lemma 3.2.37. If $f : A \to B$ is pretopologically differentiable at a vertex $a$, then $f$ takes all out-edges of $a$ in $A$ to out-edges of $f(a)$ in $B$.

\textbf{Proof:} As in the proof of Lemma 3.2.30, we prove this lemma for the special case in which $a$ and $f(a)$ are the origins of $X$ and $Y$, respectively. Again, a general proof can be obtained by applying $\tau_a^{-1}$ and $\tau_{f(a)}$ to the vertices of $X$ and the vertices of $Y$, respectively.

Suppose that $L : X \to Y$ is a pretopological differential of $f : A \to B$ at the origin of $X$, and suppose that $f$ maps $0_X$ to $0_Y$.

Let $x$ be a vertex of $A$ such that the edge $(0, x)$ is present. Then there is some filter $\mathcal{H}$ as in Definition 3.2.33.

There is some $M$ in $H$ such that

$$M(x) = f(x)$$

Since $\mathcal{H}$ weakly converges to $L$, there exists $H$ in $\mathcal{H}$ such that for each $M$ in $H$ and each vertex $v$ such that the edge $(0, v)$ is present in $X$, the edge

$$(f(0_X), M(v)) = (0_Y, M(v)) = (L(0_X), M(v))$$

is present in $Y$.

In particular, the edge $(0_X, x)$ is present in $A$, and therefore in $X$, so the edge

$$f(0_X, f(x)) = (0_Y, f(x)) = (0_Y, M(x))$$
is present in \( Y \), and therefore in the full subdigraph \( B \).

**Definition 3.2.38.** A function from \( A \) to \( B \) is **pretopologically differentiable** (respectively, **pretopologically differentiable**) iff it is pretopologically differentiable (respectively, uniquely pretopologically differentiable) at each vertex of \( A \).

Again, let \( \mathcal{X} = (X, 0_X, T_X) \), \( \mathcal{Y} = (Y, 0_Y, T_Y) \), and \( \mathcal{Z} = (Z, 0_Z, T_Z) \) be objects of a differential calculus on reflexive digraphs, and let \( A \), \( B \), and \( C \) be full subdigraphs of \( X \), \( Y \), and \( Z \), respectively.

**Theorem 3.2.39. (Chain Rule for Pretopological Differentials)**

Let \( K : \mathcal{X} \to \mathcal{Y} \) be a pretopological differential of \( f : A \to B \) at \( a \), and let \( L : \mathcal{Y} \to \mathcal{Z} \) be a pretopological differential of \( g : B \to C \) at \( f(a) \).

Then \( L \circ K \) is a pretopological differential of \( g \circ f \) at \( a \).

**Proof:** The proof is exactly the same as the proof of Theorem 3.2.32, except that weak convergence is used instead of strong convergence, and Lemma 3.2.37 is used instead of Lemma 3.2.30.

---

### 3.2.6 Differential calculi With Kronecker products

**Definition 3.2.40.** A differential calculus \( \mathcal{D} \) on reflexive digraphs (cf. Definition 3.2.1) will be said to have **Kronecker products** iff the following three additional axioms hold:

vi. for each natural number \( n \), if \( \mathcal{X}_1 = (X_1, 0_1, T_1) \), \( \mathcal{X}_2 = (X_2, 0_2, T_2) \), \( \ldots \), \( \mathcal{X}_n = (X_n, 0_n, T_n) \) are objects of \( \mathcal{D} \), then so is \( \mathcal{X}_1 \times \mathcal{X}_2 \times \ldots \times \mathcal{X}_n = (X_1 \times X_2 \times \ldots \times X_n, (0_1, 0_2, \ldots, 0_n), T_1 \oplus T_2 \oplus \ldots \oplus T_n) \)
where \( X_1 \times X_2 \times \ldots \times X_n \) is the categorical product (i.e., cross product) of the digraphs \( X_1, X_2, \ldots, X_n \) [Wei62, HW67, IK00], and each member of \( T_1 \oplus T_2 \oplus \ldots \oplus T_n \) is an automorphism on \( X_1 \times X_2 \times \ldots \times X_n \) obtained by componentwise application:

\[
(h_1 \times h_2 \times \ldots \times h_n)(x_1, x_2, \ldots, x_n) = (h_1(x_1), h_2(x_2), \ldots, h_n(x_n))
\]

(Side remark: Since the digraphs in question are reflexive, their cross product coincides with their weak product.)

vii. for each natural number \( n \), if \( X_1 = (X_1, 0_1, T_1), X_2 = (X_2, 0_2, T_2), \ldots, X_n = (X_n, 0_n, T_n) \) are objects of \( D \), then the projection function \( \pi_j : X_1 \times X_2 \times \ldots \times X_n \rightarrow X_j \) mapping each tuple to its \( j \)-th component is a \( D \)-differential from \( X_1 \times X_2 \times \ldots \times X_n \) to \( X_j \) (\( j = 1, 2, \ldots, n \)).

viii. for each natural number \( n \), if \( X = (X, 0, T), Y_1 = (Y_1, 0_1, T_1), Y_2 = (Y_2, 0_2, T_2), \ldots, Y_n = (Y_n, 0_n, T_n) \) are objects of \( D \), and \( f_i : X \rightarrow Y_i \) are \( D \)-differentials (\( i = 1, 2, \ldots, n \)), then the parametric function

\[
(f_1, f_2, \ldots, f_n) : X \rightarrow Y_1 \times Y_2 \times \ldots \times Y_n
\]

given by

\[
(f_1, f_2, \ldots, f_n)(x) = (f_1(x), f_2(x), \ldots, f_n(x))
\]

is also a \( D \)-differential.

**Observation 3.2.41.** Let \( D \) be a differential calculus on reflexive digraphs which has Kronecker products. Then

1. the category \( D \) has finite products, and
2. the forgetful functor from $\mathcal{D}$ to the category of reflexive digraphs and digraph homomorphisms preserves finite products.

Example 3.2.42. The calculus of complete finite Boolean digraphs (Example 3.2.3) has Kronecker products.

In the following, let $\mathcal{X} = (X, 0_X, T_X)$ and $\mathcal{Y}_i = (Y_i, 0_i, T_i)$ ($i = 1, 2, \ldots, n$) be objects of a differential calculus with Kronecker products, and let $A_i$, $B_1$, $B_2$, $\ldots$, $B_n$ be full subdigraphs of $X$, $Y_1$, $Y_2$, $\ldots$, $Y_n$, respectively.

In the following, assume that $\mathcal{D}$ has Kronecker products, and let $\mathcal{X}$ and $\mathcal{Y}_i$ ($i = 1, 2, \ldots, n$) be as before.

Observation 3.2.43. $D(\mathcal{X} \times \mathcal{Y}_1 \times \mathcal{Y}_2 \times \ldots \times \mathcal{Y}_n) = D(X, \mathcal{Y}_1) \times D(X, \mathcal{Y}_2) \times \ldots \times D(X, \mathcal{Y}_n)$

Lemma 3.2.44. Let $\mathcal{F}_1$, $\mathcal{F}_2$, $\ldots$, $\mathcal{F}_n$ be filters on $D(\mathcal{X}, \mathcal{Y}_1)$, $D(\mathcal{X}, \mathcal{Y}_2)$, $\ldots$, $D(\mathcal{X}, \mathcal{Y}_n)$, respectively. Let $L_i$ be a member of $D(\mathcal{X}, \mathcal{Y}_i)$ ($i = 1, 2, \ldots, n$).

Then $\{ F_1 \times F_2 \times \ldots \times F_n | F_i \in \mathcal{F}_i \ (i = 1, 2, \ldots, n) \}$ is a base for a filter $\mathcal{F}$ on $D(\mathcal{X}, \mathcal{Y}_1) \times D(\mathcal{X}, \mathcal{Y}_2) \times \ldots \times D(\mathcal{X}, \mathcal{Y}_n)$. Moreover,

1. If $\mathcal{F}_i$ strongly converges to $L_i$ ($i = 1, 2, \ldots, n$), then $\mathcal{F}$ strongly converges to $(L_1, L_2, \ldots, L_n)$ in $D(\mathcal{X}, \mathcal{Y}_1 \times \mathcal{Y}_2 \times \ldots \times \mathcal{Y}_n)$.

2. If $\mathcal{F}_i$ weakly converges to $L_i$ ($i = 1, 2, \ldots, n$), then $\mathcal{F}$ weakly converges to $(L_1, L_2, \ldots, L_n)$ in $D(\mathcal{X}, \mathcal{Y}_1 \times \mathcal{Y}_2 \times \ldots \times \mathcal{Y}_n)$.

Proof: Define $\mathcal{F}$ as in the statement of the theorem.

1. Suppose that $\mathcal{F}_i$ strongly converges to $L_i$ in $D(\mathcal{X}, \mathcal{Y}_i)$ ($i = 1, 2, \ldots, n$). Let $(u, v)$ be an edge of $X$. 

Let \(L : X \rightarrow \mathcal{Y} = (L_1, L(2), \ldots, L(n))\). Then \(L\) is a member of \(\mathcal{D}(X, Y_1 \times Y_2 \times \cdots \times Y_n)\).

For \(i = 1, 2, \ldots, n\), there exist \(F_i\) in \(\mathcal{F}_i\) and vertices \(w_1, w_2 \ldots w_n\) of \(Y_1, Y_2, \ldots Y_n\) respectively such that, for \(1 = 1, 2, \ldots, n\),

(a) the edge \((L_i(u), w_i)\) is present in \(Y_i\), and

(b) every member of \(F_i\) maps \(v\) to \(w_i\).

Let \(F = F_1 \times F_2 \times \cdots F_n\). Then \(F\) belongs to \(\mathcal{F}\). Furthermore,

(a) the edge \((L_1(u), L_2(u), \ldots L_n(u)), (w_1, w_2, \ldots w_n)\) is present in \(Y_1 \times Y_2 \times \cdots \times Y_n\), and

(b) every member of \(F\) maps \(v\) to \((w_1, w_2, \ldots w_n)\).

In short, \(\mathcal{F}\) strongly converges to \((L_1, L_2, \ldots L_n)\).

2. Suppose that \(\mathcal{F}_i\) weakly converges to \(L_i\) in \(\mathcal{D}(X, \mathcal{Y}_i)\) \((i = 1, 2, \ldots, n)\). Let \(u\) be a vertex of \(X\).

For \(i = 1, 2, \ldots n\), there exists \(F_i \in \mathcal{F}_i\) such that for each \(M\) in \(F_i\) and each vertex \(v\) such that the edge \((u, v)\) is present in \(X\), the edge

\[(L_i(u), M(v))\]

is present in \(Y_i\).

Let \(F = F_1 \times F_2 \times \cdots F_n\). Then \(F\) belongs to \(\mathcal{F}\). Furthermore, for each \((M_1, M_2, \ldots, M_n)\) in \(F\) and each vertex \(v\) such that the edge \((u, v)\) is present in \(X\), the edge

\[((L_1(u), L_2(u), \ldots L_n(u)), (M_1(v), M_2(v), \ldots M_n(v)))\]
is present in $Y_1 \times Y_2 \times \ldots \times Y_n$

In short, $\mathcal{F}$ weakly converges to $(L_1, L_2, \ldots, L_n)$.

**Theorem 3.2.45.** Let $\mathcal{X} = (X, 0_X, T_X), \mathcal{Y}_1 = (Y_1, 0_1, T_1), \mathcal{Y}_2 = (Y_2, 0_2, T_2), \ldots, \mathcal{Y}_n = (Y_n, 0_n, T_n)$ be objects of a differential calculus $\mathcal{D}$ which has Kronecker products. Let $L_i : \mathcal{X} \rightarrow \mathcal{Y}_i$ be $\mathcal{D}$-differentials $(i = 1, 2, \ldots, n)$.

Let $A, B_1, B_2, \ldots, B_n$ be full subdigraphs of $X, Y_1, Y_2, \ldots, Y_n$, respectively. Let $f_i : A \rightarrow B_i$ be functions $(i = 1, 2, \ldots, n)$. Let $a$ be a vertex of $A$.

1. If $L_1, L_2, \ldots, L_n$ are discrete differentials of $f_1, f_2, \ldots, f_n$ respectively at $a$, then

$$(L_1, L_2, \ldots, L_n) : X \rightarrow Y_1 \times Y_2 \times \ldots \times Y_n$$

is a discrete differential of

$$(f_1, f_2, \ldots, f_n) : A \rightarrow B_1 \times B_2 \times \ldots \times B_n$$

at $a$.

2. If $L_1, L_2, \ldots, L_n$ are graph differentials of $f_1, f_2, \ldots, f_n$ respectively at $a$, then $(L_1, L_2, \ldots, L_n)$ is a graph differential of $(f_1, f_2, \ldots, f_n)$ at $a$.

3. If $L_1, L_2, \ldots, L_n$ are postdiscrete differentials of $f_1, f_2, \ldots, f_n$ respectively at $a$, then $(L_1, L_2, \ldots, L_n)$ is a postdiscrete differential of $(f_1, f_2, \ldots, f_n)$ at $a$.

4. If $L_1, L_2, \ldots, L_n$ are pretopological differentials of $f_1, f_2, \ldots, f_n$ respectively at $a$, then $(L_1, L_2, \ldots, L_n)$ is a pretopological differential of $(f_1, f_2, \ldots, f_n)$ at $a$.

**Proof:** Let $\mathcal{X}, \mathcal{Y}_1, \mathcal{Y}_2, \ldots, \mathcal{Y}_n, L_1, L_2, \ldots, L_n, A, B_1, B_2, \ldots, B_n, f_1, f_2, \ldots, f_n,$ and $a$ be as in the statement of the theorem.
1. Suppose that $L_1, L_2, \ldots, L_n$ are discrete differentials of $f_1, f_2, \ldots, f_n$, respectively, at $a$. Let $x$ be a vertex of $A$ such that there is an edge from $a$ to $x$.

Then

$$L_i(\tau_a^{-1}(x)) = L_i(x-a) = f_i(x) - f_i(a) = \tau_{f_i(a)}^{-1}(f_i(x)) \quad (i = 1, 2, \ldots, n)$$

and hence

$$(L_1, L_2, \ldots, L_n)(x-a)$$

$$= (L_1(x-a), L_2(x-a), \ldots, L_n(x-a))$$

$$= (L_1(\tau_a^{-1}(x)), L_2(\tau_a^{-1}(x)), \ldots, L_n(\tau_a^{-1}(x)))$$

$$= (\tau_{f_1(a)}^{-1}(f_1(x)), \tau_{f_2(a)}^{-1}(f_2(x)), \ldots, \tau_{f_n(a)}^{-1}(f_n(x)))$$

$$= (\tau_{f_1(a)}^{-1} \times \tau_{f_2(a)}^{-1} \times \ldots \times \tau_{f_n(a)}^{-1})(f_1(x), f_2(x), \ldots, f_n(x))$$

$$= \tau_{(f_1(a), f_2(a), \ldots, f_n(a))}^{-1}(f_1(x), f_2(x), \ldots, f_n(x))$$

$$= (f_1(x), f_2(x), \ldots, f_n(x)) - (f_1(a), f_2(a), \ldots, f_n(a))$$

$$= (f_1, f_2, \ldots, f_n)(x) - (f_1, f_2, \ldots, f_n)(a)$$

In short, $(L_1, L_2, \ldots, L_n)$ is a discrete differential of $(f_1, f_2, \ldots, f_n)$ at $a$.

2. Suppose that $L_1, L_2, \ldots, L_n$ are graph differentials of $f_1, f_2, \ldots, f_n$, respectively, at $a$. Let $x$ be a vertex of $A$ such that there is an edge from $a$ to $x$.

Then there exist differentials $M_1, M_2, \ldots, M_n$ such that, for $(i = 1, 2, \ldots, n)$,

(a) the edge $L_i, M_i$ is present in $\mathcal{D}(X, Y_i)$, and

(b) $M_i(\tau_a^{-1}(x)) = M_i(x-a) = f_i(x) - f_i(a) = \tau_{f_i(a)}^{-1}(f_i(x))$

Equivalently,
(a) the edge \(((L_1, L_2, \ldots, L_n), M_1, M_2, \ldots, M_n)\) is present in \(D(\mathcal{Y}_1 \times \mathcal{Y}_2 \times \ldots \times \mathcal{Y}_n)\), and

(b) \((M_1, M_2, \ldots, M_n)(x - a)\)

\[
= (M_1(x - a), M_2(x - a), \ldots, M_n(x - a)) \\
= (M_1(\tau^{-1}_a(x)), M_2(\tau^{-1}_a(x)), \ldots, M_n(\tau^{-1}_a(x))) \\
= (\tau_{f_1(a)}^{-1}(f_1(x)), \tau_{f_2(a)}^{-1}(f_2(x)), \ldots, \tau_{f_n(a)}^{-1}(f_n(x))) \\
= (\tau_{f_1(a)}^{-1} \times \tau_{f_2(a)}^{-1} \times \ldots \times \tau_{f_n(a)}^{-1}(f_1(x), f_2(x), \ldots, f_n(x))) \\
= \tau_{(f_1(a), f_2(a), \ldots, f_n(a))}^{-1}(f_1(x), f_2(x), \ldots, f_n(x)) \\
= (f_1(x), f_2(x), \ldots, f_n(x)) - (f_1(a), f_2(a), \ldots, f_n(a)) \\
= (f_1, f_2, \ldots, f_n)(x) - (f_1, f_2, \ldots, f_n)(a)
\]

In short, \((L_1, L_2, \ldots, L_n)\) is a graph differential of \((f_1, f_2, \ldots, f_n)\) at \(a\).

3. Suppose that \(L_1, L_2, \ldots, L_n\) are postdiscrete differentials of \(f_1, f_2, \ldots, f_n\), respectively, at \(a\). Let \(x\) be a vertex of \(A\) such that there is an edge from \(a\) to \(x\).

There are filters \(\mathcal{H}_1, \mathcal{H}_2, \ldots \mathcal{H}_n\) strongly converging to \(L_1, L_2, \ldots, L_n\) respectively such that, for \(i = 1, 2, \ldots n,\)

(a) \(L_i\) belongs to every member of \(\mathcal{H}_i\), and

(b) for every \(H \in \mathcal{H}_i\), there is at least one \(M\) in \(H\) such that

\[
M(x - a) = f_i(x) - f_i(a)
\]

Let \(\mathcal{H}\) be the filter generated by all \(H_1 \times H_2 \times \ldots \times H_n\) such that \(H_i\) belongs to \(\mathcal{H}_i\) \((i = 1, 2, \ldots n)\). Then \((L_1, L_2, \ldots L_n)\) belongs to every member of \(\mathcal{H}\). Furthermore, by Lemma 3.2.44, \(\mathcal{H}\) strongly converges to \(L_1, L_2, \ldots, L_n\).
Finally, let $H$ be an arbitrary member of $\mathcal{H}$. There exist $H_1, H_2, \ldots, H_n$ in $\mathcal{H}_1, \mathcal{H}_2, \ldots, \mathcal{H}_n$ respectively such that

$$H_1 \times H_2 \times \ldots \times H_n \subseteq H$$

There exist $M_1, M_2, \ldots, M_n$ in $H_1, H_2, \ldots, H_n$ respectively such that, for $i = 1, 2, \ldots, n$,

$$M_i(x - a) = f_i(x) - f_i(a)$$

Then $(M_1, M_2, \ldots, M_n)$ is a member of $H$ such that

$$(M_1, M_2, \ldots, M_n)(x - a) = (f_1, f_2, \ldots, f_n)(x) - (f_1, f_2, \ldots, f_n)(a)$$

In short, $(M_1, M_2, \ldots, M_n)$ is a postdiscrete differential of $(f_1, f_2, \ldots, f_n)$ at $a$.

4. For the case of pretopological differentials, modify the proof for postdiscrete differentials by replacing strong convergence by weak convergence.

3.3 Differential calculus on hybrid structures

3.3.1 Differentiating a function from $3\mathbb{R}$ to $K_3^-$

$K_3^-$ is the complete directed graph on 3 vertices, but with one edge from one vertex to another removed. It is universal for all the pretopological convergence spaces in the sense that every pretopological space embeds in some Cartesian power of it (see Bordaud [Bor76]). The space $3\mathbb{R}$ is our designation for the set of real numbers equipped with Euclidean filter structure at each real number $r$, and in addition at $r$, all filters containing the filters generated by the open intervals whose right end point is $r$, and all filters containing the filters generated by the open intervals whose
left end point is $r$. Take all functions from $3\mathbb{R}$ to $\mathbb{K}_3$ that are piecewise constant at 0 for differentials. Then $g : 3\mathbb{R} \rightarrow \mathbb{K}_3$ is a differential of $f : 3\mathbb{R} \rightarrow \mathbb{K}_3$ at $r$ iff $f$ is constant on an open interval whose right end point is $r$ and constant on an open interval whose left end point is $r$. 
Chapter 4

Dynamical Systems as Instances of the Differential Scheme

Now that convergence spaces and differential calculi based upon them have been covered in some detail, we can formally present example instances of the differential scheme.

4.1 Discrete Dynamical Systems

4.1.1 Classical Computation

Recall the standard reduction of a Turing Machine (TM) to an equivalent semi-Thue system [Dav82], which yields a set of productions describing transitions between the instantaneous descriptions of the TM. Assuming such a reduction has been made for a given TM, we show how to obtain a (1d,1r)-CA, i.e., a one-dimensional, radius 1 cellular automaton, equivalent to the original TM.

The differential scheme representing the CA has the following components:
1. \( \text{Comp} = \mathbb{Z} \) (the set of CA cells indexed by integers corresponds to a two-way infinite tape)

2. \( \text{Time} = \mathbb{N} \) (discrete time steps starting from 0)

3. \( \mathcal{L} = \) original TM tape alphabet
   \[ \cup \left\{ [q,a] \mid q \text{ a TM internal state, } a \text{ a TM alphabet symbol} \right\} \]
   (see below for the explanation of this local state space, shared by all elements of the computation space)

4. the differentials are just the CA update rules corresponding to the TM program; an update rule is just a finite function, and all finite functions can be specified via differentials in the appropriate differential calculus.

Suppose the semi-Thue system corresponding to the given TM includes the right-moving transition \( \mu q a b \nu \rightarrow \mu a'q'b \nu \) between successive instantaneous descriptions of the TM. The global state of the CA corresponds to an instantaneous description of the TM, except that precisely one of the new symbols \([q, a]\) is used to indicate the cell corresponding to the TM square under scan as well as that square’s value and the current TM internal state. Thus, the equivalent step of the CA’s computation is \( \cdots [q, a] b \nu \cdots \rightarrow \cdots a'[q', b] \nu \cdots \). The remaining TM transition types are emulated similarly. Note that only the CA cell “under scan” and perhaps its left or right neighbor can be affected in a single step. It is thus clear that only 1-dimensional cellular automata of radius 1 need be considered for full computational generality.

A computation (as defined in §1.2) of this instance of the differential scheme is a map:

\[
u: \text{Time} \rightarrow \text{GlSt}
\]

i.e.,
which, in this case, clearly traces the progression of global configurations of our (1d,1r)-CA, which, in turn, clearly tracks the progression of instantaneous descriptions of the original TM.

4.2 Continuous Dynamical Systems

We consider continuous dynamical systems described by systems of ordinary differential equations (ODEs). Such systems progress from the simplest ones consisting of a single ODE, to finite systems of ODEs, to systems of infinitely many ODEs. The following examples show how to interpret such continuous dynamical systems as instances of the differential scheme.

4.2.1 A Simple ODE

Consider the single autonomous ODE:

\[
\frac{dx}{dt} = f(x)
\]

As an ODE over the real domain, a solution to (4.1) is a function

\[ u : \text{Time} \rightarrow \mathbb{R} \]

such that

\[ \left. \frac{du}{dt} \right|_{t_0} = f(u(t_0)), \quad \text{for all } t_0 \in \mathbb{R} \]
In differential form, we have:

\[
D_{t_0} u = \lambda \Delta \left[ f(u(t_0)) \right](\Delta) = [f(u(t_0))]
\]

As an instance of the differential scheme, we have:

1. Comp = \{x\} (a singleton set)

2. \( L = \{\mathbb{R}\} \)

3. Time = \( \mathbb{R} \)

4. differentials are the linear operators on \( \mathbb{R} \), of classical analysis; we have established that these form an instance of our generalized definition of a differential calculus in §3.1.1

Thus, a solution is just a computation:

\[
u: \text{Time} \rightarrow \text{GlSt} = \Pi_{x \in \{x\}} L\]

which is, in this case:

\[
u: \mathbb{R} \rightarrow \mathbb{R}
\]

### 4.2.2 A Finite System of ODEs

Consider the finite system of autonomous ODEs:

\[
\frac{dx_i}{dt} = f_i(x_1, \ldots, x_n), \quad i = 1, \ldots, n
\]
A solution to (4.2) is a function

\[ u : \text{Time} \rightarrow \mathbb{R}^n \]

(via \( t \mapsto [u_1(t), \ldots, u_n(t)]^T \); i.e., we view elements of \( \mathbb{R}^n \) as column vectors) such that

\[ \left. \frac{du_i}{dt} \right|_{t_0} = f_i(u_1(t_0), \ldots, u_n(t_0)), \quad \text{for all } t_0 \in \mathbb{R} \]

Expressed in differential form:

\[
D_{t_0} u_i = \lambda \Delta [f_i([u_1(t), \ldots, u_n(t)]^T)](\Delta) \\
D_{t_0} u = \lambda \Delta [f([u_1(t), \ldots, u_n(t)]^T)](\Delta) \\
= \left[ f([u_1(t), \ldots, u_n(t)]^T) \right]
\]

As an instance of the differential scheme, we have:

1. \( \text{Comp} = \{ x_1, \ldots, x_n \} \), with the convergence structure (to be defined) of \( K_n \), the complete graph on \( n \) vertices
2. \( \mathcal{L} = \{ \mathbb{R} \} \) (\( \mathbb{R} \) is the local state space for each each \( x_i \); i.e., \( x_i : \text{Time} \rightarrow \mathbb{R} \))
3. \( \text{Time} = \mathbb{R} \)
4. the differentials are linear operators \( \mathbb{R} \rightarrow \mathbb{R}^n \)
Chapter 5

Quantum Computation

*The miracle of the appropriateness of the language of mathematics for the formulation of the laws of physics is a wonderful gift which we neither understand nor deserve.*

- EUGENE WIGNER, Richard Courant Lecture, New York University (1959)

Informally, quantum computation is computation based on quantum mechanics. Since all actual computation is physical, and all physical interactions are ultimately quantum mechanical, this informal definition must be sharpened to distinguish quantum computation from “classical” computation. Quantum computations proceed by “quantum interactions,” interactions of individual quantum-level objects, microscopic entities such as individual electrons and photons. In quantum theory, the “classical interactions” we observe in the macroscopic world are accounted for as limiting cases of interactions of vast numbers of quantum-level objects, treated statistically.¹ Classical interactions do not share some rather bizarre-seeming properties enjoyed by quantum interactions. The essential idea behind quantum computing is to exploit those properties peculiar to quantum interactions for computational pur-

¹This is a version of Bohr’s famous “Correspondence Principle.”[Boh13, Boh76]
In a quantum computer, the current state of a computation would be the state of some quantum system, an ensemble of quantum-level entities, which state would be updated by quantum-level interactions. In contrast, the current state of a computation in a “classical” computer can be updated only through classical interactions. The standard abstract model of computation via Turing machines [Dav82] assumes only classical interactions, as do programs for modern general purpose digital computers.³

Broad interest in quantum computing is widely credited to an influential paper of Feynmann [Fey82]⁴, who reasoned that a quantum computer would be more efficient in simulating quantum systems than a classical computer. His rationale, essentially, was that one of those bizarre quantum features — superposition⁵— provides a kind of parallelism to quantum computers that is denied their classical counterparts. Moreover, the same principle makes a quantum computer capable of simulating larger and larger quantum systems without the exponential blow-up in resource requirements that a classical computer appears to demand.

We caution that quantum computing as discussed herein is mostly theoretical. Constructing actual quantum computers has proven highly problematic, largely due to the difficulty of finding quantum systems that are both suitable for maintaining the evolving state of a quantum computation and that can be effectively isolated from

---

²Useful sources for quantum computing include the texts [Hir04], [KSV02], [NC00], [Gru99] and [Pit99], and their references, particularly the bibliography of [NC00]. Many relevant articles are downloadable from the arXiv.org e-Print archive for quantum physics at http://www.arxiv.org/archive/quant-ph.

³Of course, modern computer hardware is based on semiconductor technology, and semiconductivity is a quantum-level phenomenon. However, here the state of a computation is viewed macroscopically, and updated accordingly; one cannot write programs that take direct advantage of the quantum-level interactions occurring inside the transistors of current digital computers.

⁴The last few paragraphs of the Introduction to Manin’s [Man80] are cited by Kitaev, Shen and M.N. Vyalyi [KSV02] as bearing first mention of the prospects for quantum computing; see [Man99] for a translation of this excerpt. Benioff [Ben80, Ben82] also considered quantum mechanical computation; this work grew out of a line of research on the physics of computation originating with Landauer [Lan61] and continuing with the work of Bennett [Ben73, Ben89] and others.

⁵See below for definition.
the environment. In the literature, undesirable interaction with the environment has been styled the “decoherence problem.”

Perhaps the quantum computational result of the greatest potential impact, to date, was Shor’s discovery of an efficient \(O(n^3)\) quantum algorithm for factoring numbers and finding discrete logarithms \([\text{Sho94}]\). Shor’s algorithms could have enormous practical impact on cryptography.\(^6\) For example, the popular RSA public-key cryptosystem depends upon the infeasibility of factoring large numbers for its security — efficient large number factorization would render RSA encryption nugatory.\(^7\) Other well-known cryptosystems, e.g., the ElGamal public key cryptosystem, rely on the infeasibility of solving the discrete logarithm problem.\(^8\)

Quantum mechanics, and so quantum computing, is a highly formalized theory, founded on the theory of Hilbert spaces and the operators that live there. In typical physical situations, the relevant Hilbert spaces are infinite-dimensional, whose treatment requires much of the armamentarium of functional analysis.\(^9\) For the quantum computing algorithms treated in the literature, however, only finite-dimensional Hilbert spaces need be considered, which simplifies matters considerably.

\(^6\)The well-known work of Bennett and Brassard \([\text{BB84}]\) on “quantum key distribution” is a fascinating application of quantum-level phenomena to cryptography, but we do not consider it a milestone in quantum computation per se because its effectiveness actually requires the decoherence normally assumed absent in theoretical discussions of quantum algorithms. Because such quantum cryptosystems do not rely on the stability and isolation of an evolving quantum system, which is of the essence for quantum computation in general, significant progress has been made in constructing working quantum cryptosystems, up to claims of imminent commercialization.

\(^7\)It should be pointed out that, to date, actual quantum computers constructed to factor numbers can handle only very small numbers, while breaking the RSA cryptosystem would require factoring numbers on the order of hundreds of decimal digits.

\(^8\)See \([\text{TW02}]\) for details of the ElGamal and RSA cryptosystems.

\(^9\)See the last chapter of \([\text{Kre89}]\) for applications of functional analysis to quantum mechanics in the infinite-dimensional case.
Mathematical Background, Notations and Conventions

We assume basic finite-dimensional vector space theory is familiar,\(^{10}\) though some review is given below mainly to fix the Dirac “bra-ket” notation used in the literature of quantum physics and quantum computing.

- Let the natural numbers, integers, rationals, reals and complex numbers be denoted by \(\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}\) and \(\mathbb{C}\), respectively.
- Let \(\mathbb{B} = \{0, 1\}\) be the set of Boolean values.
- For \(\alpha \in \mathbb{C}\), let \(\alpha^*\) denote the conjugate of \(\alpha\); i.e., if \(\alpha = x + yi \ (x, y \in \mathbb{R}, i = \sqrt{-1})\), then \(\alpha^* = x - yi\).
- Let \(V\) be a vector space over \(\mathbb{C}\). If \(V\) has finite dimension \(n > 0\), then \(V\) is isomorphic to \(\mathbb{C}^n\), for which we write \(V \cong \mathbb{C}^n\).
- A vector in \(V\) is denoted by a ket, \(|v\rangle\), where \(v\) is some convenient label.\(^{11}\)
  
  For \(n\)-dimensional \(V\), a ket \(|v\rangle\) is represented by a column vector whose \(n\) entries are the coordinates of \(|v\rangle\) with respect to some fixed basis of \(V\).
- Linear combinations of vectors like \(\alpha_1|v_1\rangle + \alpha_2|v_2\rangle\) may be written \(|\alpha_1v_1 + \alpha_2v_2\rangle\).
- An inner product on \(V\) is a function \(V \times V \rightarrow \mathbb{C}\) that maps each pair of vectors \((|v\rangle, |w\rangle)\) to a complex number, written \(\langle v|w\rangle\), such that:
  1. (linearity) For all \(|v\rangle, |w_1\rangle, |w_2\rangle \in V\) and \(\alpha \in \mathbb{C}\), we have
     \[
     \langle v|w_1 + \alpha w_2 \rangle = \langle v|w_1 \rangle + \alpha \langle v|w_2 \rangle
     \]
  2. (conjugacy) For all \(|v\rangle, |w\rangle \in V\), we have \(\langle w|v\rangle = \langle v|w\rangle^*\)

\(^{10}\)See [Lan04] or [Axl97] for the necessary background.

\(^{11}\)We use \(0\) to denote the zero vector, however, to avoid possible confusion with \(|0\rangle\), often found in the literature as denoting a (non-zero) basis element.
3. (positivity) For all $|v\rangle \in V$, $|v\rangle \neq 0$, we have $\langle v|v\rangle > 0$

Note that 1 and 2 together imply that $\langle v_1 + \alpha v_2, w \rangle = \langle v_1, w \rangle + \alpha^* \langle v_2, w \rangle$,\(^{12}\) condition 2 implies that $\langle v, v \rangle \in \mathbb{R}$, so the inequality $\langle v|v\rangle > 0$ in condition 3 makes sense, and 1 and 3 imply that $\langle v, v \rangle = 0$ if and only if $v = 0$.

- If $V$ is equipped with an inner product it is called a **complex inner product space**. A finite-dimensional complex inner product space is called a **Hilbert space**.\(^{13}\)

Let $H$ denote a Hilbert space (of unspecified finite dimension), and $H_n$ denote $n$-dimensional Hilbert space. Thus, $H_n \cong \mathbb{C}^n$.

- We say vectors $|v\rangle, |w\rangle \in H$ are **orthogonal** if and only if $\langle v|w\rangle = 0$.

- The **length** of a vector $|v\rangle \in H$, denoted by $\|v\|$, is defined to be the positive square root of $\langle v|v\rangle$.\(^{14}\) We call $|v\rangle$ a **unit vector** if and only if $\|v\| = 1$.

- An **orthonormal** basis for $H_n$ is a basis $\{|u_1\rangle, \ldots, |u_n\rangle\}$ such that $\langle u_i|u_j \rangle = 1$ if $i = j$, and $\langle u_i|u_j \rangle = 0$ if $i \neq j$. Every Hilbert space has an orthonormal basis.

- For $|v\rangle \in H$, the linear functional $H \rightarrow \mathbb{C}$ via $|w\rangle \mapsto \langle v|w\rangle$ is denoted by a **bra**, $\langle v|$. Thus, $\langle v|w\rangle$ (a **bra-ket**) is shorthand for the function application $\langle v||w\rangle$.

With respect to some fixed orthonormal basis of $H \cong \mathbb{C}^n$, say $\{|u_1\rangle, \ldots, |u_n\rangle\}$, a bra is represented by a row vector whose $n$ entries are the conjugates of the corresponding entries of the column vector representing $|v\rangle$ in the same basis. For example, if $|v\rangle = |\sum_{i=1}^n \alpha_i u_i \rangle$ and $|w\rangle = |\sum_{i=1}^n \beta_i u_i \rangle$, then $\langle v|w\rangle = \sum_{i=1}^n \alpha_i^* \beta_i$, the usual inner product in $\mathbb{C}^n$.

---

\(^{12}\)This property is called **conjugate-linearity**, or **anti-linearity**.

\(^{13}\)An infinite-dimensional complex inner product space must also be analytically **complete** with respect to the metric induced by its inner product in order to be designated a Hilbert space. A good, concise source for the basic theory of Hilbert spaces, both finite- and infinite-dimensional, is [Ger85].

\(^{14}\)The metric induced by the inner product is just $d(|v\rangle, |w\rangle) = \|v\rangle - |w\rangle\|$. 
• The \textbf{adjoint} of a linear operator $T : H \rightarrow H$ is the unique linear operator $T^*$ such that $\langle v|Tw \rangle = \langle T^*v|w \rangle$. $T$ is said to be \textbf{self-adjoint} if $T^* = T$. It is \textbf{unitary} if it is invertible and $T^{-1} = T^*$.

Note that, if $T$ is unitary, then $\langle Tw|Tv \rangle = \langle T^*Tv|w \rangle = \langle T^{-1}Tv|w \rangle = \langle v|w \rangle$; i.e., $T$ preserves inner products (and therefore lengths). The composition of unitary operators is unitary, but the composition of self-adjoint operators is not self-adjoint unless the operators commute.\footnote{For unitary $U_1$ and $U_2$, we have $(U_1U_2)^* = U_2^*U_1^* = U_2^{-1}U_1^{-1} = (U_1U_2)^{-1}$, but for self-adjoint $S$ and $T$, $(ST)^* = T^*S^* = TS$.}

\section{5.1 Quantum Mechanics and Quantum Systems}

A discussion of the physical conceptual background to quantum mechanics would take us too far afield.\footnote{See [Boh89], [Mes99] and [Per95] for this; [AK03] is a charming non-technical source.} We cover just enough quantum mechanics to establish models of quantum computation. However, the following example should help motivate the formal theory of quantum mechanics, as well as provide a glimpse of the “quantum weirdness” the theory must encapsulate.

Suppose a stream of photons with random polarization orientations is shot at a vertically polarized filter. Half the photons are observed to pass through the filter, though this cannot mean that half the photons were vertically oriented to begin with. It is as though half the photons “chose” to align themselves vertically when confronted with the filter. The photons passing through the filter are now vertically oriented, and if a second vertical filter is placed behind the first one, all of the photons that passed through the first vertical filter are observed to pass through the second. If a horizontal filter is placed behind a vertical filter, none of the photons passing through the vertical filter would pass through the horizontal filter. With respect to the set of orientations $R = \{\text{vertical, horizontal}\}$, once a photon “chooses”
an orientation, its “choice” seems permanent.

However, if a filter oriented diagonally at 45° from the vertical were placed behind a vertical filter, half the (now vertically polarized) photons passing through the vertical filter would pass through the diagonal filter as well. Somehow, it seems that when another choice is offered from the distinct orthogonal orientation set \( D = \{45°, 135°\} \), the previous choice of orientation isn’t so permanent. Such experiments challenge the common notion that objects have “intrinsic state,” and underscore the non-intuitiveness of quantum physics.

5.1.1 Hilbert Space Formalization

An \( n \)-level quantum system is an ensemble of quantum-level objects for which \( n \) distinct states can be observed. That is, as the result of an observation (or measurement) of the system, \( n \) different outcomes are possible.

In the standard Hilbert space formalism of quantum mechanics, \( n \)-level quantum systems are identified with \( n \)-dimensional Hilbert space, \( H_n \). The states of an \( n \)-level quantum system are represented by unit vectors of \( H_n \), collectively called the state space. An observation of the system yields a state. Observations are always made with respect to a given orthonormal basis, and the set of states it is possible to observe are the elements of the basis with respect to which the observation is made. That is, the choice of orthonormal basis for \( H_n \) determines which states may be observed. Symbolically, if the orthonormal basis \( B = \{ |x_1 \rangle, \ldots, |x_n \rangle \} \) is chosen, then an observation with respect to \( B \) yields one of the basis states \( |x_i \rangle \).

In general, the state of an \( n \)-level quantum system that is not being observed may be any unit vector of \( H_n \); i.e., the state may be a linear combination, or
superposition, of basis states:

\[ \alpha_1 |x_1\rangle + \cdots + \alpha_n |x_n\rangle \]

The complex coefficients \( \alpha_i \) of the basis states are called amplitudes. Because states are unit vectors, we have \( \sum_i |\alpha_i|^2 = 1 \).\(^{17}\) The square of the absolute value of an amplitude is interpreted as the probability that, upon observation, the corresponding basis state will be the state observed; symbolically, \( |\alpha_i|^2 = \text{Pr}(|x_i\rangle) \). The mapping \( \Psi(x_i) = \alpha_i \) is called the wave function with respect to basis \( \{|x_1\rangle, \ldots, |x_n\rangle\} \).\(^{18}\)

In the example preceding this section, we may take either set of orientations \( R \) or \( D \) as a basis for \( H_2 \). A photon observed with a vertical filter may only be seen to have a vertical orientation in the \( R \) basis (if it passes through the filter) or an implied horizontal orientation (if it doesn’t). Similarly, the photon may only be seen to have a 45\(^\circ\) or 135\(^\circ\) orientation when measured with respect to the \( D \) basis (say using a 45\(^\circ\) filter).

We won’t delve further into the subject of quantum measurement, except to mention that observations of a quantum system involve classical interactions of some kind and “force” the state of the system to a basis element. However, the state of an \( n \)-level quantum system may evolve when it is not being observed. Operations which change the state of the system without observation (and therefore, in general, map superpositions to superpositions) are represented by unitary operators on \( H_n \).

Thus, if \( |v\rangle \in H_n \) is the current state of the system and \( U : H_n \rightarrow H_n \) is a unitary operator, the next state of the system may be \( U|v\rangle \). A system may evolve through the action of any number of unitary operators.

Observations with respect to a basis \( B = \{|x_1\rangle, \ldots, |x_n\rangle\} \) are represented by self-

\(^{17}\)Clearly, there are uncountably many superposition states, but only \( n \) observable states, for \( n > 1 \).

\(^{18}\)It is the finite-dimensional analog to the wave function \( \psi \) appearing in Schrödinger’s equation: \( i\hbar \frac{\partial \psi}{\partial t} = H\psi \). Here, \( H \) represents the Hamiltonian operator appropriate to the physical situation and \( \hbar = h/2\pi \), where \( h \) is Planck’s constant: \( 6.62608 \times 10^{-34} \text{Js} \).
adjoint operators on the space for which $B$ is a basis.

5.1.2 Compound Quantum Systems

Let $H_n$ with basis $\{|x_1\}, \ldots, |x_n\rangle\}$ represent some $n$-level quantum system and $H_m$ with basis $\{|y_1\}, \ldots, |y_m\rangle\}$ represent some $m$-level quantum system. The state space for the compound system comprising $H_n$ and $H_m$ is given by the tensor product of $H_n$ and $H_m$, denoted $H_n \otimes H_m$.

The tensor product $H_n \otimes H_m$ is the Hilbert space generated by the basis elements $|x_i\rangle \otimes |y_j\rangle$, where $i \in \{1, \ldots, n\}$ and $j \in \{1, \ldots, m\}$. As is convenient, we may abbreviate $|x_i\rangle \otimes |y_j\rangle$ by writing $|x_i|y_j\rangle$ or $|x_i,y_j\rangle$. The function $\otimes : H_n \times H_m \rightarrow H_n \otimes H_m$ is bilinear (linear in both arguments), so, for arbitrary $|v\rangle = \sum_{i=1}^n \alpha_i |x_i\rangle \in H_n$ and $|w\rangle = \sum_{j=1}^m \beta_j |y_j\rangle \in H_m$, we have:

$$|v\rangle \otimes |w\rangle = \sum_{i=1}^n \sum_{j=1}^m \alpha_i \beta_j |x_i,y_j\rangle$$

The states of a compound system are its unit vectors, as always, so $|v\rangle \otimes |w\rangle$ above is a state of $H_n \otimes H_m$ if and only if $\sum_{i=1}^n \sum_{j=1}^m |\alpha_i \beta_j|^2 = 1$. Note that

$$\dim(H_n \otimes H_m) = \dim(H_n) \cdot \dim(H_m).$$

In fact, it is easily shown that $H_n \otimes H_m \cong H_{nm}$. This stands in contrast to the case of direct sums, for which

$$\dim(H_n \oplus H_m) = \dim(H_n) + \dim(H_m).$$

Let $|x\rangle = \sum_{i=1}^n \sum_{j=1}^m \gamma_{ij} |x_i,y_j\rangle$ be a state of $H_n \otimes H_m$. We say $|x\rangle$ is decomposable if it can be expressed as $|v\rangle \otimes |w\rangle$ for some states $|v\rangle \in H_n$ and $|w\rangle \in H_m$. A non-decomposable state is called an entangled state. Decomposability means there are
complex $\alpha_1, \ldots, \alpha_n$ and $\beta_1, \ldots, \beta_m$ such that $\sum_{i=1}^n |\alpha_i|^2 = \sum_{j=1}^m |\beta_j|^2 = 1$ and

$$\sum_{i=1}^n \sum_{j=1}^m \gamma_{ij} |x_i\rangle |y_j\rangle = (\sum_{i=1}^n \alpha_i |x_i\rangle)(\sum_{j=1}^m \beta_j |y_j\rangle)$$

### 5.1.3 Examples of Quantum Systems

**Example 5.1.1. A 2-level Quantum System**

We are concerned with states in $H_2$, represented with respect to an orthonormal basis $\{|0\rangle, |1\rangle\}$. Let $W$ be the following unitary evolution operator:

\[
W(|0\rangle) = \frac{1}{\sqrt{2}}|0\rangle + \frac{1}{\sqrt{2}}|1\rangle \\
W(|1\rangle) = \frac{1}{\sqrt{2}}|0\rangle - \frac{1}{\sqrt{2}}|1\rangle
\]

Applied to initial state $|0\rangle$, the evolution operator yields the state $W(|0\rangle)$:

$$\frac{1}{\sqrt{2}}|0\rangle + \frac{1}{\sqrt{2}}|1\rangle,$$

a superposition for which $\text{Pr}(0) = \text{Pr}(1) = \frac{1}{2}$. If we update $W(|0\rangle)$ with another application of $W$, we get $W^2(|0\rangle)$:

\[
\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}|0\rangle + \frac{1}{\sqrt{2}}|1\rangle\right) + \frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}|0\rangle - \frac{1}{\sqrt{2}}|1\rangle\right) \\
= \left(\frac{1}{2}|0\rangle + \frac{1}{2}|1\rangle\right) + \left(\frac{1}{2}|0\rangle - \frac{1}{2}|1\rangle\right) \\
= |0\rangle,
\]

with $\text{Pr}(0) = 1$ and $\text{Pr}(1) = 0$. Similarly, $W^2(|1\rangle) = |1\rangle$. Thus, $W^2$ is the identity operator on $H_2$, so $W$ acts as a “square root” of the identity on $H_2$. In matrix
notation, we have

\[
W = \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{pmatrix}
\]

This matrix is called a Walsh-Hadamard matrix.

Note the constructive interference of the amplitudes of \(|0\rangle\) and the destructive interference of the coefficients of \(|1\rangle\) as \(W\) operates on \(W(|0\rangle)\). Quantum systems permit destructive interference because the amplitudes are complex-valued. In classical probabilistic systems, the probability coefficients analogous to quantum probability amplitudes must be non-negative real numbers, making destructive interference impossible.

**Example 5.1.2. A Compound Quantum System**

Consider the compound quantum system \(H_2 \otimes H_2\), with orthonormal basis

\[
\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}
\]

and the following update operator:

\[
M = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

We see that \(M(|00\rangle) = |00\rangle, M(|01\rangle) = |01\rangle, M(|10\rangle) = |11\rangle\) and \(M(|11\rangle) = |10\rangle\).

**5.2 Standard Models of Quantum Computation**

The machinery of classical computation operates on standard units of information called bits, where the value of a bit is either 0 or 1. In quantum computation, the
**QUANTUM COMPUTATION**

**qubit** [Deu85] is the standard unit of information. A qubit is simply a state in a 2-level quantum system, that is, in $H_2$. It is conventional to use {$0, 1$} as the orthonormal basis of $H_2$. Generally, a state is a superposition of $|0\rangle$ and $|1\rangle$. Systems of $n$ qubits are modeled by $H_2 \otimes \cdots \otimes H_2$ ($n$ $H_2$ factors) or, equivalently, by $H_{2^n}$, and are called $n$-bit quantum registers.

### 5.2.1 Quantum Turing Machines

Deutsch [Deu85] was the first to define a quantum analog of the Turing machine (abbreviation: TM) model of classical computation. We assume the standard Turing machine model is familiar.\(^{19}\) Let $Q$ be the set of states, $A$ the tape alphabet and $\delta$ the transition function of a Turing machine, so $\delta$ is a partial map:

$$\delta : Q \times A \rightarrow Q \times A \times \{-1, 0, 1\}$$

with the usual interpretation: if the machine is in state $q \in Q$ scanning a tape cell containing alphabet symbol $a \in A$, then $\delta(q, a) = (q', a', d)$ provides the next state $q'$, the new symbol $a'$ is printed in that cell, and the new position of the tape head relative to its previous position (i.e., if $p$ is the position of the tape head, then $p + d$ is its next position). As usual, the computation halts if $\delta(q, a)$ is undefined.

A *probabilistic Turing machine (PTM)* is a TM for with an altered transition function

$$\delta : Q \times A \times Q \times A \times \{-1, 0, 1\} \rightarrow [0, 1]$$

where $[0, 1]$ is the unit interval in $\mathbb{R}$. We interpret the new transition function as follows: $\delta(q, a, q', a', d)$ is the probability that, when the machine is in state $q$ scanning a cell with symbol $a$, it will switch to state $q'$, print $a'$ in that cell, and

\(^{19}\)See [Dav82] for a model using Post-style quadruples, and [Pap94] for a model employing the more common Turing-style quintuples
adjust the head position according to \( d \). For the probability interpretation to make sense, it is required that 
\[
\sum_{(q', a', d) \in Q \times A \times \{-1, 0, 1\}} \delta(q, a, q', a', d) = 1.
\]

A **Quantum Turing Machine (QTM)** is similar to a probabilistic TM, except, instead of a transition function like (5.2), we have a transition function

\[
\delta : Q \times A \times Q \times A \times \{-1, 0, 1\} \rightarrow \mathbb{C}
\] (5.3)

where \( \sum_{(q_2, a_2, d)} |\delta(q_1, a_1, q_2, a_2, d)|^2 = 1 \). We assume that \( \delta(\cdot, \cdot, \cdot) = x + yi \) with \( x, y \in \mathbb{Q} \) to avoid “real” problems. As with a PTM, at any step of a computation of a QTM \( Q \), a finite number of tape configurations (“basis configurations”) are possible; over all possible \( Q \) computations, the number of basis configurations is clearly countably infinite. In general, a configuration of \( Q \) at a particular time step is a superposition

\[
\alpha_1|c_1\rangle + \cdots + \alpha_n|c_n\rangle
\]

where the \( |c_i\rangle \) are the possible basis configurations at that step and \( \sum_{i=1}^{n} |\alpha_i|^2 = 1 \).\(^{20}\) Let \( M_\delta \) be the evolution operator on (infinite-dimensional) configuration space determined by \( \delta \). Then \( M_\delta \) must be unitary.

It has been shown [Deu85] that QTMs and ordinary TMs compute the same set of functions. The promise of quantum computation has always been that some functions not efficiently (i.e., polynomial time) computable by any TM may be efficiently computed by a QTM.

\(^{20}\)Note that there would be uncountably many general configurations if the \( \alpha_i \) were allowed to have arbitrary elements of \( \mathbb{R} \) for their real and imaginary parts — this is the “real” problem mentioned earlier. By insisting these parts be rational, we avoid this problem. Wherever amplitudes with irrational real or imaginary parts are shown, assume a rational approximation is used instead.
5.2.2 Quantum Circuits

As one might guess from the above, QTM\s are rather unwieldy devices for the specification of quantum computations. Instead, quantum circuits, the quantum analog to classical Boolean circuits, are used. Quantum circuits are composed of quantum gates, which serve a purpose analogous to ordinary Boolean logic gates. However, whereas ordinary gates are Boolean functions $f : \mathbb{B}^n \rightarrow \mathbb{B}$ carrying fixed-length sequences of bits to bits, a quantum gate is a unitary operator $F : \bigotimes_{i=1}^n H_2 \rightarrow \bigotimes_{i=1}^n H_2$ mapping quantum registers (fixed-length sequences of qubits) to quantum registers. As unitary maps, all quantum gates are reversible, which certainly isn’t the case classically.\footnote{For example, consider the classical two-input AND gate: three different combinations of inputs yield the 0 output.}

**Example 5.2.1. The Quantum NOT Gate**

This is a unary operator $M_\neg : H_2 \rightarrow H_2$, for which $M_\neg(\ket{0}) = \ket{1}$ and $M_\neg(\ket{1}) = \ket{0}$. Clearly,

$$M_\neg = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

inverts the basis vectors. For general superpositions $\alpha_1\ket{0} + \alpha_2\ket{1}$, we have $M_\neg(\alpha_1\ket{0} + \alpha_2\ket{1}) = \alpha_2\ket{0} + \alpha_1\ket{1}$.

**Example 5.2.2. The Quantum $\sqrt{\text{NOT}}$ Gate**

Let

$$M_{\sqrt{\neg}} = \begin{pmatrix} \frac{1-i}{2} & \frac{1+i}{2} \\ \frac{1+i}{2} & \frac{1-i}{2} \end{pmatrix}$$

Note that $(M_{\sqrt{\neg}})^2 = M_\neg$, so $M_{\sqrt{\neg}}$ acts as a “square root of NOT” on $H_2$.

**Example 5.2.3. The “Controlled NOT” Quantum System**

This is a binary quantum gate, that is, a unitary $M_{\text{cnot}} : H_2 \otimes H_2 \rightarrow H_2 \otimes H_2$ (equivalently, a unitary $M_{\text{cnot}} : H_4 \rightarrow H_4$), which, when presented with a pair of
qubits, acts as the quantum NOT gate on the second qubit if the first qubit is $|1\rangle$ and as the identity operator on the second qubit if the first qubit is $|0\rangle$. That is, $M_{\text{cnot}}(|00\rangle) = |00\rangle$, $M_{\text{cnot}}(|01\rangle) = |01\rangle$, $M_{\text{cnot}}(|10\rangle) = |11\rangle$ and $M_{\text{cnot}}(|11\rangle) = |10\rangle$. But this is precisely the action of the unary operator

$$M = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}$$

of Example 5.1.2.

We have not specified the physical implementation of any quantum gates, nor how to combine such gates into quantum circuits for the implementation of quantum algorithms. For mathematical purposes, we simply assume this can be done. In practice, a quantum computation implemented with a quantum circuit proceeds in “Prepare-Evolve-Observe” lock-step:

1. Preparing a sequence of qubits (quantum register) with some initial value.

2. Evolving the system via various unitary operations, i.e., sending the qubits through various quantum gates.

3. Observing the qubits, thereby projecting any superposition the final state may represent into one of the possible basis elements.\(^{22}\)

Of course, the basis element “chosen” when a superposition is measured depends probabilistically on the amplitudes of that superposition at the moment of observation. Hence, the output observed most frequently from a given quantum circuit, when the computation is repeated many times with the same initial qubit values, should reflect the basis element whose final amplitude has the highest absolute value.

\(^{22}\)Also referred to as “collapsing the wave function.”
Chapter 6

Quantization of Cellular Automata

Besides the well-known models of quantum computation reviewed in Chapter 5, another quantum computational model, the quantum cellular automata (QCA), has been defined by Watrous [Wat95]. Because each instance of the differential scheme is a kind of generalized cellular automata, we investigate and generalize this model.

6.1 The Watrous QCA Construction

According to [Wat95], a one-dimensional quantum cellular automaton $M$ is a quadruple $(Q, \delta, k, A)$, where $Q$ is a finite set of states that includes a distinguished state called the quiescent state (denoted by $\epsilon$), $\delta$ is a local transition function, $k$ is an integer denoting the acceptance cell, and $A \subseteq Q$ is a set of accepting states. $M$ is taken to have a two-way infinite sequence of cells indexed by the integers, $Z$. (Think of a 2-way infinite quantum bit register.) The neighborhood of a given cell is that cell together with the cells immediately to its left and right; i.e., neighborhoods are assumed to have radius 1.

In an instance $M$ of Watrous’s one-dimensional, radius-1 quantum cellular au-
tomaton \(((1d,1r)-QCA)\) model, a configuration is a map

\[ a : \mathbb{Z} \rightarrow Q \]

where, \(\forall n \in \mathbb{Z}, a(n)\) is the state of the cell indexed by \(n\). Importantly, it is assumed that, for any configuration \(a\), there are only finitely many integers \(n\) for which \(a(n) \neq \epsilon\), the quiescent state. In the sequel, we refer to this restriction as the assumption of finite support. Assuming finite support, the set \(\mathcal{C} = \mathcal{C}(M)\) of all configurations of \((1d,1r)-QCA\) \(M\) is countable.

The local transition function \(\delta\) is a map

\[ \delta : Q^4 \rightarrow \mathbb{C} \]

describing the evolution of \(M\). If three consecutive cells of \(M\) are in states \(q_1, q_2\) and \(q_3\), respectively, at time step \(t\), then

\[ \delta(q_1, q_2, q_3, q) \]

gives the (complex) probability amplitude with which a cell containing state \(q_2\) (with left and right neighbor cells containing states \(q_1\) and \(q_3\), respectively) will update to state \(q\) at time \(t + 1\). All cells update simultaneously according to \(\delta\). Thus, in the usual quantum computational fashion, any given configuration transforms into a superposition of possible successor configurations, each with its own amplitude.

The significance of the quiescent state in the Watrous model is that every local transition function must observe the following restriction:

\[ \delta(\epsilon, \epsilon, \epsilon, q) = \begin{cases} 1 & \text{if } q = \epsilon \\ 0 & \text{otherwise} \end{cases} \]
That is, a cell in the quiescent state whose left and right neighbors are also in the quiescent state, will update to the quiescent state with probability 1.

A configuration of \( M = (Q, \delta, k, A) \) where the cell indexed by \( k \) contains a state in \( A \) is called an \textit{accepting configuration}. Given \( M \) and some initial configuration \( a \), the question is: with what probability will we observe \( M \) in an accepting configuration after some number of (unobserved) evolution steps according to \( \delta \)?

The Hilbert space containing the quantum states of \( M \) is

\[
\ell^2(C) = \{ x : C \rightarrow \mathbb{C} | \sum_{c \in C} x(c)^* x(c) < \infty \}
\]

which means that each superposition of \( M \) is identified with some \( x \in \ell^2(C) \), where \( x(c) \in \mathbb{C} \), and \( |x(c)|^2 \) is the probability of observing configuration \( c \) from superposition \( x \). As discussed in Chapter 5, it must be the case that \( \sum_{c \in C} |x(c)|^2 = 1 \).

The local transition function \( \delta \) must ensure that any superposition, produced at any step starting from any valid initial configuration (i.e., from a configuration with finite support), must be such that the sum of the squares of that superposition’s amplitudes is 1. This will be so if and only if the global time-evolution operator of \( M \) uniquely determined by \( \delta \) is \textit{unitary}.

It is difficult to determine whether or not a given local transition function yields a unitary global time-evolution. In fact, much of [Wat95] is devoted to specifying a restricted class of (1d,1r)-QCA called \textbf{partitioned QCA} and then proving that the question of unitarity for this smaller class can be relatively easily decided.

Watrous’s partitioned QCA is based on the \textbf{partitioned cellular automata} defined in Morita and Harao [MH89]. These automata yield a state transition by dividing each cell of a (1d,1r)-CCA into left, middle and right subcomponents and updates the 3-component state of each cell by functionally updating as a single unit the triple of values consisting of the values of the right subcomponent of the left-
neighbor cell, the middle subcomponent of the middle cell and the left-subcomponent of the right-neighbor cell. The resulting dependency of a new global state, or configuration, of a partitioned (1d,1r)-QCA on an immediately preceding configuration was diagrammatically depicted by Watrous in Figure 6.1.

If we begin with a configuration of the cellular automaton that has finite support, i.e. where the state of each cell is quiescent for all but finitely many cells, then every configuration in the sequence of configurations generated by the update rule has finite support. This is sufficient for computational purposes and simplifies the approach to the corresponding quantum state space and the state update operations on it, but substantially restricts the expressive power of the specifications that quantum cellular automata can satisfy and is not completely in the spirit of cellular automata — completely random initial states are not supported, for example.

### 6.2 The Utility of Finite Support

The set $C$ of configurations with finite support is countably infinite. We can identify the configuration space with the classical states with finite support of a 2-way infinite classical bit register where the bits of the register are indexed by the integers and by convention, the bit value of 0 is taken to be quiescent.
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Suppose, for now, that we had a unitary operator $U$ on the Hilbert space containing the quantum states of a 3-bit quantum register that respects the quiescent state; i.e., $U$ maps the quantum state $|000\rangle$ to $|000\rangle$. Suppose we applied $U$ simultaneously and independently to each contiguous block of 3 cells indexed by the integers $3n$, $3n+1$ and $3n+2$. The resulting operation $\hat{U}$ is guaranteed unitary since $U$ respects the quiescent state. That claim follows since the action of $\hat{U}$ on the quantum state representing any finitely supported configuration is the same as the action of some finite tensor power of $U$ on that quantum state, the power depending on the state. But every finite tensor power of $U$ is unitary. Hence $\hat{U}$ is norm preserving. To see that $\hat{U}$ is surjective, consider any finitely supported configuration $c$ and an interval of the register’s bits indexed from $3m$ to $3n-1$, $m < n$, sufficiently long for the configuration to assign the quiescent state to all bits outside the interval. To each element $c$ of the configuration space we associate the vector $|c\rangle$ of the quantum state space, where $|c\rangle (c') = 1$ if $c = c'$ and $|c\rangle (c') = 0$ otherwise. The collection of vectors $\{|c\rangle \mid c \in \mathcal{C}\}$ is a complete orthonormal sequence. It is thus sufficient to show that each $|c\rangle$ has a preimage with respect to $\hat{U}$. This is clear since $U$ preserves quiescent 3-cell blocks and the intervals of $c$ containing the support of $c$ have a preimage with respect to a sufficiently high, but finite, tensor powers of $U$.

The state update rule for a partitioned (1d,1r)-QCA is the composition of two unitary operators: the first permutes the qubits of the 2-way infinite quantum register in the manner described above in the diagram, and the second is an operator of the form we denoted by $\hat{U}$.

We will show how to construct quantum cellular automata based on Watrous’s formalism, but without that formalism’s quiescent states, by using shift-invariant Lebesgue measure on Cantor space. Although QCA’s with quiescent states are strictly sufficient for computational purposes, removing quiescent states as a requirement allows global QCA states with infinite support that allows the state space of
the QCA to be identified with the class of interpretations of logic-based formalism in a formal methods approach to proving the correctness of QCAs with respect to formal specifications.

6.3 Eliminating the Quiescent State

If there is no quiescent state available with respect to suitable state-update rules, then the configuration space becomes uncountably infinite. Let \( \mathbb{Z} \) be the set of integers. The configuration space is given by

\[
\mathcal{C} = \{ c : \mathbb{Z} \rightarrow \{0, 1\} \}
\]

which we can identify with the direct product

\[
\prod_{k \in \mathbb{Z}} \{0, 1\}
\]

Intuitively, the configuration space is the set of all configurations of a 2-way infinite bit register. It is important to realize that the free complex vector space on \( \mathcal{C} \) is not separable since \( \mathcal{C} \) is uncountable [Ger85], and is therefore unsuitable as a Hilbert space containing the quantum states of our infinite register. Regarding the configuration space itself, there is no reason to give any sort of priority to any component of this direct product. Obviously there is no uniform probability distribution on the configuration space, but if we ask what the probability is of drawing “at random” a configuration with a specified finite set of \( j \) components having bit value 0 and \( k \) components having bit value 1 with, say, a probability distribution on \( \{0, 1\} \) with \( \Pr(\{0\}) = p \) and \( \Pr(\{1\}) = 1 - p \), then the probability is \( p^j(1 - p)^k \). The separable Hilbert space \( L^2(\mathcal{C}) \) will produce the correct statistics for the results of observations of bit values of the qubits. To set up \( L^2(\mathcal{C}) \) requires
measurable subsets of the configuration space and measurable functions mapping
the configurations to complex numbers.

We begin with the Cantor topology on $\mathcal{C}$: each standard basic open set of this
topology on the configuration space is determined by a configuration and a finite set
of components, i.e., a finite set of integers. Let $F$ be a finite set of integers and let
c be a configuration. The standard basic open set determined by $F$ and $c$ is the set
of configurations
\[ \{ c' | c(i) = c'(i), \forall i \in F \} \]
i.e., the set of configurations that agree with $c$ on $F$. The open sets of this topology
are arbitrary unions (including the empty union) of the standard basic open sets.
The collection of standard basic opens sets gives no priority to any component over
any other. No subjective weighting of the components is involved. The collection
of Borel sets generated by the Cantor topology consists of the smallest collection of
sets of configurations that contains every open set and is closed under complements
relative to $\mathcal{C}$ and countable union. Let $B_{c,F}$ be the standard basic open set deter-
mined by $c$ and $F$. There is a standard approach to constructing Lebesgue measure
on our set of configurations that we are following.[CR, Fan71] We assign measure
$2^{-n}$ to each standard open set $B_{c,F}$ where $n$ is the size of $F$. Once this assignment is
made, the measure of each Borel set is uniquely determined. The measure assigned
to the Borel sets is said to be incomplete: arbitrary subsets of sets with measure 0,
which need not be Borel, do not have an assigned measure. This poses difficulties for
integrating multi-variable functions defined on direct products of the configuration
space. To complete the measure we include all subsets of Borel sets with measure 0
and assign them measure 0 as well. It turns out that, by the Carathéodory extension
theorem, the measure of each set in the collection of sets, the Lebesgue measurable
sets, that are unions of Borel sets and the newly added measure 0 sets and that
is closed under relative complement and countable union must be the same as the
measure of the Borel set if it is to extend the measure on the Borel sets. The mea-
sure of a Lebesgue measurable set $S$ is denoted by $\mu(S)$. The Lebesgue measurable
functions mapping configurations to complex numbers are those functions for which
every preimage of a Borel set of complex numbers (relative to the standard Euclidean
topology on the set of complex numbers) is a measurable set of configurations. The
considerations concerning the construction of the Lebesgue measure are important
for the unitary operations appropriate for the state transitions of quantum cellular
automata that we will consider below. Once the Lebesgue measure and Lebesgue
measurable functions are in place, the Lebesgue integral of any Lebesgue measurable
function over any measurable set of configurations $E$, denoted as usual by
\[
\int_E f \, d\mu
\]
can then be defined. We do not need the details [Fan71] of the construction of the
Lebesgue integral, but we will need several crucial properties of the integral as we
proceed that we will explicitly mention. Intuitively, two functions that agree on all
inputs except on a set of measure 0 are measure-theoretically indistinguishable. The
next step is to set up an equivalence relation on the measurable functions: $f$ and $g$
are equivalent if, and only if,
\[
\int_C |f - g| \, d\mu = 0
\]
This equivalence relation is a congruence on the set of Lebesgue integrable functions
with respect to addition, multiplication and composition. This means, operationally,
that when we add, multiply or compose functions, we are manipulating their equiv-
ality classes without worry. This is important to an isomorphism we will consider
below. Also, we now have enough to define the Hilbert space of interest. $L^2(\mathcal{C})$
is the Hilbert space consisting of the equivalence classes defined by the equivalence of
measure-theoretically indistinguishable measurable functions that satisfy

\[ \int_C |f|^2 \, d\mu < \infty \]

The inner product \( \langle f | g \rangle \) on \( L^2(C) \) is defined in the well-known way:

\[ \langle f | g \rangle = \int_C f^* g \, d\mu \]

\( L^2(C) \) is isomorphic to \( L^2([0,1]) \). We call the functions whose equivalence classes are in \( L^2(C) \) square summable. A configuration \( c \) is dyadic iff \( c(i) = 0 \) for all but finitely many \( i \), or \( c(i) = 1 \) for all but finitely many \( i \). The Borel set of dyadic configurations is countable, and so has measure 0. Therefore, the values of a square summable function on the dyadic configurations can be ignored, as well as the dyadic configurations themselves. That is, call two Borel sets of configurations equivalent iff their intersections with the non-dyadic configurations are equal. Re-index the components of the configurations in any way in 1-to-1 correspondence with the nonnegative integers, and map each configuration \( c \) to

\[ \sum_{k \in \omega} c(k)2^{-k} \]

which we can denote by \( \eta(c) \). Dyadic configurations map to dyadic rationals; i.e., integer multiples of \( 2^{-k} \) for some \( k \). Again, the dyadic rationals can be ignored. Given a Borel set of configurations \( E \), and a Lebesgue measurable function \( f \) on \( C \),

\[ \int_E f \, d\mu = \int_{\eta(E)} \hat{f} \, d\mu' \]

where \( \mu' \) is the standard Lebesgue measure on the unit interval, and \( \hat{f}(\eta(c)) = f(c) \). In particular, \( L^2(C) \) is separable and the familiar complete orthonormal sequences in \( L^2([0,1]) \) transfer. The probability that a configuration is a member of a particular
measurable set $E$ is just the measure of $E$.

### 6.3.1 Decompositions in terms of tensor products

Consider the following claim:

$$L^2(C) = L^2(C \uparrow F \times C \uparrow (\mathbb{Z} - F)) = L^2(C \uparrow F) \otimes L^2(C \uparrow (\mathbb{Z} - F))$$

If, instead of $L^2$, we had $\text{Free}$, then this claim would be a category-theoretic theorem about tensor construction in the category of complex vector spaces. Does the claim hold for $L^2(C)$? For any two disjoint sets sets $S_1$ and $S_2$ of integers,

$$C \uparrow (S_1 \cup S_2) = C \uparrow S_1 \times C \uparrow S_2$$

More generally, does

$$L^2(C \uparrow (S_1 \cup S_2)) = L^2(C \uparrow S_1 \times C \uparrow S_2) = L^2(C \uparrow S_1) \otimes L^2(C \uparrow S_2)$$

hold, as it would if $L^2$ were replaced with $\text{Free}$? The answer is yes and should be explicitly seen. It first needs to be realized that Lebesgue measure, Lebesgue measurable functions and Lebesgue integrals are defined straightforwardly on finite sets equipped with uniform distributions, but there is a slight mathematical surprise if one hasn’t previously considered $L^2(C)$ over finite sets. Note that every subset of a finite set is Borel if every singleton is, as is the case with the discrete topology. It follows that we don’t need to restrict consideration to configurations over infinite sets.

**Example 6.3.1. Using the Lebesgue integral defined on a uniformly distributed finite set**

Consider the configuration space $\{0, 1\}$ representing the classical values 0 and 1 of
a single bit. Let each of the two elements of the configuration space be assigned measure \( \frac{1}{2} \). The members of \( L^2(\{0,1\}) \) are singleton equivalence classes, so we need only consider functions from \( \{0,1\} \) to the complex numbers \( \mathbb{C} \). Consider the function \( x \) where \( x(0) = \sqrt{2} \) and \( x(1) = 0 \). The norm of \( x \) is \( (\sqrt{2})^2 \) times the measure of \( \{0\} \) plus 0 times the measure of \( \{1\} \). The norm is therefore 1. Thus, \( |0\rangle = x \) and similar considerations apply to \( |1\rangle \). Generally then, the norm of \( a|0\rangle + b|1\rangle \) is \( |a|^2 + |b|^2 \).

### 6.3.2 Factoring \( L^2 \) spaces

A Hamel basis of a vector space is a linearly independent set of vectors that spans, with finite linear combinations, the entire space. It follows using Zorn’s Lemma that every vector space has a Hamel basis.[Ger85] Choose Hamel bases for \( L^2(C \uparrow S_i), \ i = 1,2 \). Since these spaces are separable, it follows that there are complete orthonormal sequences of vectors in each. Choose such a sequence \( Q_i, \ i = 1,2 \), in each. It also follows by the construction of the tensor product space that the set of all pairwise tensor products of \( u_1 \) and \( u_2 \) such that \( u_i \) is in the chosen Hamel basis of \( L^2(C \uparrow S_i), \ i = 1,2 \), is a Hamel basis for \( L^2(C \uparrow S_1) \otimes L^2(C \uparrow S_2) \). [Ger85]. No special properties of the \( L^2 \) construction are involved. It follows from the definition of the inner product on the tensor product space that the countable collection \( R \) of tensor products of vectors \( |p\rangle \) in \( Q_1 \) and \( |q\rangle \) in \( Q_2 \) are pairwise orthogonal. For completeness it suffices to note that every element of the chosen Hamel basis of the tensor product space is given by a convergent (generally infinite) linear combination of vectors in \( R \), and this follows from the identity

\[
(\sum_i a_i |p_i\rangle) \otimes (\sum_j b_j |q_j\rangle) = \sum_{i,j} a_i b_j (|p_i\rangle \otimes |q_j\rangle)
\]
for all square summable sequences \( \{ a_i \}_i, \{ b_j \}_j \). The identity follows from the completeness of \( Q_1 \) and \( Q_2 \), and the definition of inner product and its continuity on the tensor product space. (The identity of course holds for finite linear combinations; there is only something to prove in the case of countably infinite linear combinations.)

A problem with naïve infinitary tensor products

It is tempting to define and establish

\[ L^2(\mathcal{C}) \cong (L^2(\{0,1\}))^\otimes \]

where the right-hand side is a countably infinite tensor product. The problem is that sequences such as

\[ \{ |0\rangle^\otimes n | n \in \omega \} \]

don’t converge. \(|0\rangle^\otimes n\) is the function that maps the zero state of the classical \( n \) bit register to the square root of \( 2^n \) and all other states of the register to 0. The sequence of functions does not converge.

Cellular unitary operators

We consider unitary operators on \( L^2(\mathcal{C}) \). Partition the integers into intervals

\[ I(n) = \{ nk, \ldots, nk + k - 1 \} \]

of length \( k \). Now choose a fixed \( n \) and consider all standard Cantor topology basis sets \( B_{c,I(n)} \), \( \forall c \in \mathcal{C} \). To each \( B_{c,I(n)} \) there corresponds a subspace of \( L^2(\mathcal{C}) \) given by

\( \chi_{B_{c,I(n)}} L^2(\mathcal{C}) \), the subspace of pointwise products of the elements of \( L^2(\mathcal{C}) \) multiplied by the characteristic function of \( B_{c,I(n)} \). These subspaces are all isomorphic to each
other. Moreover there are exactly $2^k$ of them for each fixed $n$ and $L^2(C)$ splits into their orthogonal direct sum. Consider a unitary operator $U$ on the finite dimensional space $L^2(\{0,\ldots,2^k-1\})$. Factor $L^2(C)$ as

$$L^2(C \uparrow \{0,\ldots,2^k-1\}) \otimes L^2(C \uparrow (Z - \{0,\ldots,2^k-1\}))$$

Let operator $U'$ be the Kronecker product of $U$ with the identity operator on the right-hand factor. Now replace $n$ by $n'$ and repeat the construction obtaining, say, operator $V'$. The direct sum decomposition corresponding to $n'$ is isomorphic to the direct sum decomposition corresponding to $n$ and, up to isomorphism between these two direct sum decompositions, $U'$ and $V'$ are the same. We seek unitary operators on $L^2(C)$ that are same up to isomorphism on all such orthogonal direct sum decompositions, for all $n$. Specifically, for radius 1 QCA with $k = 3$.

Let $U_1$ be a unitary operation on $L^2(0,\ldots,7)$. Consider $U'_1$ as above. We have the isomorphism

$$L^2(C) \cong L^2(C \uparrow (Z - \{0,\ldots,7\}))$$

and so there is an operation $U'_2$ on $L^2(C \uparrow (Z - \{0,\ldots,7\}))$ isomorphic to $U'_1$. Let $U'_2$ be the Kronecker product of $U_1$ and $U'_1$. Choose an integer $n$ and repeat the construction for $L^2(C \uparrow (Z - \{3n,\ldots,3n+6\}))$ to obtain $U'_3$, etc. A cellular unitary operator is a unitary operator $W = \lim_{n \to \infty} U'_n$. If we let $k = 1$ and begin with the Hadamard operator on $L^2(\{0,1\})$, then the limit is not defined, for example, but the limit is of course defined and unitary if we begin with the identity operator or any permutation of the computational basis of $L^2(\{0,1\})$. Similar considerations apply when $k = 3$. 
6.4 Specification Logic

In classical computation, there are formal verification methods based on specification logic.\cite{Sho00} Formulas in specification logic take the form

\[
\{ \Phi \} C \{ \Psi \}
\]

where \( \{ \Phi \} \) and \( \{ \Psi \} \) are formulas expressed in some underlying logic (usually first-order predicate calculus) and \( C \) is a command, i.e., a program or fragment of a program. Formal semantics are given by the notion that the state map defined by \( C \) maps a computation state about which \( \{ \Phi \} \) is true to a state about which \( \{ \Psi \} \) is true; i.e.,

\[
[C] \{ \Phi \} \subseteq \{ \Psi \}
\]

where \([C]\) is the usual semantic map on computation states defined by the command \( C \). The analogous specification formulas for quantum computation can be taken to be

\[
\{ \text{Tr}(\rho P^A) \geq p \} U \{ \text{Tr}(\rho P^A) \geq q \}
\]

where \( A \) is an observable, \( P^A_\Delta = \chi_\Delta(A) \), \( \chi_\Delta \) is the characteristic function of effective Borel set \( \Delta \), and \( U \) is a unitary evolution operator.

6.5 Effective Borel Sets

Let \( P(\alpha, x_1, \ldots, x_n) \) be a computable \((1, n)\)-ary relation, where the \( x_i \) are nonnegative integers and \( \alpha \) is a function mapping nonnegative integers to nonnegative integers. \textit{Computable} means that, with an oracle for computing \( \alpha \), we need only use the oracle to compute some finite sequence \( \alpha(0), \ldots, \alpha(k) \) in order to effectively
decide whether or not \( P(\alpha, x_1, \ldots, x_n) \) is true. Consider the formula

\[
\forall x_1 \exists x_2 \cdots Q x_n \, P(\alpha, x_1, \ldots, x_n)
\]

where \( Q \) is either \( \forall \) or \( \exists \), as appropriate, in the alternating quantifier prefix in the above expression. In the conventional notation widely used in mathematical logic [Sho00], the sets of all \( \alpha \) satisfying formulas such as the above are the \((1,0)\)-ary arithmetic relations when interpreted on the natural numbers or any other effectively presented countably infinite set such as the integers. These sets are all Borel and the set of their characteristic functions are the Borel sets of configurations we have been discussing. In a set-theoretic sense these constitute a countable subcollection of the uncountably many distinct Borel sets of configurations we have been implicitly considering, but they include all Borel sets of configurations that can be explicitly defined via the apparatus of formal number theory.
Chapter 7

Conclusion and Future Prospects

*Semantics is a strange kind of applied mathematics; it seeks profound definitions rather than difficult theorems.*

- JOHN C. REYNOLDS (1980)

In the foregoing, we have established the generality of the differential scheme and the flexibility of the differential calculi at its heart, in particular. A “profound definition” was certainly being sought, and has hopefully been achieved, in the formulation of the differential scheme.

7.1 What We Have Done

We have completed the formalization of the differential scheme as envisioned in [Bla00], presenting novel uses for convergence spaces along the way and detailing the properties of convergence spaces that lend themselves to their new application to the differential scheme.

From the formal definition, we have provided specific and meaningful examples of differential calculi, including the continuous differential calculus of classical analysis...
as well as differential calculi on discrete structures (reflexive digraphs).

In keeping with the motivation behind the differential scheme, we have provided specific examples of dynamical systems as instances of the differential scheme, including classical (Turing) computation, via classical cellular automata.

Lastly, we have shown how to extend Watrous’s quantum cellular automata model, overcoming its restriction to configurations with finite support, via probability measures on appropriate $L^2$ spaces.

7.2 Future Work

Further development of our line of investigation could proceed along two general paths. One path would be to enlarge the stock of compelling examples that fit into the differential scheme. Along this path, if a particularly compelling example turns out to not fit into the scheme, the opportunity to conservatively extend the current definition beckons.\footnote{Our existing machinery is tuned to mesh neatly with, e.g., the standard differentials of analysis; extensions of this machinery should not expand the set of differentiable functions in these cases.} Another path is to seek theorems about our generalized dynamical systems that would apply to the broad set of continuous and/or discrete systems already accounted for in the theory (by rough analogy, like the category theoretic solution of recursive domain equations in programming language semantics).

7.2.1 Further Examples

Significant prospects include quantum computation and higher-order computation.
Quantum Computation

We have shown that classical computation fits neatly into the differential scheme in §4.1.1. The case of quantum computation is currently unresolved. It may be that the differential scheme, as defined herein, already subsumes quantum computation. The main issue, as is typical with quantum computation, is establishing the unitarity of the differentials falling out of any natural differential calculi. It is not clear that this can be done under the current differential scheme.

Higher Order Computation

Many applications of filter spaces, including the convergence space-equivalent filter spaces of Hyland [Hyl79], were made in the context of research on higher-order computation. This is a natural area in which to apply our generalized dynamical systems approach.

7.2.2 Further Theorems

Besides classical Turing machines (TMs), the differential scheme accommodates weaker classes of abstract automata, for example, deterministic finite automata (DFAs). The evolution of the global state of different classes of automata are determined by differentials of different types. There should be differential equations whose solutions provide the appropriate state evolution. What might these look like? A TM would require a partial differential equation, as both time and the cell space change. A DFA would only require an ordinary differential equation. What else may be said remains to be investigated.
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