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Abstract

Correlation is often present among observations in a distributed system. This thesis deals with various design issues when correlated data are observed at distributed terminals, including: communicating correlated sources over interference channels, characterizing the common information among dependent random variables, and testing the presence of dependence among observations.

It is well known that separated source and channel coding is optimal for point-to-point communication. However, this is not the case for multi-terminal communications. In this thesis, we study the problem of communicating correlated sources over interference channels (IC), for both the lossless and the lossy case. For lossless case, a sufficient condition is found using the technique of random source partition and correlation preserving codeword generation. The sufficient condition reduces to the Han-Kobayashi achievable rate region for IC with independent observations. Moreover, the proposed coding scheme is optimal for transmitting a special correlated sources over a class of deterministic interference channels. We then study the general case of lossy transmission of two correlated sources over a two-user discrete memoryless interference channel (DMIC). An achievable distortion region is obtained and Gaussian examples are studied.

The second topic is the generalization of Wyner’s definition of common information of a pair of random variables to that of \( N \) random variables. Coding theorems are obtained to show that the same operational meanings for the common information of two random variables apply to that of \( N \) random variables. We establish a monotone property of Wyner’s common information which is in contrast to other notions of the common information, specifically Shannon’s mutual information and Gács and Körner’s common randomness. Later, we extend Wyner’s common information to that of continuous random variables and provide an operational meaning using the Gray-Wyner network with lossy source coding. We show that Wyner’s common information equals the smallest common message rate when the total rate is arbitrarily close to the rate-distortion function with joint decoding.

Finally, we consider the problem of distributed test of statistical independence under communication constraints. Focusing on the Gaussian case because of its tractability, we study in this thesis the characteristics of optimal scalar quantizers for distributed test of independence where the optimality is both in the finite sample regime and in the asymptotic regime.
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Chapter 1

Introduction

Shannon, in his landmark work [1] in 1948, showed that for point-to-point communication, separated source and channel coding incurs no loss of optimality in terms of reliable transmission. This result has important practical applications. Traditional communication systems follow exactly such an approach by separately and independently designing source codes and channel codes. The combination of the two will achieve the same optimality as designing the system considering the source and channel coding together.

However, today’s communication systems are usually distributed, i.e., they consist of multiple transmitters and multiple receivers. Typical multiuser channels includes multiple access channels (MAC), broadcast channels (BC) and interference channels (IC). A MAC models the situation where several transmitters compete for a common communication medium and send individual information to one central node, while in a BC, one central transmitter node broadcast independent information to different users. An IC, on the other hand, models the situation where all transmitters and receivers are distributed.

It has been shown in the literature that separated source and channel coding fails to achieve optimality for multiuser communication systems. Cover, El-Gamal, and Salehi first studied the problem of communicating discrete correlated sources over a MAC [2], and gave a concrete example showing that separated source and channel coding scheme is strictly suboptimal. Han and Costa [3] studied the problem of communicating arbitrarily correlated sources over a discrete memoryless BC and also provided an example showing that the separated scheme is strictly suboptimal for broadcast channels. Recent results on sending correlated Gaussian sources over a Gaussian MAC in [4] proposed joint source and channel coding schemes that uniformly
outperform separated source and channel coding. All of these works imply that a new communication framework is needed for communication over multi-terminal networks, that is, the joint design of source and channel coding. This motivates the study of the first topic of this thesis, namely communicating correlated sources over multiuser channels.

Our primary focus is on interference channels. Due to the decentralized transceiver structure, communication between one sender and its corresponding receiver will cause interference to the communication between other senders and their corresponding receivers. The capacity region of a two user interference channel, where two independent sources are transmitted through a two user interference channel, has been a long standing problem. The first information-theoretic study of this problem dates back to Shannon [5], and extensive research has since been carried out by many authors [6,7,8,9,10,11,12,13,14,16,17,18]. Unfortunately, the problem of characterizing the capacity region of interference channels remains open except for some special cases, such as ICs with strong and very strong interference [7,11,13], and a class of deterministic interference channel [14]. So far, the best known achievable region is due to Han and Kobayashi [12], which includes all the cases where the capacity region is known as special cases.

In this thesis, we study the transmission of two arbitrarily correlated sources over a two-user interference channel. We aim to provide a better understanding on the fundamental performance limits and what is the optimal way in designing source channel matching code utilizing the dependence structure of the sources. Both lossless and lossy cases are studied, i.e., the receivers need to recover their sources with arbitrarily small probability of errors or within certain distortion constraints. The special case of Gaussian sources over Gaussian ICs is also studied.

For arbitrarily correlated sources, the notion of common information arises naturally. In the case that two correlated random variables $X$ and $Y$ can be decomposed as $X = (X', K)$ and $Y = (Y', K)$ such that $X', Y', K$ are mutually independent, the common information between $X$ and $Y$ is clearly $H(K)$, where $H$ is the Shannon entropy function. For general sources, measuring the common information is not an easy task. Indeed, characterizing the common information of dependent random variables has been a topic of research interest in the past decades [56,57,58,59,60] and our focus is on Wyner's common information. However, Wyner's common information was originally proposed for two random variables with finite alphabet. Our focus in this part of the thesis is to generalize this classical notion of common information. In
particular, we provide a generalized Wyner’s common information for $N$ arbitrarily distributed random variables, as well as its extension to continuous random variables.

Test of statistical independence between random variables $X$ and $Y$ has been a classical inference problem [74] and has found a wide range of applications, e.g., in image processing [75], economics [76]. The emerging wireless sensor networks bring new dimensions and challenges to this classical problem as the data are no longer centrally available. Dependence detection in distributed systems is often the first and crucial step in event detection/identification; thus its relevance in various sensor network applications is quite evident. In the centralized case where $X$ and $Y$ sequences are available, this statistical inference problem can be solved straightforwardly by applying some standard statistical inference frameworks [77]. The problem becomes much more interesting and complicated when $X$ and $Y$ are not directly available; instead, compressed versions of $X$ and $Y$ subject to some rate constraints are used for the test of independence. Focusing on the Gaussian case because of its tractability, we study in this thesis the characteristics of optimal scalar quantizers for distributed test of independence where the optimality is in the sense of optimizing the error exponent. We also discuss the optimal quantizer properties for the finite sample regime, i.e., that of directly minimizing the error probability.

In the following, we provide some background knowledge related to this thesis. We start with some primer on interference channels. This is followed by a comprehensive overview of the state of art on communicating correlated sources over multiuser channels. The notion of common information as well as the problem of hypothesis testing with communication constraint are introduced later. We conclude this section by giving an outline of this thesis.

1.1 Discrete memoryless interference channels

The interference channel consists of several transmitters and receivers, where each transmitter sends information to its intended receiver while causing interference to all other receivers. A two user discrete memoryless interference channel (DMIC) can be denoted as \( \{X_1, X_2, Y_1, Y_2, p(y_1y_2|x_1x_2)\} \), where \( X_1, X_2 \) are the channel inputs, \( Y_1, Y_2 \) are the channel outputs and \( p(y_1y_2|x_1x_2) \) is the channel transition probability. The model is shown in Fig. 1.1.

The capacity region for the general DMIC is still unknown. The best known achievable region is due to Han and Kobayashi [12] by using superposition coding.
and joint decoding. A simplified version of the Han and Kobayashi (HK) region was given by Chong et al \[18\], repeated below.

**Proposition 1** (Chong et al \[18, Theorem 2\]) Let $\mathcal{P}$ be the set of probability distributions that factor as $P(q, w_1, w_2, x_1, x_2) = p(q)p(w_1|q)p(w_2|q)p(x_1|w_1q)p(x_2|w_2q)$. Then the rate pair $(R_1, R_2)$ is achievable for a discrete memoryless interference channel $p(y_1y_2|x_1x_2)$, if the following conditions are satisfied:

\[
R_1 < I(X_1; Y_1|QW_2), \tag{1.1}
\]
\[
R_2 < I(X_2; Y_2|QW_1), \tag{1.2}
\]
\[
R_1 + R_2 < I(X_1; Y_1|QW_1W_2) + I(W_1X_2; Y_2|Q), \tag{1.3}
\]
\[
R_1 + R_2 < I(X_2; Y_2|QW_1W_2) + I(W_2X_1; Y_1|Q), \tag{1.4}
\]
\[
R_1 + R_2 < I(W_2X_1; Y_1|QW_1) + I(W_1X_2; Y_2|QW_2), \tag{1.5}
\]
\[
2R_1 + R_2 < I(X_1; Y_1|QW_1W_2) + I(W_2X_1; Y_1|Q) + I(W_1X_2; Y_2|QW_2), \tag{1.6}
\]
\[
R_1 + 2R_2 < I(X_2; Y_2|QW_1W_2) + I(W_1X_2; Y_1|QW_1). \tag{1.7}
\]

1.2 Communicating correlated sources over MAC

Communicating correlated sources over multi-terminal networks have been a topic of research interest in the past decades. Slepian and Wolf \[19\] studied the problem of communicating correlated information over a two-user multiple access channel where the correlation is of a special structure in the form of three independent sources, with
one of them observed by both encoders while each of the other two observed only at individual encoders. Later, Cover, El Gamal, and Salehi studied the problem of communicating discrete correlated sources over a multiple access channel (MAC) [2], where the correlation structure can be arbitrary. A sufficient condition was obtained for the lossless transmission of such correlated source pair over a multiple access channel.

**Proposition 2** ([2, Theorem 1]) A source pair \((S^n, T^n) \sim \prod_{i=1}^{n} p(s_i, t_i)\) can be sent with arbitrarily small probability of error over a discrete memoryless multiple access channel \(p(y|x_1, x_2)\) if

\[
H(S|T) < I(X_1; Y|X_2TW),
\]

\[
H(T|S) < I(X_2; Y|X_1SW),
\]

\[
H(ST|K) < I(X_1X_2; Y|KW),
\]

\[
H(ST) < I(X_1X_2; Y),
\]

where

\[
p(s, t, w, x_1, x_2, y) = p(w)p(s, t)p(x_1|sw)p(x_2|tw)p(y|x_1x_2),
\]

and \(K = f(S) = g(T)\) is the common part of two variables \((S, T)\), in the sense of Gács, Körner [23] and Witsenhausen [58].

The key technique in deriving the sufficient condition is the correlation preserving codeword generation. For fixed distribution \(p(w), p(x_1|w, s), p(x_2|w, t)\), independently generate one codeword \(w^n(k^n) \sim \prod_{i=1}^{n} p(w_i)\) for each \(k^n \in \mathcal{K}^n\) that carries the information of the common part. Next, for each source sequence \(s^n \in \mathcal{S}^n\), find the corresponding \(k^n = f(s^n) = (f(s_1), f(s_2), \ldots, f(s_n))\) and independently generate one codeword \(x_1^n \sim \prod_{i=1}^{n} p(x_{1i}|s_i, w_i)\). The codeword \(x_2^n\) is similarly generated. Therefore, the correlation between the source pair induces correlation in the generated codewords, the so-called correlation preserving codeword generation. To transmit \(s^n\), encoder 1 sends the corresponding codeword \(x_1^n\). Similarly encoder 2 sends the corresponding codeword \(x_2^n\) for the given source sequence \(t^n \in \mathcal{T}^n\). The decoder uses joint typicality decoding: upon receiving \(y^n\), the decoder finds a unique pair of \((s^n, t^n)\) such that \((s^n, t^n, k^n, w^n, x_1^n, x_2^n, y^n) \in \mathcal{T}_\epsilon^n(STKWX_1X_2Y)\).

This sufficient condition includes various known capacity results as its special cases. These include the capacity region for a MAC [20, 21]; distributed lossless source coding, i.e., the Slepian-Wolf coding [22]; cooperative multiple access channel.
capacity; and the correlated source multiple access channel capacity region of Slepian and Wolf [19]. The key technique used in [2], aside from making use of the so-called common part of correlated random variables (in the sense of Gács, Körner [23] and Witsenhausen [58]), is the correlation preserving codeword generation. By generating codewords that depend, probabilistically, on the source sequences, the correlation between the sources induces correlation in the generated codewords. In addition, a simple example was given to show that the separation approach which concatenates a Slepian-Wolf code [22] and the optimal channel code for MAC [20, 21] is strictly suboptimal.

1.3 Communicating correlated sources over BC

Han and Costa [3] studied the problem of communicating arbitrarily correlated sources over a discrete memoryless BC and obtained the following sufficient condition for the lossless transmission of such correlated sources over a BC.

**Proposition 3** (Han and Costa [3], with correction by Kramer and Nair [25]) A source pair $(S^n, T^n) \sim \prod_{i=1}^n p(s_i, t_i)$ can be sent with arbitrarily small probability of error over a discrete memoryless broadcast channel $p(y_1, y_2|x)$ if there exist auxiliary random variables $W, U, V$ satisfying the Markov chain property $ST \rightarrow WUV \rightarrow X \rightarrow Y_1Y_2$ such that

$$H(S) < I(SWU; Y_1) - I(T; WU|S), \quad (1.13)$$

$$H(T) < I(TWV; Y_2) - I(S; WV|T), \quad (1.14)$$

$$H(ST) < \min\{I(W; Y_1), I(W; Y_2)\} + I(SU; Y_1|W), \quad (1.15)$$

$$+ I(TV; Y_2|W) - I(SU; TV|W), \quad (1.16)$$

$$H(ST) < I(SWU; Y_1) + I(TWV; Y_2) - I(SU; TV|W) - I(ST; W). \quad (1.17)$$

The sufficient condition derived in [3] (with correction by Kramer and Nair [25]) recovers the Marton region for broadcast channels with independent messages [26, Theorem 2]. In [27], Minero and Kim proposed an alternative coding scheme and the obtained region was shown to be equivalent to that of Han and Costa. It was pointed out in [27] that the common part does not play a role for the broadcast channel case which is consistent with engineering intuition because of the centralized transmitter. We comment here that the same coding scheme proposed by Han and Costa can also
be easily modified to obtain the same region without the use of the common part, as to be elaborated in chapter 2.

Notice that the above conditions in Proposition 3, due to Minero and Kim [27], are slightly different from the original expressions in [3]. The original expressions in [3] involve the common part $K$ although the region was shown to be equivalent to that specified in Proposition 2 [27].

The key technique in Han and Coast’s coding scheme that is of particular use to our problem is random source partition, which reminisces superposition coding for the channel coding problem. Specifically, source sequences $s^n \in \mathcal{S}^n$, $t^n \in \mathcal{T}^n$ are randomly placed into $2^{n\rho_1}$ and $2^{n\rho_2}$ cells, respectively. The cell indices for $s^n$ and $t^n$, denoted by $\alpha$ and $\beta$, respectively, play the role as the common information to be decoded by both receivers. The coding scheme is sketched as follows: fix distribution $p(w), p(u|w, s)$, and $p(v|w, t)$. For each $\alpha, \beta$ and $k^n$, independently generate $2^{n\rho_0}$ codewords $w^n(\alpha, \beta, k^n) \sim \prod_{i=1}^n p(w_i)$. Next, for each pair of $(s^n, w^n)$, independently generate $2^{n\rho_1}$ codewords $u^n(s^n, w^n) \sim \prod_{i=1}^n p(u_i|s_i, w_i)$, and $2^{n\rho_2}$ codewords $v^n(t^n, w^n) \sim \prod_{i=1}^n p(v_i|t_i, w_i)$. For each pair of source sequences $(s^n, t^n)$, the encoder will choose a triple $(w^n, u^n, v^n)$ such that $(s^n, t^n, k^n, w^n, u^n, v^n) \in T^n(\overline{STKWUV})$, which is ensured with high probability by properly chosen $\rho_1, \rho_2$ and $\rho_3$. The two decoders use joint typicality decoding, that is, decoder $Y_1$ finds a unique sequence $s^n$ such that $(s^n, k^n, w^n, u^n, y^n_1) \in T^n(\overline{SKWUY}_1)$. Similarly, decoder $Y_2$ finds a unique sequence $t^n$ such that $(t^n, k^n, w^n, v^n, y^n_2) \in T^n(\overline{TKWVY}_2)$.

In [27], Minero and Kim proposed an alternative, and conceptually simple, coding scheme. The obtained region does not involve the common part $K$ of the two variables $(S, T)$, but was shown to be equivalent to that of Han and Costa, thus yielding the intuitive explanation that the common part does not play a role for the broadcast channel case because of the centralized transmitter. Indeed, the same coding scheme proposed by Han and Costa can also be easily modified to obtain the same region without the use of the common part. For the encoding scheme in [3], sketched above, if we remove the part related to the common variable $K$, in both the encoding and decoding processes, straightforward error probability analysis leads to the same sufficient condition as in Proposition 3.
1.4 Wyner’s common information for two random variables

Consider a pair of dependent random variables $X$ and $Y$ with joint distribution $P(x, y)$. Characterizing the common information between $X$ and $Y$ has been a topic of research interest in the past decades [56, 57, 58, 59, 60]. There have been three classical notions reported in the literature.

**Shannon’s [1] mutual information** $I(X; Y)$

Shannon’s mutual information measures how much uncertainty can be reduced with respect to one random variable by observation the other random variable. In the case that $X$ and $Y$ are independent, mutual information $I(X; Y) = 0$, indicating that observing one variable $X$ does not give any information about $Y$ and vice versa. Shannon’s mutual information carries operational meanings that are instrumental in laying the foundation for information theory.

**Gács and Körner’s [56] common randomness** $K(X, Y)$

Consider a pair of independent and identically distributed random sequences $X^n, Y^n$ with each pair $(X_i, Y_i) \sim P(x, y)$. These two sequences are observed respectively by two nodes, which attempt to map the sequences to a common message set $\mathcal{W}$. Specifically, let $f_n$ and $g_n$ be such mappings, i.e.,

$$
\begin{align*}
    f_n : & \quad X^n \rightarrow \mathcal{W}, \\
    g_n : & \quad Y^n \rightarrow \mathcal{W}.
\end{align*}
$$

Define $\epsilon_n = Pr(W_1 \neq W_2)$ where $W_1 = f_n(X^n)$ and $W_2 = g_n(Y^n)$. Gács and Körner’s common randomness is defined as

$$
K(X, Y) = \lim_{n \rightarrow \infty, \epsilon_n \rightarrow 0} \frac{1}{n} H(W_1).
$$

Gács and Körner’s common randomness has found extensive applications in cryptography, i.e., for key generation [63,61,62]. On the other hand, the common randomness notion is rather restrictive as it equals 0 in most cases except for the following special case (or random variable pairs that can be converted to such distributions through relabeling of realizations, i.e., permutation of joint distribution matrix). Let $X$ and $Y$ be $X = (X', V)$ and $Y = (Y', V)$, respectively, where $X', Y', V$ are independent. Clearly, the common part between $X$ and $Y$ is $V$ and it follows that $K(X; Y) = H(V)$. Note that for this example $I(X; Y) = K(X; Y) = H(V)$. 


Wyner’s \cite{59} common information $C(X,Y)$

Wyner’s common information is defined as

$$C(X,Y) = \min_{X \rightarrow W \rightarrow Y} I(XY; W). \quad (1.18)$$

Thus the hidden (or auxiliary) variable $W$ induces a Markov chain $X - W - Y$, or, equivalently, a conditional independence structure of $X, Y$ being independent given $W$. Wyner gave two operational meanings for the above definition. The first approach is shown in Fig. 1.2. The encoder observes a pair of sequences $(X^n, Y^n)$, and maps them to three messages $W_0, W_1, W_2$, taking values in alphabets of respective sizes $2^{nR_0}, 2^{nR_1}, 2^{nR_2}$. Decoder 1, upon receiving $(W_0, W_1)$, needs to reproduce $X^n$ reliably while decoder 2, upon receiving $(W_0, W_2)$, needs to reproduce $Y^n$ reliably. Let $C_1$ be the infimum of all admissible $R_0$ for the system in Fig. 1 such that the total rate $R_0 + R_1 + R_2 \approx H(X,Y)$.

The second approach is shown in Fig. 1.3. A common input $W$, uniformly distributed on $W = \{1, \ldots, 2^{nR_0}\}$ is given to two separate processors which are otherwise independent of each other. These processors (random variable generators) generating independent and identically distributed sequences according to $q_1(X|W)$ and $q_2(Y|W)$ respectively. The output sequences of the two processors are denoted by $\tilde{X}^n$ and $\tilde{Y}^n$ respectively. Thus the joint distribution of the output sequences is,

$$Q(\tilde{X}^n, \tilde{Y}^n) = \sum_{w \in W} \frac{1}{W} q_1(X^n|W)q_2(Y^n|W). \quad (1.19)$$

Define $C_2$ of $(X,Y)$ to be infimum of rate $R_0$ for the common input such that $q(\tilde{X}^n, \tilde{Y}^n)$ close to $p(X^n, Y^n)$, where the closeness is defined using the average divergence of the two distributions

$$D_n(P, Q) = \frac{1}{n} \sum_{x^n \in X^n, y^n \in Y^n} P(x^n, y^n) \log \frac{P(x^n, y^n)}{Q(x^n, y^n)}. \quad (1.20)$$

Wyner proved that

$$C_1 = C_2 = C(X,Y). \quad (1.21)$$

It was observed in \cite{59} that

$$K(X,Y) \leq I(X; Y) \leq C(X,Y). \quad (1.22)$$

Wyner \cite{59} and Witsenhausen \cite{60} also provide several examples on how to calculate the common information $C(X,Y)$. For the example of $X = (X', V)$ and $Y = (Y', V)$ with $(X', Y', V)$ mutually independent, $C(X,Y) = I(X; Y) = K(X,Y) = H(V)$. 9
1.5 Hypothesis testing with communication constraints

Consider the classical hypothesis testing problem, $H_0 : X \sim P(X)$ against $H_1 : X \sim Q(X)$. Suppose that a length $n$ sequence $x^n = (x_1, x_2, \ldots, x_n)$ is emitted from a source that is assumed to have a probability distribution of $\prod_{i=1}^{n} P(x_i)$ under $H_0$ and $\prod_{i=1}^{n} Q(x_i)$ under $H_1$. By fully observing the data $x^n$, the statistician attempts to decide, which hypothesis of $H_0$ or $H_1$ is true. It is easy to show that any reasonable test will lead to a diminishing error probability as $n$ grows to infinity. Thus a sensible criterion is the speed with which the error probability approaches zero, i.e., the error
exponent characterization. Under the Neyman-Pearson criterion, Stein’s lemma [35, Theorem 12.8.1] gives us the best error exponent of second kind of error $\beta_n$, under the condition that the first kind of error probability $\alpha_n \leq \epsilon$ for a prescribed $0 < \epsilon < 1$.

On the other hand, in some cases, such as in resource constrained sensor network, it is expensive to transmit all the sampling data to the central processor. Instead, local sensors encode the data $x^n$ and transmit its encoded version $f(x^n)$ with rate constraint $R$ (data compression). It is trivial to see that the introduction of such a rate constraint adds no new aspects in such a simple hypothesis testing problem, because even one bit (local sensor sends the binary decision to the central processor) is sufficient for the statistician to attain the same optimal decision as that attained with the full knowledge of $x^n$.

Things will change dramatically, however, if we consider the distributed bivariate hypothesis testing $H_0 : XY$ against $H_1 : \bar{X}\bar{Y}$, i.e., $x^n$ from $X^n(\bar{X}^n)$ and $y^n$ from $Y^n(\bar{Y}^n)$ are communicated with rate constraints $R_1$ and $R_2$, separately, at remote sites. The distributed behavior in this framework makes the problem extremely involved. Characterizing optimal error exponents for dependence test with communication constraints was first considered by Ahlswede and Csiszár [78]. In particular, for the special case of test of independence problem with one sided data compression, i.e., $R_2 = \infty$, a single letter characterization of the optimal error exponent was obtained in [78]. An overview of related work can be found in [80] and the references therein.

We now formally state the problem as follows.

Consider the bivariate hypothesis testing problem:

\[
H_0 : \; XY \sim P(XY), \\
H_1 : \; XY \sim Q(XY).
\]  

We will denote $H_0 : XY$ and $H_1 : \bar{X}\bar{Y}$ for continence.

The data sequences $x^n = (x_1, x_2, \ldots, x_n)$ and $y^n = (y_1, y_2, \ldots, y_n)$ are communicated by two separate encoders:

\[
\phi_1 : \; \mathcal{X}^n \rightarrow \mu_1 = \{1, 2, \ldots, M_1\}, \\
\phi_2 : \; \mathcal{Y}^n \rightarrow \mu_2 = \{1, 2, \ldots, M_2\},
\]

with rates $R_1$ and $R_2$ defined in the sense that, for any fixed $\eta > 0$,

\[
\frac{1}{n} \log M_1 \leq R_1 + \eta,
\]
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\[
\frac{1}{n} \log M_2 \leq R_2 + \eta. \tag{1.28}
\]

The decoder \( \psi : \mu_1 \times \mu_2 \to \{H_0, H_1\} \), observes outputs \((\phi_1(x^n), \phi_2(y^n))\) from two encoders \( \phi_1 \) and \( \phi_2 \) and decide which of the two hypothesis \( H_0 \) and \( H_1 \) is true. That is, the decoder declares that \( H_0 \) is true if \( \psi = H_0 \), and that \( H_1 \) is true if \( \psi = H_1 \).

The acceptance region \( A_n \) is defined as
\[
A_n = \{(x^n, y^n) \in X^n \times Y^n : \psi(\phi_1(x^n), \phi_2(y^n)) = H_0\} \tag{1.29}
\]

The first kind of error is defined as
\[
\alpha_n = \Pr(X^nY^n \in A_n^c), \tag{1.30}
\]
and the probability of second kind of error is defined as
\[
\beta_n = \Pr(\bar{X}^n\bar{Y}^n \in A_n). \tag{1.31}
\]

With these notations, the hypothesis testing problem is formulated as follows. For any fixed \( 0 < \epsilon < 1 \), impose the condition \( \alpha_n \leq \epsilon \), and define
\[
\beta_n(R_1, R_2, \eta, \epsilon) = \min_{\phi_1, \phi_2, \psi} \beta_n \tag{1.32}
\]
Further, define
\[
\theta(R_1, R_2, \eta, \epsilon) = \liminf_{n \to \infty} \frac{1}{n} \log \beta_n(R_1, R_2, \eta, \epsilon) \tag{1.33}
\]
\[
\theta(R_1, R_2, \epsilon) = \lim_{\eta \to 0} \theta(R_1, R_2, \eta, \epsilon) \tag{1.34}
\]
where, \( \theta(R_1, R_2, \epsilon) \) is the error exponent for the hypothesis testing of \( H_0 \) against \( H_1 \). The goal is to characterize \( \theta(R_1, R_2, \epsilon) \) for different \( R_1 \) and \( R_2 \).

One important special case is when \( y^n \) is fully available at the decoder side, i.e., \( R_2 \geq \log |Y| \). In this case, we set
\[
\theta(R, \epsilon) = \theta(R_1, \log |Y|, \epsilon) \tag{1.35}
\]

For this general two sided hypothesis testing problem, we have the following proposition due to Han [79].

**Proposition 4** ([79, Theorem 6]) Define two sets of finite-value taking auxiliary random variables:

\[
L_1(R_1, R_2) = \{UV : I(U; X) \leq R_1, I(V; Y) \leq R_2 \text{ and } U \to X \to Y \to V\}
\]
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and let \( \hat{U}, \hat{V} \) be the random variables such that \( p(\hat{U}|X) = p(U|X) \) and \( p(\hat{V}|Y) = p(V|Y) \). Furthermore, define

\[
\theta_L(R_1, R_2) = \sup_{UV \in L^2(R_1, R_2)} \min_{\hat{U} \hat{X} \hat{Y} \hat{V} \in L^2(UV)} D(\hat{U} \hat{X} \hat{Y} \hat{V} || \hat{U} \hat{X} \hat{Y} \hat{V})
\]

Then we have the following result. Let \( \theta(R_1, R_2, \epsilon) \) be the error exponent for the hypothesis testing of \( H_0 \) against \( H_1 \). Then, for any \( R_1 \geq 0, R_2 \geq 0 \) and \( 0 < \epsilon < 1 \),

\[
\theta(R_1, R_2, \epsilon) \geq \theta_L(R_1, R_2).
\]

In the case of test of independent, we have the following corollary.

**Corollary 1** ([79, Corollary 6]) Consider the case where \( p(\hat{X}) = p(X), p(\hat{Y}) = p(Y) \), and \( \hat{X}, \hat{Y} \) are independent. Then, for \( R_1 \geq 0, R_2 \geq 0 \) and \( 0 < \epsilon < 1 \),

\[
\theta(R_1, R_2, \epsilon) \geq \max_{U \in L^1(R_1, R_2)} I(U; V)
\]

### 1.6 Outline of the thesis

This thesis attempts to make progress toward a better understanding of various issues related to correlated sources in distributed systems, including: how to exploit correlation structure to facilitate transmission of correlated sources over interference channels, how to characterize the common information of random variables that carries meaningful operational interpretation, and how to detect the presence of data dependence in a distributed network.

This thesis intends to make progress to have a better understanding of communicating correlated sources over multi-terminal channels, as well as to have a better understanding of the dependence structure in correlated sources.

In Chapter 2, communicating arbitrarily correlated sources over interference channels is considered. A sufficient condition is found for the lossless transmission of a pair of correlated sources over a discrete memoryless interference channel. With independent sources, the sufficient condition reduces to the Han-Kobayashi achievable rate region for the interference channel. For a special correlation structure (in the sense
of Slepian-Wolf, 1973), the proposed region reduces to the known achievable region for interference channels with common information. A simple example is given to show that the separation approach, with Slepian-Wolf encoding followed by optimal channel coding, is strictly suboptimal.

In Chapter 3, we consider the transmission of two correlated Gaussian sources over a two-user Gaussian ZIC. To facilitate our study, we first investigate Gaussian multiple access channels with correlated Gaussian sources and single distortion constraint at the receiver. Lower bounds on the distortion as well as several achievable schemes are proposed. In particular, hybrid digital analog transmission is proposed whose achievable region is resolved through coupling it with the quadratic Gaussian CEO problem. These lower bounds and achievable schemes are then applied to the source channel communication over Gaussian ZIC.

In Chapter 4, we consider lossy transmission of two correlated sources over a two-user discrete memoryless interference channel (DMIC). An achievable distortion region is obtained and it is shown that it includes Salehi and Kurtas’s result [28] on lossless transmission of correlated sources over a DMIC as a special case. Sending correlated Gaussian sources over a Gaussian interference channel is also studied, and several achievable schemes as well as lower bounds are proposed.

Chapter 5 generalizes Wyner’s definition of common information of a pair of random variables to that of \( N \) random variables. We prove coding theorems that show the same operational meanings for the common information of two random variables generalize to that of \( N \) random variables. As a byproduct of our proof, we show that the Gray-Wyner source coding network can be generalized to \( N \) source sequences with \( N \) decoders. We also establish a monotone property of Wyner’s common information which is in contrast to other notions of the common information, specifically Shannon’s mutual information and Gács and Körner’s common randomness. Examples about the computation of Wyner’s common information of \( N \) random variables are also given.

In Chapter 6, Wyner’s common information is generalized for continuous random variables. We provide an operational meaning for such generalization using the Gray-Wyner network with lossy source coding. Specifically, a Gray-Wyner network consists of one encoder and two decoders. A sequence of independent copies of a pair of random variables \((X,Y) \sim p(x,y)\) is encoded into three messages, one of them is a common input to both decoders. The two decoders attempt to reconstruct the two sequences respectively subject to individual distortion constraints. We show
that Wyner’s common information equals the smallest common message rate when the total rate is arbitrarily close to the rate-distortion function with joint decoding. A surprising observation is that such equality holds independent of the values of distortion constraints as long as the distortions are less than certain thresholds. An interpretation for such thresholds is given for the symmetric case.

In Chapter 7, we consider the problem of distributed test of statistical independence under communication constraints. While independence test is frequently encountered in various applications, distributed independence test is particularly useful for events detection in sensor networks: data correlation often occurs among sensor observations in the presence of a target. Focusing on the Gaussian case because of its tractability, we study in this chapter the characteristics of optimal scalar quantizers for distributed test of independence where the optimality is in the sense of optimizing the error exponent. We also discuss the optimal quantizer properties for the finite sample regime, i.e., that of directly minimizing the error probability.

We conclude the thesis in Chapter 8 by summarizing the major contributions as well as possible directions for future work.
Chapter 2

Interference Channels With Arbitrarily Correlated Sources: The Lossless Case

Communicating correlated sources over interference channels has previously been studied by Salehi and Kurtas [28]. However, the obtained rate region, derived by largely following the coding scheme for MAC [2,29] does not reduce to the well known Han and Kobayashi (HK) region for interference channels [12] when the sources are independent. The HK region, originally proposed in 1981 [12] and recently simplified by Chong et al [18], remains to be the largest achievable rate region for interference channels with independent messages. In addition, there is no definitive answer to the question of whether the separation approach is strictly suboptimal, even though intuition suggests that this is likely the case.

In this chapter, we derive a sufficient condition for lossless transmission of a pair of arbitrarily correlated sources over a discrete memoryless interference channel (DMIC). The coding scheme takes advantage of the common part of the random source pair, if it exists. Moreover, it utilizes the correlation preserving technique for the multiple access channel [2] and the random source partition for the broadcast channel [3]. We show that the proposed region includes the HK region as its special case. In addition, for a special correlation structure (in the sense of Slepian-Wolf, 1973 [19]), the proposed region coincides with the known achievable region for interference channels with common information [30,31,32]. Finally, the proposed coding scheme is shown to be optimal for transmitting such set of correlated sources over a class of deterministic interference channels studied by El Gamal and Costa [14].
The rest of this chapter is organized as follows. Section 2.1 gives the problem formulation and introduces some previous results related to this work. The main result as well as its implications are presented in Section 2.2. Section 2.3 concludes this chapter.

### 2.1 Problem statement

The model studied in this chapter is shown in Fig. 2.1. The source sequences \((S^n, T^n)\) are arbitrarily correlated discrete memoryless sources, generated independently according to:

\[
p(s^n, t^n) = \prod_{i=1}^{n} p(s_i, t_i). \tag{2.1}
\]

This pair of source sequences \(S^n\) and \(T^n\) are to be transmitted losslessly over a two user DMIC defined by the transition probability \(p(y_1y_2|x_1x_2)\), where \(X_1, X_2\) are the channel inputs and \(Y_1, Y_2\) are the channel outputs.

A length \(n\) source channel block code for the channel consists of two encoder mappings:

\[
\psi_1 : S^n \rightarrow X_1^n, \tag{2.2}
\]

\[
\psi_2 : T^n \rightarrow X_2^n. \tag{2.3}
\]

and two decoder mappings:

\[
\phi_1 : Y_1^n \rightarrow S^n, \tag{2.4}
\]

\[
\phi_2 : Y_2^n \rightarrow T^n. \tag{2.5}
\]
The probability of error at decoders 1 and 2 are defined as

\[ P_{e1} = \sum_{s^n \in S^n} p(s^n) Pr\{s^n \neq \phi_1(y^n_1)|S^n = s^n\}, \tag{2.6} \]

\[ P_{e2} = \sum_{t^n \in T^n} p(t^n) Pr\{t^n \neq \phi_2(y^n_2)|T^n = t^n\}. \tag{2.7} \]

**Definition 1** The source \((S,T) \sim \prod_{i=1}^n p(s_i, t_i)\) is said to be admissible for the interference channel \(p(y_1 y_2|x_1 x_2)\) if for any \(\epsilon \in (0,1)\) and sufficiently large \(n\), there exist a sequence of block codes \((\psi_1, \psi_2, \phi_1, \phi_2)\) such that

\[ \max\{P_{e1}, P_{e2}\} \leq \epsilon. \tag{2.8} \]

The goal is to find a sufficient condition for a source pair \((S,T)\) to be admissible for a given DMIC.

### 2.2 A sufficient condition

We begin with a quick review of the HK achievable rate region for interference channels with independent messages. The major ingredients in the coding scheme for the HK region are rate splitting and joint decoding. Specifically, user \(i\), \(i = 1, 2\), splits the message \(M_i\) into two parts, common message \(M_{i0}\) and private message \(M_{i1}\). Therefore, \(|M_i| = |M_{i0}| \times |M_{i1}|\) where \(|·|\) denotes the cardinality of a set. The common message needs to be decoded by both decoders and the private message is only intended for its own receiver. This rate splitting can be implemented using sequential superposition encoding as described in [18]. Let \(R_{ij} = \frac{1}{n} \log |M_{ij}|\), \(i = 1, 2\) and \(j = 0, 1\). First generate \(2^{nR_{i0}}\) auxiliary codewords \(w^n_i\), which carry the information of common message \(M_{i0}\). Next, for each \(W^n_i\), generate \(2^{nR_{i1}}\) codewords \(x^n_i\) superimposed on top of \(w^n_i\), which carry the information of the private message \(M_{i1}\). Each decoder jointly decodes both common messages and its own private message, i.e., decoder 1 finds unique codewords \(w^n_1, w^n_2\) and \(x^n_1\) such that \((w^n_1, w^n_2, x^n_1, y^n_1) \in T^n_\epsilon(W_1 W_2 X_1 Y_1)\), and decoder 2 finds unique codewords \(w^n_1, w^n_2\) and \(x^n_2\) such that \((w^n_1, w^n_2, x^n_2, y^n_2) \in T^n_\epsilon(W_1 W_2 X_2 Y_2)\).

Consider now the model of interest in the present chapter, i.e., DMIC with correlated sources. Let us first disregard the common part \(K\) between the source variables \(S\) and \(T\). We start with Han and Costa’s random source partition: the sequences \(s^n \in S^n\) and \(t^n \in T^n\) are randomly placed respectively into \(2^{nr_1}\) and \(2^{nr_2}\) cells. This source partition is tantamount to rate splitting in the channel coding problem: the
The cell index associated with a given sequence plays the role of common information and the index of the source within the cell the private information. This is then followed by superposition coding [18]. First generate an auxiliary codeword $w_i^n$ for each cell index. The codeword $x_i^n$ is then generated to be superimposed on top of $w_i^n$ that also carries the source index within the cell. Different from [18] is that the codeword $x_i^n$ is statistically dependent on the input source, thereby preserving the correlation contained in the original source pair. The common part $K$, if it exists, is then put back in the encoding process by generating an auxiliary codeword $w_0^n$. This codeword, known to both encoders, will be used in generating all the other codewords through a superposition code structure. This encoding process is illustrated in Fig. 2.2.

For decoders, joint typicality decoding is used at both decoders. That is, decoder 1 finds a unique $s^n$ such that $(s^n, k^n, w_0^n, w_1^n, x^n_1, y^n_1) \in T^n(SKW_0W_1X_1W_2Y_1)$, and decoder 2 finds a unique $t^n$ such that $(t^n, k^n, w_0^n, w_2^n, x^n_2, y^n_2) \in T^n(TKW_0W_2X_2W_1Y_2)$.

The above coding scheme leads to the following sufficient condition for lossless transmission of a correlated source pair over a DMIC.

**Theorem 1** A source pair $(S,T) \sim p(s,t)$ is admissible for a discrete memoryless interference channel $p(y_1,y_2|x_1,x_2)$ if there exist auxiliary random variables $W_0,W_1,W_2$.
with joint distribution of all the variables factoring as:

\[
p(s, t, w_0, w_1, w_2, x_1, x_2) = p(s, t)p(w_0)p(w_1|w_0)p(w_2|w_0)p(x_1|sw_1w_0)p(x_2|tw_2w_0),
\]

(2.9)

and that the following conditions are satisfied:

\[
H(S|K) < I(SX_1; Y_1|W_0W_2K),
\]

(2.10)

\[
H(T|K) < I(TX_2; Y_2|W_0W_1K),
\]

(2.11)

\[
H(S) < I(W_0W_2SX_1; Y_1),
\]

(2.12)

\[
H(T) < I(W_0W_1TX_2; Y_2),
\]

(2.13)

\[
H(S|K) + H(T|K) < I(SX_1; Y_1|W_0W_1W_2K) + I(W_1TX_2; Y_2|W_0K),
\]

(2.14)

\[
H(S|K) + H(T|K) < I(TX_2; Y_2|W_0W_1W_2K) + I(W_2SX_1; Y_1|W_0K),
\]

(2.15)

\[
H(S|K) + H(T|K) < I(SW_2X_1; Y_1|W_0W_1W_2K) + I(W_1TX_2; Y_2|W_0W_2K),
\]

(2.16)

\[
H(S|K) + H(T) < I(W_0W_1TX_2; Y_2) + I(SX_1; Y_1|W_0W_1W_2K),
\]

(2.17)

\[
H(S) + H(T|K) < I(W_0W_2SX_1; Y_1) + I(TX_2; Y_2|W_0W_1W_2K),
\]

(2.18)

\[
2H(S|K) + H(T|K) < I(SX_1; Y_1|W_0W_1W_2K) + I(SW_2X_1; Y_1|W_0K)
+ I(TW_1X_2; Y_2|W_0W_2K),
\]

(2.19)

\[
H(S|K) + 2H(T|K) < I(TX_2; Y_2|W_0W_1W_2K) + I(TW_1X_2; Y_2|W_0K)
+ I(SW_2X_1; Y_1|W_0W_1K),
\]

(2.20)

\[
H(S) + H(S|K) + H(T|K) < I(SX_1; Y_1|W_0W_1W_2K) + I(W_0W_2SX_1; Y_1)
+ I(TW_1X_2; Y_2|W_0W_2K),
\]

(2.21)

\[
H(T) + H(S|K) + H(T|K) < I(TX_2; Y_2|W_0W_1W_2K) + I(W_0W_1TX_2; Y_2)
+ I(SW_2X_1; Y_1|W_0W_1K),
\]

(2.22)

where \( K = f(S) = g(T) \) is the common part of \( S \) and \( T \) in the sense of Gács, Körner [23] and Witsenhausen [58].

The proof of Theorem 1 is given in Appendix A.

**Remark 1:** Separate source and channel coding is known to be strictly suboptimal for transmitting correlated sources over multiple access channels [2] and broadcast channels [3]. The same statement can be made for transmitting correlated sources.
over interference channels. Consider the special case of transmitting the triangular source \((S,T)\) as in [2] with the joint distribution \(p(s,t)\) given by

\[
p(s = 0, t = 0) = p(s = 1, t = 0) = p(s = 1, t = 1) = \frac{1}{3},
\]

(2.23)

over an interference channel defined by \(Y_1 = X_1\) and \(Y_2 = X_1 + X_2\), where \(\mathcal{X}_1 = \mathcal{X}_2 = \mathcal{Y}_1 = \{0, 1\}\) and \(\mathcal{Y}_2 = \{0, 1, 2\}\). Notice that this is a special case of one sided deterministic interference channels studied in [14], where the sum rate capacity is given by

\[
R_1 + R_2 \leq \max_{p(x_1)p(x_2)} H(Y_2) = 1.5.
\]

(2.24)

For the source pair, \(H(S,T) = \log_2 3 = 1.58\) bits, therefore, lossless transmission is not attainable by a simple concatenation of the Slepian-Wolf code followed by an optimal channel code. However, it can be easily checked that a trivial way to reliably transmit this source is to choose \(X_1 = S\) and \(X_2 = T\), which results in zero error probability at both receivers. This example shows that separate source and channel coding is strictly suboptimal. In fact, the source and channel in this example are perfectly matched when choosing \(X_1 = S\) and \(X_2 = T\) in the sense that \(H(S|Y_1) = 0\) and \(H(S,T|Y_2) = 0\). More specifically, given \(Y_1 = y_1\) there is no uncertainty of \(S\) and given \(Y_2 = y_2\), the only ambiguity of \(T\) when \(y_2 = 1\) is removed by considering the structure of the sources. We comment here that one can easily check that this special case is included in Theorem 1 by letting \(K = W_0 = W_1 = W_2 = \phi\), \(X_1 = S\), and \(X_2 = T\).

The detailed proof of Theorem 1 is given in Section A. We now discuss some implications of Theorem 1.

### 2.2.1 Reduce to Han and Kobayashi’s region on interference channels

**Corollary 2** If there is no common part for the source pair \((S,T)\), i.e., \(K = \emptyset\), let \(W_0 = Q\) be the time sharing variable. Theorem 1 yields the following sufficient condition for lossless transmission of \((S,T)\) over a discrete memoryless interference channel.

\[
H(S) < I(SX_1;Y_1|QW_2),
\]

(2.25)

\[
H(T) < I(TX_2;Y_2|QW_1),
\]

(2.26)
\[
H(S) + H(T) < I(SX_1; Y_1|QW_1W_2) + I(W_1TX_2; Y_2|Q),
\quad (2.27)
\]
\[
H(S) + H(T) < I(TX_2; Y_2|QW_1W_2) + I(W_2SX_1; Y_1|Q),
\quad (2.28)
\]
\[
H(S) + H(T) < I(SWX_1; Y_1|QW_1) + I(TW_1X_2; Y_2|QW_2),
\quad (2.29)
\]
\[
2H(S) + H(T) < I(SX_1; Y_1|QW_1W_2) + I(SWX_1; Y_1|Q)
+ I(TW_1X_2; Y_2|QW_2),
\quad (2.30)
\]
\[
H(S) + 2H(T) < I(TX_2; Y_2|QW_1W_2) + I(TW_1X_2; Y_2|Q)
+ I(SWX_1; Y_1|QW_1),
\quad (2.31)
\]

where \(W_1, W_2\) are auxiliary random variables such that the joint distribution of all variables can be factored as

\[
p(s, t, q, w_1, w_2, x_1, x_2) = p(s, t)p(q)p(w_1|q)p(w_2|q)p(x_1|sw_1q)p(x_2|tw_2q).
\quad (2.32)
\]

The fact that Theorem 1 includes the HK region as its special case comes directly from Corollary 2. If \(S\) and \(T\) are independent, choose the joint distribution as

\[
p(s, t, q, w_1, w_2, x_1, x_2) = p(s)p(t)p(q)p(w_1|q)p(w_2|q)p(x_1|w_1q)p(x_2|w_2q),
\quad (2.33)
\]

and let \(R_1 = H(S)\) and \(R_2 = H(T)\). Corollary 2 yields an achievable region for the interference channel which coincides with that described in Proposition 1.

### 2.2.2 Reduce to Jiang et al and Cao et al’s region on interference channels with common information

Consider now another special case where the source has a special correlation structure similar to that of [19].

**Corollary 3** Suppose that the source \((S, T)\) can be decomposed into three parts: \(S = (S', K)\) and \(T = (T', K)\) where \(S', T', K\) are independent random variables. Choose the joint distribution

\[
p(s, t, w_0, w_1, w_2, x_1, x_2) = p(s')p(t')p(k)p(w_0)p(w_1|w_0)p(w_2|w_0)p(x_1|w_0w_1)p(x_2|w_0w_2),
\quad (2.34)
\]

where \(s = (s', k)\) and \(t = (t', k)\). Theorem 1 gives the following sufficient condition for lossless transmission of the source pair \((S, T)\).

\[
H(S') < I(X_1; Y_1|W_0W_2),
\quad (2.35)
\]
\begin{align}
H(T') & \leq I(X_2; Y_2|W_0W_1), \\
H(K) + H(S') & < I(W_0W_2X_1; Y_1), \\
H(K) + H(T') & < I(W_0W_1X_2; Y_2), \\
H(S') + H(T') & < I(X_1; Y_1|W_0W_1W_2) + I(W_1X_2; Y_2|W_0), \\
H(S') + H(T') & < I(X_2; Y_2|W_0W_1W_2) + I(W_2X_1; Y_1|W_0), \\
H(S') + H(T') & < I(W_2X_1; Y_1|W_0W_1) + I(W_1X_2; Y_2|W_0W_2), \\
H(K) + H(S') + H(T') & < I(W_0W_1X_2; Y_2) + I(X_1; Y_1|W_0W_1W_2), \\
H(K) + H(S') + H(T') & < I(W_0W_2X_1; Y_1) + I(X_2; Y_2|W_0W_1W_2), \\
2H(S') + H(T') & < I(X_1; Y_1|W_0W_1W_2) + I(W_2X_1; Y_1|W_0) + I(W_1X_2; Y_2|W_0W_2), \\
H(S') + 2H(T') & < I(X_2; Y_2|W_0W_1W_2) + I(W_1X_2; Y_2|W_0), \\
H(K) + 2H(S') + H(T') & < I(X_1; Y_1|W_0W_1W_2) + I(W_0W_2X_1; Y_1) + I(W_1X_2; Y_2|W_0W_2), \\
H(K) + H(S') + 2H(T') & < I(X_2; Y_2|W_0W_1W_2) + I(W_0W_1X_2; Y_2) + I(W_2X_1; Y_1|W_0W_1).
\end{align}

Corollary 3 can be used to establish that the sufficient condition includes that of [30, 31, 32] as its special case. Specifically, define \( R_0 = H(K), R_1 = H(S') \) and \( R_2 = H(T') \), the sufficient condition reduces to the rate region of interference channels with common information obtained in [30, 31, 32]. Moreover, Corollary 3 can be used to establish a necessary and sufficient condition for transmitting the above class of correlated sources over a class of deterministic interference channels.

### 2.2.3 A necessary and sufficient condition for a class of deterministic interference channels

Consider the class of deterministic interference channel defined in [14] (see figure 2.3). The definitions of length \( n \) block code \((\psi_1, \psi_2, \phi_1, \phi_2)\) and admissible sources remain the same as in (2.2)-(6). The difference lies in the channel model, which is given by the following deterministic functions:

\begin{align}
V_1 &= g_1(X_1), \\
V_2 &= g_2(X_2),
\end{align}
The necessary and sufficient condition for transmitting the correlated sources $S = (S', K)$ and $T = (T', K)$ with $S', T', K$ being independent through the channel $C_d$ is the following,

$$H(S') \leq H(Y_1|V_2 Q),$$

(2.55)
\[ H(T') \leq H(Y_2|V_iQ), \quad (2.56) \]
\[ H(K) + H(S') \leq H(Y_1), \quad (2.57) \]
\[ H(K) + H(T') \leq H(Y_2), \quad (2.58) \]
\[ H(S') + H(T') \leq H(Y_1|V_iQ) + H(Y_2|V_2Q), \quad (2.59) \]
\[ H(S') + H(T') \leq H(Y_1|Q) + H(Y_2|V_1V_2Q), \quad (2.60) \]
\[ H(S') + H(T') \leq H(Y_2|Q) + H(Y_1|V_1V_2Q), \quad (2.61) \]
\[ H(K) + H(S') + H(T') \leq H(Y_1) + H(Y_2|V_1V_2Q), \quad (2.62) \]
\[ H(K) + H(S') + H(T') \leq H(Y_2) + H(Y_1|V_1V_2Q), \quad (2.63) \]
\[ 2H(S') + H(T') \leq H(Y_1|Q) + H(Y_1|V_1V_2Q) + H(Y_2|V_2Q), \quad (2.64) \]
\[ 2H(T') + H(S') \leq H(Y_2|Q) + H(Y_2|V_1V_2Q) + H(Y_1|V_1Q), \quad (2.65) \]
\[ H(K) + 2H(S') + H(T') \leq H(Y_1) + H(Y_1|V_1V_2Q) + H(Y_2|V_2Q), \quad (2.66) \]
\[ H(K) + 2H(S') + H(T') \leq H(Y_2) + H(Y_2|V_1V_2Q) + H(Y_1|V_1Q) \quad (2.67) \]

for some fixed joint distribution \( p(\cdot) \in \mathcal{P}_d \).

The proof of Theorem 2 is given in Appendix B.

**Remark 3.** Theorem 2 includes [32, Theorem 4] as its special case. Specifically, define \( R_0 = H(K), R_1 = H(S') \) and \( R_2 = H(T') \), the necessary and sufficient condition reduces to the capacity region of a class of deterministic interference channels with common information obtained in [32, Theorem 4].

### 2.3 Conclusion

In this chapter, we studied the problem of communicating arbitrarily correlated sources over a discrete memoryless interference channel. Using the techniques of correlation preserving coding and random source partition, a sufficient condition was derived for lossless transmission of correlated sources over interference channels. The proposed region includes the Han and Kobayashi achievable rate region for interference channels with independent messages as its special case. Furthermore, it includes the known rate region for interference channels with common information as its special case when the source correlation is in the sense of [19]. Finally, the proposed coding scheme is shown to be optimal for transmitting the set of correlated sources as in [19] over a class of deterministic interference channels [14].
Chapter 3

Communicating Correlated Gaussian Sources over Gaussian Z Interference Channels

In this chapter, we consider primarily communicating a bivariate Gaussian source over a two-user Gaussian interference channel. Each receiver is interested in one of the two Gaussian sources and we study the admissible distortion region of this source channel communication problem. We focus on the simple case of a Gaussian Z interference channel (ZIC) where interference is only one-sided. As illustrated in Fig. 3.1, Two source sequences, \( S_1^n \) and \( S_2^n \), are available respectively at the two transmitters, and each receiver is interested in recovering the source at its own transmitter. The source sequences are assumed to be independent and identically distributed (i.i.d.) zero mean bivariate Gaussian random variables with covariance matrix

\[
K_{S_1,S_2} = \begin{pmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix}
\]  

(3.1)

where \( \rho \in [0, 1] \), and \( 0 < \sigma_i < \infty, i = 1, 2 \). Notice that restricting \( \rho \) to be non-negative does not lose any generality as the transmitter can always multiply the source by \(-1\) if \( \rho < 0 \).

The results for the source channel communication over a ZIC in this chapter are built on detailed studies of a simpler model: communicating bivariate Gaussian sources over a Gaussian multiple access channel (GMAC) with a single distortion constraint at the receiver. The model is illustrated in Fig. 3.2 where the receiver is only interested in recovering \( S_1^n \) from the received sequence \( Y^n \) with a distortion
constraint $D$. Clearly, transmitter 2, in encoding $S_2^n$, should facilitate the estimate of $S_1^n$ at the receiver. For example, if $\rho = 0$, it can be easily shown that the optimal scheme is to keep transmitter 2 silent while transmitter 1 uses optimal point-to-point source channel coding. In this case, transmitter 2 plays the role of “unwanted interference” and transmitter 1 can use either analog (since source and channel match) or digital (separation) transmission to achieve the optimum distortion. On the other hand, if $\rho = 1$, it can be shown that the optimal transmission is that both transmitters use uncoded transmission, i.e., amplify their source sequences with full power. For $\rho$ between 0 and 1, the problem is interesting and remains largely open. This particular model can be viewed as a lossy extension of the model studied by Ahlswede and Han [29], where they studied the problem of lossless transmission of correlated source through a multiple access channel with a single distortion constraint.

Figure 3.1: Gaussian ZIC with correlated Gaussian sources.

Figure 3.2: GMAC with a single distortion constraint.
Sending correlated source over a multiple access channel was first studied in [2], which lossless transmission of an i.i.d. correlated discrete memoryless source over a discrete memoryless multiple access channel. The lossy extension of this model was studied in [28], where an inner bound for the set of achievable distortions is given. Sending a correlated Gaussian source over a GMAC was recently studied in [33, 4], where the authors proposed several necessary conditions and sufficient conditions and showed that below certain signal to noise ratio (SNR) threshold, uncoded transmission is optimal for the symmetric case. Lossless transmission of i.i.d. correlated sources over some multi-user channels was also considered in [34], in which receivers have access to correlated source side information and various separation results were obtained.

Our GMAC channel with a single distortion constraint can be viewed as a special case of [33]. However, directly extracting the result out of [33, 4] is not sufficient as the model in [33, 4] is more general and does not take into account the special structure of having only the single constraint. For example, the lower bound obtained by removing the distortion constraint on source 2 is quite loose in general. More importantly, the optimality of uncoded transmission for the GMAC under certain SNR regime does not directly apply to our model because of the difference in the distortion constraint.

In this chapter, for communicating correlated Gaussian sources over a GMAC with a single distortion constraint, we compare three different transmission schemes, namely uncoded, digital (i.e., separation), and hybrid digital analog (HDA). For the last case, the achievable distortion is obtained via coupling the problem with the quadratic Gaussian CEO problem. The obtained achievable distortions are compared against lower bounds for the distortion. The results naturally extend to the source channel communication over a ZIC and we derive inner and outer bounds for the distortion region.

The rest of the chapter is organized as follows. In section 3.1, we consider the problem of sending a bivariate Gaussian source over a GMAC channel with a single distortion constraint. In section 3.2, we extend our model to Gaussian ZIC channels. We conclude in section 3.3, where we give a sufficient condition for sending a correlated source over a general Z interference channel.
3.1 Gaussian multiple access channels with single distortion constraint

3.1.1 System model

Consider a length-$n$ sequence of i.i.d. zero mean bivariate Gaussian random source $(S_{1j}, S_{2j}), j = 1, \cdots, n$, with covariance matrix (3.1), with $S^n_i$ available at transmitter $i$, $i = 1, 2$, as illustrated in Fig. 3.2. The codeword length is also $n$, hence, there is no bandwidth mismatch in our model. The encoders are a set of mappings $f_i : S^n_i \rightarrow X^n_i(S^n_i) = f(S^n_i), i = 1, 2$, and are subject to individual power constraints:

$$\frac{1}{n} \sum_{j=1}^{n} E X^2_{ij}(S^n_i) \leq P_i, \quad j = 1, 2$$

where $X^n_i = [X_{i1}, \cdots, X_{in}]$ is the codeword for the $i$th transmitter, and $E$ denotes the expectation. The channel output of the GMAC is

$$Y^n = X^n_1 + X^n_2 + Z^n$$

where $Z^n \sim \mathcal{N}(0, NI_n)$ is a Gaussian noise sequence and $I_n$ is the $n \times n$ identity matrix. The decoder map is $\phi(Y^n) = \hat{S}^n_1$ which is an estimate of the sequence $S^n_1$. As usual, we use squared distortion hence the average distortion is the mean squared error (MSE),

$$D_{1n} \triangleq \frac{1}{n} \sum_{j=1}^{n} E(S_{1j} - \hat{S}_{1j})^2.$$

**Definition 2** A distortion $D$ is said to be achievable if there exists a sequence of $(X^n_1, X^n_2, n)$ codes and a decoding map $\phi(Y^n)$ such that,

$$\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} E(S_{1j} - \hat{S}_{1j})^2 \leq D.$$  \hspace{1cm} (3.4)

We are interested in finding the minimum achievable $D$.

3.1.2 Lower and upper bound on the distortion constraint

We first give a lower bound on the distortion.
Theorem 3  Any achievable distortion $D$ should satisfy

$$D \geq \max\{D_{l1}, D_{l2}\} \quad (3.5)$$

where

$$D_{l1} = \sigma^2 \frac{N}{P_1 + P_2 + 2\rho\sqrt{P_1P_2} + N} \quad (3.6)$$
$$D_{l2} = \sigma^2 \frac{(1 - \rho^2)N}{P_1 + N} \quad (3.7)$$

The bound $D_{l1}$ is the cut-set bound and can be proved using Witsenhausen’s Lemma [58]. It can also be directly obtained from [33, 4] by specializing $D_2 = \sigma^2$ in their result.

To prove $D_{l2}$, by the rate distortion theory [35], we have,

$$\frac{n}{2} \log \frac{\sigma^2}{D_1} \leq I(S^n_1; \hat{S}_1^n) \quad (3.8)$$

We next upper bound the RHS of (3.8) by giving $S^n_2$ as the side information to the receiver.

$$I(S^n_1; \hat{S}_1^n)$$
$$\leq I(S^n_1; Y^n)$$
$$\leq I(S^n_1; S^n_2 Y^n)$$
$$= I(S^n_1; S^n_2^n) + I(S^n_1; Y^n | S^n_2^n)$$
$$= \frac{n}{2} \log \frac{1}{1 - \rho^2} + h(Y^n | S^n_2^n) - h(Y^n | S^n_1 S^n_2^n)$$
$$= \frac{n}{2} \log \frac{1}{1 - \rho^2} + h(Y^n | S^n_2 X^n_2^n) - h(Y^n | X^n_1 X^n_2^n)$$
$$= \frac{n}{2} \log \frac{1}{1 - \rho^2} + h(X^n_1 + Z^n | S^n_2 X^n_2^n) - h(Z^n)$$
$$\leq \frac{n}{2} \log \frac{1}{1 - \rho^2} + h(X^n_1 + Z^n) - h(Z^n)$$
$$\leq \frac{n}{2} \log \frac{1}{1 - \rho^2} + \frac{n}{2} \log Var(X_{1i} + Z_i) - h(Z^n)$$
$$\leq \frac{n}{2} \log \frac{1}{1 - \rho^2} + \frac{n}{2} \log \frac{P_1 + N}{N}$$
$$= \frac{n}{2} \log \frac{P_1 + N}{(1 - \rho^2)N} \quad (3.9)$$

Combining (3.9) and (3.8), we complete the proof. □
Remark 1: The bound $D_{l1}$ is tight when $\rho = 1$. In this case, the lower bound is trivially achieved by the uncoded transmission, i.e., choosing $X_i^n = \sqrt{\frac{P_i}{\sigma^2}} S_i^n$, $i = 1, 2$, which gives the received signal $Y^n = \sqrt{\frac{P_1}{\sigma^2}} S_1^n + \sqrt{\frac{P_2}{\sigma^2}} S_2^n + Z^n$. The minimum MSE (MMSE) at the receiver can be trivially shown to be $D_{1n} = \sigma^2 \frac{N}{P_1 + P_2 + 2\sqrt{P_1 P_2} + N}$, using standard estimation theory.

Remark 2: The bound $D_{l2}$ is tight when $\rho = 0$. In this case, the lower bound is trivially achieved by keeping transmitter 2 quiet and using an optimum source channel code for transmitter 1. Notice that transmitter 1 can either implement a separation approach (i.e., a vector quantization followed by channel coding) or uncoded transmission. For the latter choice, we set, $X_1^n = \sqrt{\frac{P_1}{\sigma^2}} S_1^n$ and $X_2^n = 0$; the receiver can thus achieve the MMSE $D = \sigma^2 \frac{N}{P_1 + N}$, which coincides with the lower bound $D_{l2}$ when $\rho = 0$.

Remark 3: As shown in Fig. 3.3, $D_{l1}$ is tighter than $D_{l2}$ for large $\rho$ while $D_{l2}$ dominates $D_{l1}$ for small $\rho$ and for high signal to noise ratio (SNR). In addition to the above lower bound, we have the following achievable distortion.

\[ D = \min \{ D_u, D_s \} \]

Figure 3.3: Comparison of $D_{l1}$ and $D_{l2}$ as a function of $\rho$ for $P_1 = P_2 = 10, \sigma = 1, N = 1$. 

Theorem 4 For a GMAC with a single distortion constraint, the following distortion is achievable.

\[ D = \min \{ D_u, D_s \} \]
where

\[ D_u = \min_{\beta \in [0, 1]} \sigma^2 \frac{\beta P_2(1 - \rho^2) + N}{P_1 + \beta P_2 + 2\sqrt{\beta P_1 P_2} \rho + N} \]  
(3.10)

\[ D_s = \sigma^2 \frac{P_1 + P_2(1 - \rho^2) + N}{P_1 + P_2 + N} \frac{N}{P_1 + N} \]  
(3.11)

The two achievable distortions correspond to respectively the uncoded transmission and separation approach, which we describe in details below.

**Uncoded transmission**

We have already shown that uncoded transmission is optimal when \( \rho = 0 \) and \( \rho = 1 \). One nice property of the uncoded transmission is that the codewords preserve the correlation of the source components. It is well known that uncoded transmission is optimal for a Gaussian source transmitted through an additive white Gaussian noise (AWGN) channel [36]. Gastpar in [37] generalized this optimality to a symmetric Gaussian sensor network, where noisy versions of a Gaussian source are sent to a fusion center through a GMAC with symmetric parameters. It has also been shown recently that the uncoded transmission is optimal for Gaussian broadcast channel with correlated Gaussian sources [38] and for GMAC channel with correlated Gaussian sources [33, 4] under certain SNR constraints.

For the uncoded transmission, the transmitted signals at encoders 1 and 2 are respectively

\[ X_{1j}(\alpha) = \sqrt{\frac{\alpha P_1}{\sigma^2}} S_{1,j} \]  
(3.12)

\[ X_{2j}(\beta) = \sqrt{\frac{\beta P_2}{\sigma^2}} S_{2,j} \]  
(3.13)

where \( j = 1, 2, \cdots, n \) and \( \alpha, \beta \in [0, 1] \). The receiver implements a MMSE estimator using the received signal:

\[ Y^n = \sqrt{\frac{\alpha P_1}{\sigma^2}} S_{1}^n + \sqrt{\frac{\beta P_2}{\sigma^2}} S_{2}^n + Z^n. \]  
(3.14)

The MMSE corresponding to a given \((\alpha, \beta)\) can be shown to be, using standard estimation theory,

\[ D_u(\alpha, \beta) = \sigma^2 \frac{\beta P_2(1 - \rho^2) + N}{\alpha P_1 + \beta P_2 + 2\sqrt{\alpha \beta P_1 P_2} \rho + N} \]  
(3.15)

Clearly, \( D_u(\alpha, \beta) \) is monotone decreasing in \( \alpha \), i.e., transmitter 1 should always use full power. This leads to the achievable distortion \( D_u \) in (3.10).
Separation approach

For the separation approach, the encoders construct codewords whose rates are subject to the GMAC capacity constraint. Here, we can directly use Oohama’s result for the Gaussian multi-terminal source coding problem with a single distortion constraint [41], i.e., $D_2 = \sigma^2$. The rate distortion region is characterized in the following lemma.

**Lemma 1** For the two terminal source coding problem with a single distortion constraint, the optimal rate distortion region is given as follows:

$$R_1 \geq \frac{1}{2} \log \left[ \frac{\sigma^2}{D_1} \left( 1 - \rho^2 + \rho^2 2^{-2R_2} \right) \right]$$  \hspace{1cm} (3.16)

The remaining problem is to find suitable $(R_1, R_2)$ pair that falls into the capacity region of the GMAC. We note that the capacity region for GMAC with correlated message is still an open problem. We will hence choose an achievable, possibly suboptimal, rate pair:

$$(R_1, R_2) = \left( \frac{1}{2} \log \left( 1 + \frac{P_1}{N} \right), \frac{1}{2} \log \left( 1 + \frac{P_2}{P_1 + N} \right) \right).$$

Together with (3.16), we can get the desired distortion $D_s$ as in (3.11) for the separation scheme.

**Remark 4:** Both uncoded and separation schemes are tight at $\rho = 0$. The uncoded scheme is also tight for the other extreme $\rho = 1$. In general, the uncoded scheme is better when $\rho$ is close to 1 while the separation approach has a smaller distortion for small $\rho$ values.

**Remark 5:** A close examination of the uncoded transmission also motivates a hybrid approach. From (3.10), one can easily arrive at the conclusion that $\beta = 0$ for $\rho$ less than a certain threshold $\rho^*$ which is a function of SNR. For example, if $P_1 = P_2 = 10$, and $N = 1$, then $\rho^* \approx 0.42$. As such, even if there is still significant correlation between $S_1$ and $S_2$, transmitter 2 remains silent, reducing the system to a simple point-to-point source channel communication system. However, it is conceivable that if one resorts to digital transmission at transmitter 2, as long as the rate is below a certain rate constraint, the receiver can always decode the codeword reliably and subsequently subtract the codeword to recover the signal of the corresponding point-to-point channel model. Thus the decoded codeword from transmitter 2 serves as side information which may strictly improve upon the uncoded
transmission for those $\rho < \rho^*$. We note that the HDA approach has been used when there is bandwidth mismatch in the source channel transmission system [42,43,44,45].

Specifically, by restricting transmitter 1 to analog transmission, transmitter 2 may encode at a rate $R_2 \leq \frac{1}{2} \log (1 + \frac{P_2}{P_1 + N})$ to ensure its reliable decoding at the receiver. The receiver will estimate $S_1^n$ based on both the analog signal $\sqrt{P_1}S_1^n + Z^n$ and the digital message from encoder 2. To explicitly compute the achievable distortion of the hybrid scheme, we couple it with the quadratic Gaussian CEO problem through the following decomposition. For correlated Gaussian sources $(S_1, S_2)$ with a correlation coefficient $\rho$, $S_2$ is statistically equivalent to

$$S_2 = \rho S_1 + W$$

where $W \sim \mathcal{N}(0, (1 - \rho^2)\sigma^2)$ is independent of $S_1$. Hence, our original problem can now be reduced to a quadratic Gaussian CEO problem, whose rate distortion region was resolved in [46,47]. The equivalent CEO problem is illustrated in Fig. 3.4, where $\tilde{Z}^n \sim \mathcal{N}(0, \frac{N}{P_1\sigma^2}I_n)$ and $\tilde{W}^n \sim \mathcal{N}(0, \frac{1-\rho^2}{\rho^2}\sigma^2I_n)$, and $I_n$ is the $n \times n$ identity matrix. For the present problem, since $S_1^n + \tilde{Z}^n$ is available at the receiver, this corresponds to $R_1 = \infty$ and $R_2 = \frac{1}{2} \log (1 + \frac{P_2}{P_1 + N})$.

![Figure 3.4: HDA scheme and its CEO representation.](image)

The distortion $D$ achieved by the HDA scheme is

$$D_h = \sigma^2N \frac{(P_1 + P_2)(1 - \rho^2) + N}{(P_1 + P_2 + N)(P_1(1 - \rho^2) + N)}$$

(3.18)

Note that by coupling the problem to a quadratic Gaussian CEO problem, the HDA is in fact a special case of the separation approach. Indeed, it is straightforward to show that $D_h$ is no smaller than that achieved by the separation approach, c.f. (3.11). We also want to point out that the Gaussian CEO problem via a GMAC with encoder
cooperation was studied recently in [48], where separation and uncoded transmission are considered. Our hybrid scheme can be viewed as a combination of the two coding schemes.

3.1.3 Comparison

We can compare the performance of the above achievable schemes together with the proposed lower bounds. Fig. 3.5 is the plot of various distortion bounds as a function of SNR. We choose $\sigma = 1$, $\rho = 0.5$ and $P_1 = P_2$. Fig. 3.6 plots the achievable distortions and lower bounds as a function of $\rho$ for $\sigma = 1$ and $P_1 = 20$, $P_2 = 20$, $N = 1$. As we can see from Fig. 3.5 and Fig. 3.6, uncoded transmission is better than the others in the low SNR regime. For the high SNR regime, separation is the best.

![Comparison of $D_u$, $D_s$ and $D_h$ with lower bound $D_{l1}$ and $D_{l2}$ as a function of $P/N$ for $\sigma = 1$, $\rho = 0.5$, for simplicity, we assume $P_1 = P_2$.](image)

Figure 3.5: Comparison of $D_u$, $D_s$ and $D_h$ together with two lower bounds $D_{l1}$ and $D_{l2}$ as a function of $\frac{P}{N}$ for $\sigma = 1$, $\rho = 0.5$, for simplicity, we assume $P_1 = P_2$. 
3.2 Gaussian Z Interference Channel With Correlated Gaussian sources

3.2.1 System Model

We now consider the problem of sending correlated Gaussian sources through a Gaussian Z interference channel. The problem is illustrated in Fig. 3.1 where the source statistics are the same as that defined in section II. Receivers 1 and 2 attempt to recover $S_1^n$ and $S_2^n$ respectively with as small distortions as possible. The Gaussian Z interference channel is defined as follows:

$$Y_1^n = c_{11}X_1^n + Z_1^n;$$  
$$Y_2^n = c_{12}X_1^n + c_{22}X_2^n + Z_2^n;$$

where $Z_i^n \sim \mathcal{N}(0, I_n N_i)$, $i = 1, 2$ and $I_n$ is the $n \times n$ identity matrix, and $c_{11}, c_{12}, c_{22}$ are nonnegative channel parameters. We assume without loss of any generality $N_1 = N_2 = N$, since one can always scale the channel output. On the other hand, we do not assume Gaussian interference channels in standard form due to the power constraint: while standardization preserves capacity region by changing the power constraint, it does not necessarily preserve the distortion region for the source channel communication problem.
The encoder mappings are \( f_i : S^n_i \to X^n_i(S^n_i) = f(S^n_i), i = 1, 2 \), subject to an individual power constraint as in (3.2). The decoder maps at the two receivers are \( \phi_1(Y^n_1) = \hat{S}^n_1 \) and \( \phi_2(Y^n_2) = \hat{S}^n_2 \). Again, squared error distortion is used in each receiver.

**Definition 3** A distortion pair \((D_1, D_2)\) is said to be achievable if there exists a sequence of \((X^n_1, X^n_2, n)\) codes and two decoding mapping functions \( \phi_1(Y^n_1) \) and \( \phi_2(Y^n_2) \) such that the MSEs for the source estimation satisfy
\[
\lim_{n\to\infty} \frac{1}{n} \sum_{j=1}^{n} E\left(S_{ij} - \hat{S}_{ij}\right)^2 \leq D_i \quad i = 1, 2
\]  

(3.21)

The distortion region \(D\) is the convex closure of all achievable distortion pairs.

In addition, we define
\[
D_{1\text{min}} = f(D_1) = \min\{D_1 : (D_1, D_2) \in D\}
\]
\[
D_{2\text{min}} = g(D_2) = \min\{D_2 : (D_1, D_2) \in D\}
\]

and we then define \(D_1^* = \min\{D_1 : (D_1, D_{2\text{min}}) \in D\}\) and \(D_2^* = \min\{D_1 : (D_{1\text{min}}, D_2) \in D\}\). Therefore, \((D_{1\text{min}}, D_2^*)\) and \((D_1^*, D_{2\text{min}})\) are the two corner points of the distortion region.

### 3.2.2 Inner and upper bounds on the achievable distortion region

An inner bound for the distortion region \(D\) can be obtained by directly borrowing the result from Theorem 3.

**Theorem 5** For the Gaussian ZIC with correlated Gaussian source, the distortion region should always satisfy
\[
D_1 \geq \frac{\sigma^2 N}{c_{11}^2 P_1 + N} 
\]  

(3.22)
\[
D_2 \geq \frac{\sigma^2 N}{c_{12}^2 P_1 + c_{22}^2 P_2 + 2c_{12}c_{22}\sqrt{P_1 P_2}\rho + N} 
\]  

(3.23)
\[
D_2 \geq \frac{\sigma^2 (1 - \rho^2) N}{c_{22}^2 P_2 + N} 
\]  

(3.24)

For the achievable region, we consider first the uncoded transmission.
Theorem 6 For the Gaussian ZIC with correlated Gaussian source, the uncoded transmission can achieve the following region:

\[
D_1 \geq \sigma^2 \frac{N}{c_{11}^2 \alpha P_1 + N}
\]

\[
D_2 \geq \sigma^2 \frac{c_{12}^2 \alpha P_1 (1 - \rho^2) + N}{c_{12}^2 \alpha P_1 + c_{22}^2 \beta P_2 + 2c_{12}c_{22} \sqrt{\alpha \beta P_1 P_2} + N}
\]

for all \( \alpha, \beta \in [0, 1] \).

We next consider two extreme cases: \( \rho = 1 \) and \( \rho = 0 \), and we have the following two propositions.

**Proposition 5** For the ZIC with correlated Gaussian source, if the correlation coefficient \( \rho = 1 \), then uncoded transmission is optimal and the optimal distortion region is given as follows.

\[
D_1 \geq \sigma^2 \frac{N}{c_{11}^2 P_1 + N}
\]

\[
D_2 \geq \sigma^2 \frac{N}{c_{12}^2 P_1 + c_{22}^2 P_2 + 2c_{12}c_{22} \sqrt{P_1 P_2} + N}
\]

This can be established from the fact that the inner bound in Theorem 5 and the outer bound in Theorem 6 match when \( \rho = 1 \).

**Proposition 6** For the Gaussian ZIC with correlated Gaussian source, if the correlation coefficient \( \rho = 0 \) and the channel parameters \( c_{11} \geq c_{12} \), then uncoded transmission can achieve the following corner point of the distortion region:

\[
D_{1_{\min}} = \sigma^2 \frac{N}{c_{11}^2 P_1 + N}
\]

\[
D_2^* = \sigma^2 \frac{c_{12}^2 P_1 + N}{c_{12}^2 P_1 + c_{22}^2 P_2 + N}
\]

**Proof:** This corner point can be achieved by uncoded transmission from Theorem 6. For the lower bound, we note that \( D_{1_{\min}} \) is obvious. To prove a lower bound for \( D_2^* \), we need the following bound.

\[
\frac{n}{2} \log \frac{\sigma^2}{D_{1_{\min}}} + \frac{n}{2} \log \frac{\sigma^2}{D_2^*}
\]

\[
\leq I(S^n_1; Y^n_1) + I(S^n_2; Y^n_2)
\]

\[
\leq I(X^n_1; Y^n_1) + I(X^n_2; Y^n_2)
\]
\begin{align}
(b) \quad \frac{n}{2} \log \frac{c_{11}^2 P_1 + N}{N} + \frac{n}{2} \log \frac{c_{12}^2 P_1 + c_{22}^2 P_2 + N}{c_{12}^2 P_1 + N} \tag{3.33}
\end{align}

where \( (a) \) follows from the data processing inequality, i.e., \( S_2^n \rightarrow X_2^n \rightarrow Y_2^n \) is a Markov chain when \( \rho = 0 \), \( (b) \) is from the sum rate capacity of the Gaussian ZIC with weak interference \([17, 49]\). Hence,

\begin{align}
\frac{\sigma^4}{D_{1n} D_{2n}} \leq \frac{c_{11}^2 P_1 + N}{N} \cdot \frac{c_{12}^2 P_1 + c_{22}^2 P_2 + N}{c_{12}^2 P_1 + N} \tag{3.34}
\end{align}

Substitute \( D_{1min} = \sigma^2 \frac{N}{c_{11}^2 P_1 + N} \) into (3.34), we get

\begin{align}
D_2^* \geq \sigma^2 \frac{c_{12}^2 P_1 + N}{c_{12}^2 P_1 + c_{22}^2 P_2 + N} \tag{3.35}
\end{align}

**Remark 6:** In the case of \( \rho = 0 \), and by constraining \( D_{2n} = D_{2min} \), uncoded scheme can only achieve a corner point \((\sigma^2, D_{2min})\), where \( D_{2min} = \sigma^2 \frac{N}{c_{22}^2 P_2 + N_2} \). This is because in order to achieve \( D_{2min} \) at decoder 2, transmitter 1 needs to shut down its transmission as discussed in the previous section, i.e., the uncoded transmission for the GMAC. This, however, can be improved by a hybrid transmission scheme. In this case, transmitter 1 can always transmit a coded message with a rate \( R_1 = \frac{1}{2} \log \left(1 + \frac{c_{12}^2 P_1}{c_{22}^2 P_2 + N_2}\right) \), so that decoder 2 can always decode it first. Transmitter 2 can use a simple uncoded transmission for \( S_2^n \). Hence, we can achieve the following distortion pair:

\begin{align}
D_{1h}^* = 2^{-2R_1} = \sigma^2 \frac{c_{22}^2 P_2 + N_2}{c_{12}^2 P_1 + c_{22}^2 P_2 + N_2} \tag{3.36}
\end{align}

\begin{align}
D_{2min}^* = \sigma^2 \frac{N_2}{c_{22}^2 P_2 + N_2} \tag{3.37}
\end{align}

We note that one can also use the separation approach to attain the same distortion pair.

We can also obtain a lower bound for \( D_1^* \) for the case \( c_{11} \geq c_{12} \), i.e., ZIC with weak interference. Notice that (3.34) still holds in this case, thus,

\begin{align}
D_1^* \geq \sigma^2 \left(\frac{c_{22}^2 P_2 + N}{c_{12}^2 P_1 + c_{22}^2 P_2 + N}\right) \left(\frac{c_{12}^2 P_1 + N}{c_{11}^2 P_1 + N}\right) \tag{3.38}
\end{align}

This lower bound on \( D_1^* \) matches the achievable \( D_{1h} \) if and only if \( c_{12} = c_{11} \), which corresponds to the transition point to Gaussian ZIC with strong interference.
3.3 Conclusion and Discussions

In this chapter, we studied the problem of sending correlated Gaussian sources over Gaussian Z interference channels. We first considered communicating Gaussian courses over Gaussian multiple access channels with a single distortion constraint. Lower bounds and several achievable schemes were proposed. These bounds were applied to the Gaussian Z interference channel model for which we provided an inner bound and an achievable region obtained by uncoded transmission. For the extreme case of \( \rho = 1 \), uncoded scheme is optimal. For \( \rho = 0 \), uncoded transmission can achieve a corner point of the distortion region if the channel parameter \( c_{11} \geq c_{12} \). We also give a sufficient condition for sending a correlated source over a general Z interference channel.

One can also consider the problem of communicating discrete correlated sources over discrete memoryless Z interference channels, defined as

\[
\omega(y_1^n y_2^n | x_1^n x_2^n) = \prod_{i=1}^n p(y_{1i} | x_{1i}) p(y_{2i} | x_{1i} x_{2i}).
\]  

(3.39)

Following similar coding scheme as that of [29], we can obtain the following sufficient condition for lossy transmission with a given distortion constraint. Extension and evaluation of this sufficient condition for the Gaussian case will be reported in the next chapter.

**Theorem 7** For any correlated source \( (s_1^n, s_2^n) \sim \prod_{i=1}^n p(s_{1i}, s_{2i}) \) and a discrete memoryless Z interference channel \( \omega(y_1 y_2 | x_1 x_2) \) as defined above, if there exists auxiliary random variables \( Q, W, W_1, W_2, U \), such that the joint distribution of \( (s_1, s_2, q, w_1, w_2, u, x_1, x_2) \) can be expanded as

\[
p(s_1 s_2) p(q) p(w_1 | s_1 q) p(w_2 | s_2 q) p(u | q w_1 q) p(x_1 | uw_1 q) p(x_2 | w_2 q)
\]  

(3.40)

and the following conditions are satisfied:

\[
I(W_1; S_1 | Q) - I(W_1; U | Q) < I(W_1 X_1; Y_1 | U Q)
\]  

(3.41)

\[
I(W_1; S_1 | Q) < I(W_1 X_1; Y | Q)
\]  

(3.42)

\[
I(W_2; S_2 | U Q) < I(W_2 X_2; Y_2 | U Q)
\]  

(3.43)

\[
I(W_2; S_2 | U Q) + I(W_1; U | Q) < I(W_2 U_1 X_2; Y_2 | Q)
\]  

(3.44)

and

\[
E[(S_1 - E(S_1 | W_1, U))^2] \leq D_1,
\]  

(3.45)
\[ E[(S_2 - E(S_2|W_2, U))^2] \leq D_2, \quad (3.46) \]

then \((D_1, D_2) \in \mathbb{D}\).
Chapter 4

Communicating Correlated Sources Over Interference Channels: The Lossy Case

We consider in this chapter the problem of lossy transmission of a pair of correlated sources over a two-user discrete memoryless interference channel (DMIC). The model is shown in Fig. 4.1. The source sequences \((s^n_1, s^n_2) \in (S^n_1, S^n_2)\), where \(S_1\) and \(S_2\) are finite, generated according to 

\[
p(s^n_1, s^n_2) = \prod_{i=1}^{n} p(s_{1i}, s_{2i}).
\]

(4.1)

This pair of arbitrarily correlated source sequences are to be transmitted through a two user DMIC defined by 

\[
p(y^n_1 y^n_2|x^n_1 x^n_2) = \prod_{i=1}^{n} p(y_{1i} y_{2i}|x_{1i} x_{2i}),
\]

(4.2)

where \(X_1, X_2\) are the channel inputs and \(Y_1, Y_2\) are the channel outputs. Receivers 1 and 2 try to recover the source sequences \(S^n_1\) and \(S^n_2\), respectively, subject to individual distortion constraints.

We are interested in characterizing the achievable distortion region for such lossy transmission.

Communicating correlated sources over multi-terminal channels have been a topic of research interest in the past decades. Cover, El-Gamal, and Salehi [2] first studied lossless transmission of arbitrarily correlated sources over a multiple access channel.
A sufficient condition was given for reliable transmission of a correlated source pair that includes various known capacity results as its special cases. The lossy counterpart of this problem was first studied by Salehi in [50], and the problem of sending a correlated Gaussian sources over a Gaussian MAC has been studied recently in [33, 51, 4]. Lossless transmission of arbitrarily correlated sources over a broadcast channel (BC) was studied by Han and Costa [3] (with correction by Kramer and Nair [25]) and Minero and Kim [27]. Bross et al [38] studied the problem of sending correlated Gaussian sources over a Gaussian BC, and this problem was further investigated in [52, 53].

Lossless transmission of correlated sources over interference channels has previously been studied in [28] and chapter 2, where different coding schemes were proposed. The sufficient condition in chapter 2 includes the Han and Kobayashi region [12] when the sources are independent. In addition, it was shown in chapter 2 that separate source and channel coding is strictly sub-optimal. The lossy counterpart was initially studied in chapter 3 by considering the special case of transmitting correlated Gaussian sources over a Gaussian Z interference (GZIC).

In this Chapter, we derive a sufficient condition for lossy transmission with a prescribed distortion constraint of a pair of arbitrarily correlated discrete memoryless sources over a DMIC. The special case of sending correlated Gaussian sources over a Gaussian interference channel (GIC) is also studied. Several achievable schemes as well as lower bounds for the distortion regions are proposed.

The rest of this Chapter is organized as follows. Section gives the problem formulation and the main results. Section considers the Gaussian case. Finally, we conclude this chapter in section.
4.1 Arbitrarily correlated sources: the general case

For lossy transmission of correlated sources \((S_1^n, S_2^n)\) generated according to (4.1) over a DMIC defined in (4.2), a length \(n\) joint source channel code consists of two encoder mappings, for \(i = 1, 2\),

\[
f_i : S_i^n \rightarrow X_i^n, \tag{4.3}
\]
two decoder mappings:

\[
\phi_i : Y_i^n \rightarrow \hat{S}_i^n, \tag{4.4}
\]
and distortion measure functions:

\[
d_i : S_i \times S_i \rightarrow \mathbb{R}^+. \tag{4.5}
\]

Note that the codeword length is assumed to be the same as the source sequence length, hence, there is no bandwidth mismatch issue in the present study.

**Definition 4** A distortion pair \((D_1, D_2)\) is said to be achievable for transmitting the source \((S_1^n, S_2^n)\) through the DMIC \(p(y_1y_2|x_1x_2)\), if for any \(\epsilon > 0\) and sufficiently large \(n\), there exist a sequence of block codes \((f_1, f_2, \phi_1, \phi_2)\), such that, for \(i = 1, 2\)

\[
\frac{1}{n} \sum_{j=1}^{n} E[d_i(S_i, \hat{S}_i)] \leq D_i + \epsilon. \tag{4.6}
\]

The achievable distortion region \(\mathcal{D}\) is the union of all achievable distortion pairs.

4.1.1 Sufficient conditions: a joint source-channel coding approach

**Theorem 8** For transmitting sources \((s_1^n, s_2^n) \sim \prod_{i=1}^{n} p(s_{1i}, s_{2i})\) over the DMIC \(p(y_1y_2|x_1x_2)\), a distortion pair \((D_1, D_2)\) is achievable if there exist auxiliary random variables \(W_1, W_2, U_1, U_2\) with joint distribution of all the variables factoring as:

\[
p(s_1, s_2, q, w_1, w_2, u_1, u_2, x_1, x_2) = p(s_1, s_2)p(q)p(w_1|s_1q)p(u_1|s_1q)p(w_2|s_2q)p(u_2|s_2q)
\cdot p(x_1|w_1u_1q)p(x_2|w_2u_2q), \tag{4.7}
\]

and functions, for \(i = 1, 2\),

\[
\phi_i : W_i \times U_i \times U_{(3-i)} \rightarrow \hat{S}_i, \tag{4.8}
\]
such that,

\[ I(W_1; S_1|U_1U_2Q) < I(W_1X_1; Y_1|U_1U_2Q), \quad (4.9) \]
\[ I(W_1U_1; S_1|U_2Q) < I(W_1U_1X_1; Y_1|U_2Q), \quad (4.10) \]
\[ I(W_1; S_1|U_1U_2Q) < I(W_1U_2X_1; Y_1|U_1Q) \]
\[ -I(U_2; S_2|U_1Q), \quad (4.11) \]
\[ I(W_1U_1; S_1|U_2Q) < I(W_1U_1U_2X_1; Y_1|Q) \]
\[ -I(U_2; S_2|Q), \quad (4.12) \]
\[ I(W_2; S_2|U_1U_2Q) < I(W_2X_2; Y_2|U_1U_2Q), \quad (4.13) \]
\[ I(W_2U_2; S_2|U_1Q) < I(W_2U_2X_2; Y_2|U_1Q), \quad (4.14) \]
\[ I(W_2; S_2|U_1U_2Q) < I(W_2U_1X_2; Y_2|U_2Q) \]
\[ -I(U_1; S_1|U_2Q), \quad (4.15) \]
\[ I(W_2U_2; S_2|U_1Q) < I(W_2U_1U_2X_2; Y_2|Q) \]
\[ -I(U_1; S_1|Q), \quad (4.16) \]

and \( D_1 \) and \( D_2 \) are given by

\[ D_1 = E[d_1(S_1, \phi_1(W_1U_1U_{(3-i)}))]. \quad (4.17) \]

Remark: Theorem 8 gives a sufficient condition for lossy transmission of correlated sources \((S_1^n, S_2^n)\) over the DMIC \(p(y_1y_2|x_1x_2)\) with a distortion constraint \((D_1, D_2)\). The coding scheme is a natural extension of the lossless case studied by Salehi and Kurtas [28]. The difference is that, before transmitting the source through the channel, the encoders first vector quantize the source \(S_1^n\) and \(S_2^n\) into \(W_1^n\) and \(W_2^n\), respectively, and then implement a lossless joint source channel coding through the channel by treating \((W_1^n, W_2^n)\) as the new source.

For the joint source channel coding part, we choose Salehi and Kurtas’s [28] coding scheme for its simplicity. That is, for each source sequence \(s_1^n\), encoder 1 chooses a covering \(u_1^n\) to represent the partial information embedded in \(s_1^n\), and then choose a codeword \(x_1^n\) according to \(p(x_1^n|u_1^n, u_2^n) = \prod_{j=1}^{n} p(x_{1j}|w_{1j}u_{1j})\), where \(w_{1j}\) is the quantized version of the source sequence \(s_1^n\). Similarly, for each source sequence \(s_2^n\), encoder 2 chooses a covering \(u_2^n\) to represent the partial information embedded in \(s_2^n\), and then choose a codeword \(x_2^n\) according to \(p(x_2^n|w_2^n, u_2^n) = \prod_{j=1}^{n} p(x_{2j}|w_{2j}u_{2j})\). Here, \(u_1^n\) and \(u_2^n\) can be viewed as the partial information that needs to be decoded at both decoders for the purpose of cooperation. We also remark that, here \(u_1^n\) and \(u_2^n\) represent
information directly from the source $s^n_1$ and $s^n_2$, respectively, other than by representing information embedded in their quantized versions $w^n_1$ and $w^n_2$. At the decoder side, decoder $i$ needs to recover the codewords $(w^n_i, u^n_i, u^n_{(3-i)})$ for $i = 1, 2$. For the distortion part, upon correct decoding, decoder $i$ estimates the original $s^n_i$ based on $(w^n_i, u^n_i, u^n_{(3-i)})$, that is, $\hat{s}_{ij} = \phi_i(w_{ij}, u_{ij}, u_{(3-i)j})$.

One may choose our coding scheme proposed in Chapter 2 for the joint source channel coding part, that is, random source partition followed by a correlation preserving coding. While this coding scheme reduces to the Han and Kobayashi [12] region for DMIC with independent messages, the use of random source partition makes the analysis much more complex for lossy transmission case.

The detailed proof of Theorem 8 is given in Appendix C. In the following, we discuss two special cases of Theorem 8.

When specializing our result to the lossless case, i.e., $D_1 = D_2 = 0$, we get the following sufficient conditions for the lossless transmission of correlated sources $(s^n_1, s^n_2)$ over the DMIC $p(y_1y_2|x_1x_2)$.

**Proposition 7** A source pair $(s^n_1, s^n_2) \sim \prod_{j=1}^n p(s_{1j}, s_{2j})$ can be reliably transmitted through a DMIC $p(y_1y_2|x_1x_2)$, if

$$
\begin{align*}
H(S_1|U_1U_2Q) &< I(S_1X_1;Y_1|U_1U_2Q), \\
H(S_2|U_1U_2Q) &< I(S_1X_1;Y_1|U_2Q), \\
H(S_1|U_1U_2Q) + I(S_2;U_2|U_1Q) &< I(S_1U_2X_1;Y_1|U_1Q), \\
H(S_1|U_2Q) + I(S_2;U_2|Q) &< I(S_1U_2X_1;Y_1|Q), \\
H(S_2|U_1U_2Q) &< I(S_2X_2;Y_2|U_1U_2Q), \\
H(S_2|U_1Q) &< I(S_2X_2;Y_2|U_1Q), \\
H(S_2|U_1U_2Q) + I(S_1;U_1|U_2Q) &< I(S_2U_1X_2;Y_2|U_2Q), \\
H(S_2|U_1Q) + I(S_1;U_1|Q) &< I(S_2U_1X_2;Y_2|Q).
\end{align*}
$$

Proposition 7 follows by setting $W_1 = S_1$ and $W_2 = S_2$ in Theorem 8. It is not surprising that the conditions in Proposition 7 coincide with Salehi and Kurtas’s result [28] for the lossless transmission of correlated sources over DMIC.

When specializing our result to the discrete memoryless Z interference channel (DMZIC) case, defined by $p(y_1y_2|x_1x_2) = p(y_1|x_1)p(y_2|x_1x_2)$, i.e., there is no communication link between encoder 2 and receiver 1, we get the following achievable distortion region.
**Proposition 8** For any correlated sources \((s_1^n, s_2^n) \sim \prod_{j=1}^n p(s_{1j}, s_{2j})\), and a DMZIC \(p(y_1 y_2|x_1 x_2) = p(y_1|x_1)p(y_2|x_1 x_2)\), a distortion pair \((D_1, D_2)\) is achievable if

\[
\begin{align*}
I(W_1; S_1|U_1 Q) &< I(W_1 X_1; Y_1|U_1 Q), \\
I(W_1 U_1; S_1|Q) &< I(W_1 U_1 X_1; Y|Q), \\
I(W_2; S_2|U_1 Q) &< I(W_2 X_2; Y_2|U_1 Q), \\
I(W_2; S_2|U_1 Q) + I(S_1; U_1|Q) &< I(W_2 U_1 X_2; Y_2|Q),
\end{align*}
\]

and \(D_i\) for \(i = 1, 2\), are given by

\[
D_i = E[d_i(S_i, \phi_i(W_i U_1))].
\] (4.18)

Proposition 8 is obtained by setting \(U_2 = \emptyset\) in Theorem 8. The conditions in Proposition 8 is slightly different from Theorem 7. The difference is that, in Theorem 7, the auxiliary random variables \(W_1, W_2, U_1\) satisfy the Markov chain \(W_2 \rightarrow S_2 \rightarrow S_1 \rightarrow W_1 \rightarrow U_1\), where in this chapter, they satisfy the Markov chain \(W_2 \rightarrow S_2 \rightarrow S_1 \rightarrow (W_1, U_1)\) and \(W_1 \rightarrow S_1 \rightarrow U_1\). This also implies a slight difference between the two coding schemes. In Theorem 7, \(U_1^n\) is generated based on \(W_1^n\) only, i.e., \(U_1^n\) carries the partial information embedded in \(W_1^n\). In the present chapter, as remarked before, \(U_1^n\) represents the information embedded in the original source \(S_1^n\). We believe that the latter one is a more natural scheme.

**4.2 The Gaussian special case**

In this section, we examine the problem of sending correlated Gaussian sources over a GIC.

Consider a pair of Gaussian random sources \((S_1^n, S_2^n)\), independent and identically distributed (i.i.d.) generated according to a zero mean bivariate Gaussian distribution. The covariance matrix of \((S_1, S_2)\) is given by

\[
K_{S_1 S_2} = \begin{pmatrix}
\sigma_1^2 & \rho \sigma_1 \sigma_2 \\
\rho \sigma_1 \sigma_2 & \sigma_2^2
\end{pmatrix},
\] (4.19)

where \(\rho \in [-1, 1]\), and \(0 < \sigma_i < \infty, i = 1, 2\). The source sequences are to be transmitted over a Gaussian interference channel defined by

\[
Y_1^n = c_{11} X_1^n + c_{12} X_2^n + Z_1^n,
\] (4.20)
\[ Y_2^n = c_{21}X_1^n + c_{22}X_2^n + Z_2^n, \quad (4.21) \]

where \( X_1, X_2 \) are the channel input and \( Y_1, Y_2 \) are the output, and \( Z_i^n \sim \mathcal{N}(0, N_i I_n) \), \( i = 1, 2 \), are i.i.d. Gaussian noise sequences and \( I_n \) is the \( n \times n \) identity matrix.

The realization \( S_1^n \) is available at encoder 1 and \( S_2^n \) available at encoder 2. The encoders choose a sequence of codewords \( X_i^n, i = 1, 2 \), based on \( S_1^n \) and \( S_2^n \), respectively. The encoding is subject to individual power constraints, for \( i = 1, 2 \),

\[ \frac{1}{n} \sum_{j=1}^{n} E X_{ij}^2 (S_i^n) \leq P_i. \quad (4.22) \]

The decoding maps are the same as defined before, and the corresponding distortion is measured by mean squared error (MSE), defined as, for \( i = 1, 2 \),

\[ D_{in} \triangleq \frac{1}{n} \sum_{j=1}^{n} E (S_{ij} - \hat{S}_{ij})^2. \quad (4.23) \]

Without loss of generality [33], we assume that two source components have equal variance (\( \sigma_1 = \sigma_2 = \sigma \)) and have a non-negative correlation coefficient (\( \rho \in [0, 1] \)). We also assume that \( c_{11} = c_{22} = 1 \), since decoders can always scale their channel output. For simplicity, we only consider symmetric GIC with equal power constraints, i.e., \( c_{12} = c_{21} = a, P_1 = P_2 = P \) and \( N_1 = N_2 = N \), and we are interested in characterizing the achievable distortion region, i.e., \( \mathbb{D} = \bigcup(D_1, D_2) \), where the union is taken over all achievable distortion pairs.

### 4.2.1 Lower and upper bounds on the achievable distortion region

Before discussing the achievable schemes, we introduce a simple lower bound (cut set bound) for the distortion region.

**Theorem 9** A necessary condition for \( (D_1, D_2) \in \mathbb{D} \) is that

\[ D_1 \geq \sigma^2 \frac{N}{(1 + 2a\rho + a^2)P + N}, \quad (4.24) \]

\[ D_2 \geq \sigma^2 \frac{N}{(1 + 2a\rho + a^2)P + N}. \quad (4.25) \]

**Proof:** By the rate distortion theory [35, Theorem 13.3.2], we have

\[ I(S^n, \hat{S}^n) \geq \frac{n}{2} \log \frac{\sigma^2}{D_1}. \quad (4.26) \]
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We next want to upper bound $I(S^n, \hat{S}^n)$. Notice that $S^n \rightarrow Y_1^n \rightarrow \hat{S}^n$ forms a Markov chain, we get,

\[
I(S^n; \hat{S}^n) \leq I(S^n; Y_1^n) \leq I(S^n X_1^n X_2^n; Y_1^n) = H(Y_1^n) - H(Y_1^n|X_1^n X_2^n) \leq \frac{n}{2} \log \left(1 + 2a\rho + a^2\right)P + N
\]

where the last step uses the fact that $\frac{E_{X_i}X_i}{\sqrt{E_{X_i}^2}} \leq \rho$, $i = 1, 2, \ldots, n$, by Witsenhausen’s lemma [58]. Combining (4.26) and (4.30), we get lower bound (4.24), lower bound (4.25) can be obtained similarly.

For the achievability part, the achievable distortion region obtained in Theorem 8 still applies to the Gaussian case. However, the evaluation of this region is hard in general, since we do not know the optimal choices of the auxiliary random variables $(W_1, W_2, U_1, U_2)$. In the following, we give a sufficient condition which can be viewed as a special case of Theorem 8.

**Proposition 9** For transmitting correlated Gaussian source over Gaussian interference channels, a distortion pair $(D_1, D_2)$ is achievable if

\[
I(W_1; S|W_2) < I(W_1 X_1; Y_1|W_2) \quad I(W_2; T|W_1) < I(W_2 X_1; Y_1|W_1) \\
I(W_1; S|W_2) + I(W_2; T) < I(W_1 W_2 X_1; Y_1) \quad I(W_2; T|W_1) < I(W_2 X_2; Y_2|W_1) \\
I(W_1; S|W_2) < I(W_1 X_2; Y_2|W_2) \quad I(W_2; T|W_1) + I(W_1; S) < I(W_1 W_2 X_2; Y_2)
\]

and $D_i$ for $i = 1, 2$, are given by

\[
D_i = E[d_i(S_i, \phi_i(W_i))].
\]

The Proposition is proved by setting $U_1 = W_1$, $U_2 = W_2$ and $Q = \emptyset$ in Theorem 8.

To further calculate the bound, we study two special regimes of the GIC, the strong interference regime $(a \geq 1)$ and the noisy interference regime ($2\sqrt{a}(aP + 1) \leq 1$).
4.2.2 The strong interference regime

In this regime, the capacity region of GIC with independent messages is that of a compound MAC [16], and for our symmetric GIC case, is given by

\[
R_1 \leq \frac{1}{2} \log \left( 1 + \frac{P}{N} \right),
\]

(4.33)

\[
R_2 \leq \frac{1}{2} \log \left( 1 + \frac{P}{N} \right),
\]

(4.34)

\[
R_1 + R_2 \leq \frac{1}{2} \log \left( 1 + \frac{P + a^2P}{N} \right).
\]

(4.35)

For sending correlated Gaussian sources over this GIC, by directly evaluating the sufficient conditions in Theorem 8, we get the following achievable distortion region.

**Corollary 4** For sending correlated Gaussian sources over a symmetric GIC with \( a \geq 1 \), a distortion pair \((D_1, D_2)\) is achievable if there exist rates \( R_1 > 0 \) and \( R_2 > 0 \) such that the following conditions hold

\[
R_i < \frac{1}{2} \log \left( \frac{(1 - \rho^2)P + N}{(1 - \bar{\rho}^2)N} \right),
\]

(4.36)

\[
R_1 + R_2 < \frac{1}{2} \log \left( \frac{(1 + 2a\bar{\rho} + a^2)P + N}{(1 - \bar{\rho}^2)N} \right),
\]

(4.37)

\[
D_i > \sigma^2 2^{-2R_i} \frac{1 - (1 - 2^{-2R_i} \rho^2)}{1 - \bar{\rho}^2},
\]

(4.38)

where \( i = 1, 2 \) and \( \bar{\rho} = \sqrt{1 - 2^{-2R_1}} \sqrt{1 - 2^{-2R_2} \rho} \).

**Sketch of proof:** Corollary 4 follows directly from Proposition 9. To evaluate the bound in Proposition 9, we further choose the test channels \( W_1 = c_1S + Z_{W_1} \) and \( W_2 = c_2T + Z_{W_2} \), where \( c_i = \sqrt{1 - 2^{-2R_i}} \), \( Z_{W_i} \sim \mathcal{N}(0, 2^{-2R_i}) \), \( i = 1, 2 \), and \( R_1 \) and \( R_2 \) are the quantization rates. By choosing the encoding function as \( X_{ij} = \sqrt{\frac{P}{\sigma^2}}W_{ij}, \) \( i = 1, 2 \) and \( j = 1, 2, \ldots, n \), and implement a MMSE estimator at both decoder (hence, \( D_1 = \text{Var}(S|W_1W_2) \) and \( D_2 = \text{Var}(T|W_1W_2) \)), we get the conditions as in Corollary 4. \( \Box \)

**Remark:** In the evaluation part, the choices of test channels and encoding schemes are exactly the same as the vector quantizer scheme introduced by Lapidoth and Tinguely [33, 4] for the problem of sending correlated Gaussian sources over a Gaussian MAC. It is not surprising that the conditions obtained here are similar to theirs as in the regime \( a \geq 1 \), we use the IC as a compound MAC by setting \( U_i = W_i, i = 1, 2 \) in the evaluation.
If only symmetric distortion is considered, i.e., \( D_1 = D_2 = D \), we get the following proposition.

**Proposition 10** A symmetric distortion \( D \) is achievable if there exists some \( R > 0 \) such that

\[
R < \frac{1}{2} \log \frac{(1 - \rho^2)P + N}{(1 - \rho^2)N},
\]

\[
2R < \frac{1}{2} \log \frac{(1 + 2a\tilde{\rho} + a^2)P + N}{(1 - \tilde{\rho}^2)N},
\]

\[
D = \sigma^2 \frac{2R^2 - 2R - (1 - 2^{-2R})\rho^2}{1 - \rho^2},
\]

where \( \tilde{\rho} = (1 - 2^{-2R})\rho \).

To compare the performance, we consider two alternative coding schemes: uncoded transmission and the separation approach.

**Uncoded transmission**: by choosing \( X_{ij} = \sqrt{\frac{P}{\sigma^2}}S_{ij} \), for \( i = 1, 2 \) and \( j = 1, 2, \cdots, n \), and implementing a minimum mean squared error (MMSE) estimation at both decoders, we get the following achievable distortion for the uncoded scheme

\[
D_1 = D_2 = D_u = \sigma^2 \frac{a^2(1 - \rho^2)P + N}{(1 + 2a\rho + a^2)P + N}.
\]

**Separation**: For the channel coding part, the capacity region is given by (4.33-4.35). For the symmetric case, we choose\(^1\)

\[
R_1 = R_2 = R = \frac{1}{4} \log \left(1 + \frac{(1 + a^2)P}{N}\right).
\]

For the source coding part, since in the strong interference channel regime, the two decoders can decode both users’ messages, it is reasonable to implement an optimal quadratic Gaussian two-terminal source coding scheme given by [54]. In the case of \( R_1 = R_2 = R \), the distortion region in [54] reduces to

\[
D = \sqrt{2^{-4R}(1 - \rho^2) + \rho^2 2^{-8R}}.
\]

Together with (4.43), we get the following achievable distortion for the separation scheme

\[
D_s = \sqrt{\frac{N[(1 + a^2)P(1 - \rho^2) + N]}{(1 + a^2)P + N}}.
\]

\(^1\)Assuming without loss of generality, constraint (4.35) is active, i.e., \( a^2 \leq P + N \).
We remark here that, in the case of $a = 1$, the received signals $Y_1^n$ and $Y_2^n$ are statistically the same, hence, the lower bound [33, Corollary 1] developed by Lapidoth and Tinguely for the Gaussian MAC case is still valid for our problem. We have the following proposition.

**Proposition 11** For $a = 1$, a necessary condition for $(D, D) \in \mathcal{D}$ is that

$$D \geq \sigma^2 \frac{P(1 - \rho^2) + N}{2P(1 + \rho) + N} \quad \text{if} \quad \frac{P}{N} \leq \frac{\rho}{1 - \rho^2},$$

$$D \geq \sigma^2 \sqrt{\frac{(1 - \rho^2)N}{2P(1 + \rho) + N}} \quad \text{if} \quad \frac{P}{N} > \frac{\rho}{1 - \rho^2}. \quad (4.46)$$

4.2.3 The noisy interference regime

In the noisy interference regime, the analysis follows similarly as above, and we only summarize the results below.

**Proposition 12** In the symmetric setting with $2\sqrt{a}(aP + 1) \leq 1$, a symmetric distortion $D$ is achievable if there exists rate $R > 0$ such that

$$R < \frac{1}{2} \log \left(1 + \frac{(1 + \hat{\rho})^2P}{a^2(1 - \hat{\rho})P + N}\right), \quad (4.48)$$

$$D = \sigma^2 2^{-2R}, \quad (4.49)$$

where $\hat{\rho} = (1 - 2^{-2R})\rho$.

**Corollary 5** In the symmetric setting with $2\sqrt{a}(aP + 1) \leq 1$, uncoded transmission and separation scheme can achieve respectively

$$D_u = \sigma^2 \frac{a^2(1 - \rho^2)P + N}{(1 + 2a\rho + a^2)P + N}, \quad (4.50)$$

$$D_s = \sigma^2 2^{-2R} = \sigma^2 \frac{a^2P + N}{(1 + a^2)P + N}. \quad (4.51)$$

4.2.4 Numerical examples

Fig.4.2 shows the performance of different achievable schemes for $a = 1$. From the figure, uncoded scheme is optimal when $\frac{P}{N}$ is less than a certain threshold, which coincides with the observation in [33]. In general, uncoded scheme is the best for low SNR, while joint source and channel coding scheme outperforms others for high SNR.
Another observation is that, joint source and channel coding uniformly outperforms separation scheme for all SNR. We also observe that the distortion attained with the uncoded scheme will not converge to 0 as SNR increases, while that of the joint source channel coding and separation schemes converge to 0. Similar observations can be made for $a=2$, as shown in Fig.4.3. For the noisy interference regime, the performance is shown in Fig.4.4. In this case, uncoded transmission uniformly beats all others for all SNR. The joint source channel coding described above, although utilizing the rate gain from the correlation between codewords, does not make use of the correlation at the final estimation stage. This also implies that the choice of auxiliary random variables is not optimal.

### 4.3 Summary

In this chapter, we studied lossy transmission of two correlated sources over a two-user DMIC. An achievable distortion region was proposed and it was shown to include Salehi and Kurtas’s result on lossless transmission of correlated sources over DMIC as a special case. The Gaussian case was also studied. A lower bound and several achievable schemes including uncoded transmission, the separation approach, and joint source channel coding were introduced. It was shown that in the strong interference regime, uncoded transmission is the best at low SNR while the joint source channel coding outperforms others at high SNR. In addition, the joint source channel coding scheme uniformly outperforms the separation scheme for all SNR. In the noisy interference regime, uncoded transmission outperforms others for all SNR range. The joint source channel coding scheme introduced in section 4.2 is only a special case of our main result. The optimal choice of auxiliary random variables is still unknown. Possible improvement can be made by considering the superposition approach proposed in [55, 4]. Moreover, the lower bound in Theorem 9 is loose in general.
Figure 4.2: Comparison of different achievable schemes for \( a = 1 \), where lower bound 1 is by Proposition 11 and lower bound 2 is from Theorem 9.

Figure 4.3: Comparison of different achievable schemes for \( a = 2 \), where the lower bound is from Theorem 9.
Figure 4.4: Comparison of different achievable schemes for $a=0.1$. 
Chapter 5

The Common Information of $N$ Dependent Random Variables

We briefly introduced the three classic measures of common information in the introduction part of this thesis. They are Shannon’s mutual information, Gács and Körner’s common randomness and Wyner’s common information. However, all these three notions of common information were originally proposed for two random variables case.

Generalizing of mutual information to $N$ random variables was first reported in [64]. The generalization comes from the observation that for a pair of random variables, Shannon’s information measures is consistent with the Venn diagram for set operation and a comprehensive treatment was available in [65, 66]. Gács and Körner’s common randomness was recently generalized to multiple random variables by Tyagi, Narayan and Gupta in [67], which extends the encoding process in the definition of common randomness to that of $N$ terminals.

In this chapter, we generalize Wyner’s common information of a pair of random variables to that of $N$ dependent variables. We show that the operational meaning defined in both approaches are still valid. Moreover, we establish some monotone property of such generalization which contrast to the notion of ‘common’ information. Specifically, we show that the common information does not decrease as the number of variables increases while keeping the same marginal distribution. This is different from the other two notions of common information. Examples on evaluating $C(X_1, X_2, \cdots, X_N)$ are given for circularly symmetric binary sources and the asymptotic results are also studied.

The rest of this chapter is organized as follows. Section 5.1 gives the problem for-
mulation and main results. Section 5.2 gives some examples and discussions. Section 5.3 concludes the chapter.

5.1 Common information of $N$ random variables

Let $X_1, X_2, \cdots, X_N$ be random variables that take values on the finite alphabet sets $\mathcal{X}_1, \mathcal{X}_2, \cdots, \mathcal{X}_N$ with joint distribution $P(x_1, x_2, \cdots, x_N)$. A length-$n$ source sequence $(x_1^n, x_2^n, \cdots, x_N^n)$ is distributed according to

$$P^{(n)}(x_1^n, x_2^n, \cdots, x_N^n) = \prod_{i=1}^{n} P(x_{1i}, x_{2i}, \cdots, x_{Ni}).$$

(5.1)

Our generalization of Wyner's common information is to define a similar measure for $N$ random variables by preserving the conditional independence structure through the introduction of an auxiliary random variable. Specifically, we define

$$C(X_1, X_2, \cdots, X_N) \triangleq \inf I(X_1, X_2, \cdots, X_N; W),$$

(5.2)

where the infimum is taken over all the joint distributions of $(X_1, X_2, \cdots, X_N, W)$ such that

$$\sum_{w} P(x_1, x_2, \cdots, x_n, w) = P(x_1, x_2, \cdots, x_N),$$

(5.3)

$$P(x_1, \cdots, x_n|w) = \prod_{i=1}^{n} P(x_i|w).$$

(5.4)

Thus the marginal distribution of $(X_1, X_2, \cdots, X_N)$ is $P(x_1, x_2, \cdots, x_N)$ and $(X_1, \cdots, X_N)$ are conditionally independent given $W$.

We now give two interpretation for the common information $C$ of $N$ dependent random variables.

5.1.1 A Gray-Wyner source coding network interpretation

For the Gray-Wyner source coding network, we start with the definition of encoder-decoders.

**Definition 5** A $(n, \mathcal{M}_0, \mathcal{M}_1, \cdots, \mathcal{M}_N)$ code consists of the following:
An encoder mapping
\[ f : X_1^n \times X_2^n \times \cdots \times X_N^n \rightarrow \mathcal{M}_0 \times \mathcal{M}_1 \times \cdots \times \mathcal{M}_N, \]
where \( \mathcal{M}_i = \{1, 2, \ldots, 2^{nR_i}\}. \)

\( N \) decoders \( g_i \), for \( i = 1, 2, \ldots, N \),
\[ g_i : \mathcal{M}_i \times \mathcal{M}_0 \rightarrow X_i^n. \] (5.5)

The probability of error is defined as
\[ P_e^{(n)} = Pr\{ (\hat{X}_1^n, \hat{X}_2^n, \cdots, \hat{X}_N^n) \neq (X_1^n, X_2^n, \cdots, X_N^n) \}, \] (5.6)
where \( \hat{X}_i^n = g_i(M_i, M_0) \) for \( i = 1, \cdots, N \).

**Definition 6** A number \( R_0 \) is said to be achievable if for any \( \epsilon > 0 \), we can find an \( n \) sufficiently large such that there exists a \((n, \mathcal{M}_0, \mathcal{M}_1, \cdots, \mathcal{M}_N)\) code with
\[ \mathcal{M}_0 \leq 2^{nR_0}, \quad P_e^{(n)} \leq \epsilon, \] (5.7) (5.8)
\[ \frac{1}{n} \sum_{i=0}^{N} \log \mathcal{M}_i \leq H(X_1, X_2, \cdots, X_N) + \epsilon. \] (5.9)

As with the case for two random variables, \( C_1 \) is defined as the infimum of all achievable \( R_0 \).

### 5.1.2 A random variable generator interpretation

For the second approach of approximating joint distribution, we again start with the following definition.

**Definition 7** An \((n, \mathcal{M}, \Delta)\) generator consists of the following:

- a message set \( \mathcal{W} \in \{1, 2, \cdots, 2^{nR}\} \);
- for all \( w \in \mathcal{W} \) and \( N \) conditional probability distributions \( q_i^{(n)}(x_i^n|w) \), for \( i = 1, 2, \cdots, N \), define the probability distribution on \( X_1^n \times X_2^n \times \cdots \times X_N^n \)
\[ Q^{(n)}(X_1^n, X_2^n, \cdots, X_N^n) = \sum_{w \in \mathcal{W}} \frac{1}{\mathcal{M}} \prod_{i=1}^{N} q_i^{(n)}(x_i^n|w). \] (5.10)
Thus the $N$ processors serve as random number generators each generating independent and identically distributed (i.i.d.) sequence $\tilde{X}_i^n$ according to $q(x_i|w)$ and the output of the processors follow joint distribution defined in (5.1). Let

$$
\Delta = D_n(P^{(n)}; Q^{(n)}) = \frac{1}{n} \sum_{x_i^n \in X_i^n, i=1,2,\ldots,N} P^{(n)} \log \frac{P^{(n)}}{Q^{(n)}},
$$

(5.11)

where $P^{(n)}$ and $Q^{(n)}$ are defined as in (5.1) and (5.10) respectively.

**Definition 8** A number $R$ is said to be achievable if for all $\epsilon > 0$, we can find an $n$ sufficiently large such that there exists a $(n, M, \Delta)$ generator with $M \leq 2^{nR}$ and $\Delta \leq \epsilon$.

We define $C_2$ as the infimum of all achievable $R$.

### 5.1.3 Main results: $C_1 = C_2 = C$

The main result of this chapter is the following Theorem.

**Theorem 10**

$$
C_1 = C_2 = C(X_1, X_2, \ldots, X_N).
$$

(5.12)

Thus both $C_1$ and $C_2$ admit single letter characterization which coincides with $C(X_1, \ldots, X_N)$.

The proof of Theorem 10 is given in Appendix D.

### 5.2 Examples and discussions

#### 5.2.1 The monotone property of common information $C$

We start with the following example. Let $X = (X', U, V)$, $Y = (Y', V, W)$ and $Z = (Z', W, U)$ where the random variables $X', Y', Z', U, V, W$ are mutually independent. It is easy to show that for this example

$$
I(X; Y; Z) = K(X, Y, Z) = 0,
$$

whereas

$$
C(X, Y, Z) = H(UVW).
$$

On the other hand,

$$
C(X, Y) = H(V),
$$

59
\[ C(X, Z) = H(U), \]
\[ C(Y, Z) = H(W). \]

What is interesting is that the inclusion of an additional variable increases the common information. This is somewhat surprising: if the information is common it ought to be non-increasing when more random variables are included. Indeed, we can prove the following general result:

**Lemma 2** Let \((X_1, \cdots, X_N) \sim p(x_1, \cdots, x_N)\). For any two sets \(A, B\) that satisfy \(A \subseteq B \subseteq N = \{1, 2, \cdots, N\}\),

\[ C(X_A) \leq C(X_B), \quad (5.13) \]

where \(X_A = \{X_i, i \in A\}\) and \(X_B = \{X_i, i \in B\}\).

**Proof:** Let \(W'\) be the \(W\) that achieves \(C(X_B)\), i.e., \(I(W'; X_B) = \inf I(W; X_B)\). But \(A \subseteq B\), thus \(X_B\) conditionally independent given \(W'\) implies that \(X_A\) is conditionally independent given \(W'\). Thus

\[ I(X_B; W') \geq I(X_A; W') \geq \inf I(X_A; W) \]

where the infimum is taken over all \(W\) such that \(X_A\) is independent given \(W\).

This monotone property perhaps suggests that the name common information, while meaningful for pair of variables, no longer suits the generalization to \(N\) variables. We comment here that Gács and Körner’s common randomness follows a different monotone property

\[ K(X_A) \geq K(X_B) \]

while there is no definitive inequality relationship for mutual information.

As a consequence, we have for any \(N\) random variables

\[ C(X_1, X_2, \cdots, X_N) \geq K(X_1, X_2, \cdots, X_N). \]

We now examine another example in which Wyner’s common information increases as the number of the observations increases. Moreover the common information eventually converges and the asymptote suggests that the notion of common information may have potential application in certain inference problem.
5.2.2 Circularly symmetric binary sources

We now examine another example in which Wyner’s common information increases as the number of the observations increases. Moreover the common information eventually converges and the asymptote suggests that the notion of common information may have potential application in certain inference problem.

Consider first the example of three binary random variables $X_1, X_2, X_3$ with joint distribution

$$P(x_1, x_2, x_3) = \begin{cases} 
\frac{1}{2} - \frac{3}{4}a_0 & \text{if } x_1 = x_2 = x_3 \\
\frac{1}{4}a_0 & \text{otherwise}
\end{cases} \quad (5.14)$$

where the parameter $a_0$ satisfies $0 \leq a_0 \leq \frac{1}{2}$.

It can be easily verified that

$$Pr\{X_i = 0\} = \frac{1}{2}, \quad (5.15)$$

for $i = 1, 2, 3$ and that for $1 \leq i, j \leq 3, i \neq j$,

$$Pr(X_i = x_i, X_j = x_j) = \frac{1}{2}(1 - a_0)\delta_{x_i, x_j} + \frac{1}{2}a_0(1 - \delta_{x_i, x_j}), \quad (5.16)$$

where $\delta_{a,b} = 1$ if $a = b$ and 0 otherwise.

Thus, each pair of $(X_i, X_j), i \neq j$, can be viewed as a doubly symmetric binary source as defined in [59]. We refer to this set of exchangeable binary sources circularly symmetric binary source. For such circularly symmetric binary source $(X_1, X_2, X_3)$ with joint distribution given in (5.14) and random variables $(X_1, X_2, X_3, W)$ that satisfy (5.3) and (5.4), we have the following lemma.

**Lemma 3**

$$H(X_1|W) + H(X_2|W) + H(X_3|W) \leq 3h(a_1), \quad (5.17)$$

where $a_1 = \frac{1}{2} - \frac{1}{2}(1 - 2a_0)^\frac{1}{2}$.

This lemma is a direct consequence of Wyner’s result on doubly symmetric binary source [59]. Therefore, we have,

$$I(X_1X_2X_3;W) = H(X_1X_2X_3) - H(X_1X_2X_3|W),$$
This lower bound can indeed be achieved by choosing the following random variables. Let $W$ be a random variable with $p_W(0) = p_W(1) = 1/2$, i.e., a Bernoulli(1/2) random variable. Let each $X_i$ be the output of a binary symmetric channel (BSC) with crossover probability $a_1$ with $W$ as input. The channels share the common input $W$ but are otherwise independent of each other. This is illustrated in the simple Bayesian graph model in Fig. 5.1 with $N = 3$ where each link represents a BSC with crossover probability $a_1$.

Thus, the common information of this circularly symmetric binary source is,

$$C(X_1, X_2, X_3) = 1 + a_0 + h(a_0) + (1 - a_0)h\left(\frac{a_0}{2(1 - a_0)}\right) - 3h(a_1),$$

(5.19)

Notice that any pair of $(X_i, X_j)$ is a doubly symmetric binary source [59], therefore,

$$C(X, Y) = 1 + h(a_0) - 2h(a_1).$$
It is straightforward to check that

\[ C(X, Y, Z) > C(X, Y) \]

when \( 0 < a_0 < \frac{1}{2} \). This is also shown numerically in Fig. 5.2.

### 5.2.3 Asymptotic results for \( N \) binary random variables

We now study the generalization of above example to arbitrary \( N \) and in particular the asymptotic value of the common information for the circularly symmetric binary sources.

Consider \( N \) binary random variables \( X_1, X_2, \ldots, X_N \) with joint distribution \( p(X_1, X_2, \ldots, X_N) \) generated by an underlying Bayesian graph model as in Fig. 5.1, where \( W \) is a Bernoulli(1/2) random variable and each \( X_i, i = 1, 2, \ldots, N, \) is the output of a BSC with crossover probability \( a_1(0 \leq a_1 \leq \frac{1}{2}) \) with a common input \( W \). Hence, for \( x_1, x_2, \ldots, x_N \in \{0, 1\} \),

\[
P(x_1, x_2, \ldots, x_n) = \sum_{w \in \{0,1\}} \frac{1}{2} \prod_{i=1}^{N} P_i(x_i|w),
\]

(5.20)

where for each \( i = 1, 2, \ldots, N, \) \( p_i(x_i|w) = (1 - a_1) \) if \( x_i = w \) and \( a_1 \) otherwise.

Similarly, we have,

\[
\sum_{i=1}^{N} H(X_i|W) \leq Nh(a_1),
\]

(5.21)
for any random variable \( W \) that satisfies (5.3) and (5.4).

Therefore, \( C(X_1, X_2, \cdots, X_N) \) can be lower bounded by

\[
C(X_1, X_2, \cdots, X_N) \geq H(X_1, X_2, \cdots, X_N) - Nh(a_1). \tag{5.22}
\]

On the other hand, the above lower bound is achievable by exactly the same \( W \) in the above Bayesian model. Hence, we have,

\[
C(X_1, X_2, \cdots, X_N) = H(X_1, X_2, \cdots, X_N) - Nh(a_1), \tag{5.23}
\]

where \( H(X_1, X_2, \cdots, X_N) \) can be calculated from (5.20).

Now consider the above model but with increasing \( N \). For any \( \epsilon \) and \( a_1 < 1/2 \), it is clear that

\[
H(W|X_1, X_2, \cdots, X_N) < \epsilon
\]

for \( N \) sufficiently large. This can be established by the Fano’s inequality as one can estimate \( W \) with arbitrary reliability given \( X_1, \cdots, X_N \) for sufficiently large \( N \). Therefore,

\[
\begin{align*}
C(X_1, X_2, \cdots, X_N) &= H(X_1, X_2, \cdots, X_N) - Nh(a_1), \nonumber \\
&= H(X_1, X_2, \cdots, X_N, W) - Nh(a_1) \\
&\quad - H(W|X_1, X_2, \cdots, X_N), \nonumber \\
&\geq H(W) - \epsilon, \tag{5.24}
\end{align*}
\]

where the last step is from the fact that \( H(X_1, X_2, \cdots, X_N|W) = Nh(a_1) \). On the other hand,

\[
C(X_1, \cdots, X_N) \leq H(W)
\]

for any \( N \). Thus, for \( a_1 < 1/2 \),

\[
\lim_{N \to \infty} C(X_1, X_2, \cdots, X_N) = H(W) = 1
\]

If \( a_1 = 1/2 \), then \( X_1, \cdots, X_N \) are mutually independent hence \( C(X_1, \cdots, X_N) = 0 \).

### 5.3 Conclusions

This chapter generalized Wyner’s common information, defined for a pair of random variables, to that of \( N \) dependent random variables. We showed that it is the minimum common information rate \( R_0 \) needed for \( N \) separate decoders to recover their
intended sources losslessly while keeping the total rate close to the entropy bound. It is also equivalently to the smallest rate of the common input to $N$ independent processors (random number generators), such that the output distribution is approximately the same as the given joint distribution. It was shown that such generalization leads to the phenomenon of ‘common’ information non-decreasing as the number of sources increases.

For the example of circularly symmetric binary sources, we show that common information not only increases as $N$ grows, but eventually converges to the entropy of $W$ that achieves $C(X_1, \cdots, X_N)$. 

In previous chapter, we generalized Wyner’s common information to \( N \) dependent random variables. The interpretations there only apply to random variables with finite alphabet sets. Intuitively, the definition of common information itself applies to random variables with continuous alphabet. However, it is not clear what physical interpretation such quantity carries for continuous random variables.

In this chapter, we provide such an interpretation using the rate distortion result for the Gray-Wyner network as described in Fig. 6.1. That is, instead of requiring the sources to be reproduced losslessly at the two decoders, we allow certain distortions subject to given distortion constraints [68]. It turns out that Wyner’s common information is precisely the smallest common message rate for a certain range of distortion constraints when the total rate is arbitrarily close to the rate distortion function with joint decoding. A surprising result is that, as Wyner’s common information is only a function of the joint distribution, this smallest common rate remains constant even if the distortion constraints vary, as long as they are less than certain thresholds.

We limit ourself to two random variable case in this chapter. The extension to \( N \) continuous random variables will be reported in the future works.

The rest of the chapter is organized as follows. Section 6.1 gives the problem formulation and the main results. In section 6.2, two examples, the doubly symmetric binary source and the bivariate Gaussian source, are given. We conclude in Section 6.3.
6.1 A Gray-Wyner lossy source coding interpretation

Let \( \{(X_k, Y_k)\}_{k=1}^{\infty} \) be independent copies of a pair of dependent random variables \((X, Y) \sim Q(x, y)\) which take values in some arbitrary (finite, countable, or continuous) spaces \(\mathcal{X} \times \mathcal{Y}\). Here, we use \(Q(x, y)\) to denote the joint distribution of \((X, Y)\), i.e., probability mass function if \((X, Y)\) are discrete and probability density function if \((X, Y)\) are continuous. Thus the joint distribution of length \(n\) vectors \((X^n, Y^n)\) is

\[
Q^n(x^n, y^n) = \prod_{i=1}^{n} Q(x_i, y_i) .
\]

(6.1)

The common information of the pair \((X,Y)\) is a functional of \(Q\) and is defined as

\[
C(X,Y) \triangleq \inf I(X,Y; W),
\]

(6.2)

where the infimum is taken over all random variable triples \(X,Y,W\) satisfying

- (C1) The marginal distribution for \(X,Y\) is \(Q(x,y)\),
- (C2) \(X\) and \(Y\) are conditionally independent given \(W\).

Let us consider the lossy source coding problem described in Fig. 6.1. The encoder observes a pair of sequences \((X^n, Y^n)\), and maps them to three messages \(W_0, W_1, W_2\) with

\[
W_i \in \{1, \cdots , 2^{nR_i}\},
\]

for \(i = 0, 1, 2\). Let \(d_1(x, \hat{x})\) and \(d_2(x, \hat{y})\) be bounded single letter distortion functions defined on \(\mathcal{X} \times \mathcal{X}\) and \(\mathcal{Y} \times \mathcal{Y}\) respectively. Decoder 1 reproduces \(X^n\) from \((W_0, W_1)\) subject to an average distortion constraint \(\Delta_1\); decoder 2 reproduces \(Y^n\) from \((W_0, W_2)\) subject to an average distortion constraint \(\Delta_2\).
from \((W_0, W_2)\) subject to an average distortion constraint \(\Delta_2\). We now give a precise definition of the quantity \(C_3(\Delta_1, \Delta_2)\), which is the smallest common rate \(R_0\) such that the total rate meets the rate distortion bound with joint decoding.

**Definition 9** An \((n, M_0, M_1, M_2)\) rate distortion code consists of the following:

- **One encoder mapping** \(f_E\)
  
  \[
  f_E : \mathcal{X}^n \times \mathcal{Y}^n \rightarrow I_{M_0} \times I_{M_1} \times I_{M_2},
  \]
  
  where \(I_{M_i} = \{0, 1, 2, \ldots, M_i - 1\}\) for \(i = 0, 1, 2\).

- **Two decoder mappings** \(f_D^{(X)}, f_D^{(Y)}\)
  
  \[
  f_D^{(X)} : I_{M_0} \times I_{M_1} \rightarrow \mathcal{X}^n,
  \]
  
  \[
  f_D^{(Y)} : I_{M_0} \times I_{M_2} \rightarrow \mathcal{Y}^n.
  \]

Let \(f_E(X^n, Y^n) = (W_0, W_1, W_2), 1 \leq W_i \leq M_i\) and

\[
\hat{X}^n = f_D^{(X)}(W_0, W_1),
\]

\[
\hat{Y}^n = f_D^{(Y)}(W_0, W_2).
\]

Denote by \((\Delta_X, \Delta_Y)\) the average distortion between encoder inputs and decoder outputs:

\[
\Delta_X = Ed_1(X^n, \hat{X}^n),
\]

\[
\Delta_Y = Ed_2(Y^n, \hat{Y}^n),
\]

where

\[
d_1(x^n, \hat{x}^n) = \frac{1}{n} \sum_{k=1}^{n} d_1(x_k, \hat{x}_k),
\]

\[
d_2(y^n, \hat{y}^n) = \frac{1}{n} \sum_{k=1}^{n} d_2(y_k, \hat{y}_k).
\]

An \((n, M_0, M_1, M_2)\) code with distortion \((\Delta_X, \Delta_Y)\) is referred to as an \((n, M_0, M_1, M_2, \Delta_X, \Delta_Y)\) rate distortion code.
Definition 10 For any $\Delta_1, \Delta_2 \geq 0$, a number $R_0$ is said to be $(\Delta_1, \Delta_2)$-achievable if for any $\epsilon > 0$ we can find $n$ sufficiently large such that there exists a $(n, M_0, M_1, M_2, \Delta_X, \Delta_Y)$ rate distortion code with

$$M_0 \leq 2^{nR_0},$$

$$\sum_{i=0}^{2} \frac{1}{n} \log M_i \leq R_{XY}(\Delta_1, \Delta_2) + \epsilon,$$

$$\Delta_X \leq \Delta_1 + \epsilon, \quad \Delta_Y \leq \Delta_2 + \epsilon.$$  

where $R_{XY}(\Delta_1, \Delta_2)$ is the rate distortion function for $(X, Y)$ with joint encoding and decoding, i.e.,

$$R_{XY}(\Delta_1, \Delta_2) = \min I(X, Y; \hat{X}, \hat{Y}),$$

where the minimum is taken over all the test channels $q_t(\hat{x}, \hat{y}|x, y)$ such that $Ed_1(X, \hat{X}) \leq \Delta_1, \ Ed_2(Y, \hat{Y}) \leq \Delta_2$.

Definition 11 $C_3(\Delta_1, \Delta_2)$ is defined as the infimum of all $R_0$ that is $(\Delta_1, \Delta_2)$-achievable.

We now state the main results.

Theorem 11 The common information $C(X; Y) = C_3(\Delta_1, \Delta_2)$ in some neighborhood of the origin $\{(\Delta_1, \Delta_2) : 0 \leq \Delta_1, \Delta_2 \leq \gamma\}$ provided that

$$Q(x, y) > 0 \quad \text{all } x \in X, y \in Y,$$

and $d_1, d_2$ satisfy

$$d_1(x, \hat{x}) > d_1(x, x) = 0, x \neq \hat{x},$$

$$d_2(y, \hat{y}) > d_2(y, y) = 0, y \neq \hat{y}.$$  

A proof of Theorem 11 is given in Appendix G.

The condition on $d_1$ and $d_2$ set forth in the theorem amounts to requiring the distortion function be normal, as defined in [66].

If $(X, Y)$ are discrete random variables with finite alphabet, and $d_1 = d_2 = d_H$ are the Hamming distortion, defined as

$$d_H(u, \hat{u}) = \begin{cases} 0, & u = \hat{u} \\ 1, & u \neq \hat{u} \end{cases},$$

then for $\Delta_1 = \Delta_2 = 0, C_3(\Delta_1, \Delta_2) = C_1 = C(X; Y)$. Therefore, approach 1 in [59] is a special case of Theorem 1.
Theorem 12  For the symmetric case $\Delta_1 = \Delta_2 = \Delta$, $C_3(\Delta) = C(X,Y)$ if and only if $\Delta \leq R_{XY}^{-1}(C(X,Y))$, where $R_{XY}^{-1}(\cdot)$ denotes the inverse function of $R_{XY}(\Delta, \Delta)$, i.e, the distortion rate function.

A proof of Theorem 12 is given in Appendix H.

6.2  Examples

6.2.1 Doubly symmetric binary source (DSBS)

Consider a DSBS as in [59, 68]. That is, a binary source where $X = Y = \{0, 1\}$ and for $x, y = 0, 1$,

$$Q(x, y) = \frac{1}{2}(1 - a_0)\delta_{x,y} + \frac{1}{2}a_0(1 - \delta_{x,y}),$$  \hspace{1cm} (6.20)

$0 \leq a_0 \leq \frac{1}{2}$ and $\delta_{x,y}$ is an indicator function of $x = y$. $X$ can be considered as an unbiased binary input to a binary symmetric channel (BSC) with crossover probability $a_0$ and $Y$ as the corresponding output, or vice versa.

It was shown in [59] that for the DSBS

$$C(X;Y) = 1 + h(a_0) - 2h(a_1),$$ \hspace{1cm} (6.21)

where $h(a_0)$ is the binary entropy function for $0 \leq a_0 \leq 1$ and $a_1 = \frac{1}{2} - \frac{1}{2}(1 - 2a_0)^\frac{1}{2}$.

For a DSBS with Hamming distortion $d_1 = d_2 = d_H$ and symmetric distortion constraint $\Delta_1 = \Delta_2 = \Delta$, the joint rate distortion function [71] is given by,

$$R_{XY}(\beta, \beta) = \begin{cases} 
1 + h(a_0) - 2h(\beta) & \text{if } 0 \leq \beta \leq a_1 \\
L(1 - a_0) - \frac{1}{2}\{L(2\beta - a_0) + L[2(1 - \beta) - a_0]\} & \text{if } a_1 \leq \beta \leq \frac{1}{2}
\end{cases} \hspace{1cm} (6.22)
$$

where $L(x) = -x \log x$.

It can be seen that

$$R_{XY}(a_1, a_1) = 1 + h(a_0) - 2h(a_1) = C(X,Y).$$

Therefore, by Theorem 12 we have $\gamma = a_1$ and $C_3(\Delta, \Delta) = 1 + h(a_0) - 2h(a_1)$ for any $0 \leq \Delta \leq a_1$.

Remark: $C_3(\Delta, \Delta)$ for any $0 \leq \Delta \leq a_1$ is achieved by $R_0 = R_{XY}(a_1, a_1) = 1 + h(a_0) - 2h(a_1)$, $R_1 = R_{X|\bar{X}\bar{Y}}(\Delta)$, and $R_2 = R_{Y|\bar{X}\bar{Y}}(\Delta)$, where $(\bar{X}, \bar{Y})$ are the random variables achieving $R_{XY}(a_1, a_1)$. The test channels are

$$Pr\{X = x|\bar{x}\bar{y}\} = (1 - a_1)\delta_{x,\bar{x}} + a_1(1 - \delta_{x,\bar{x}}),$$ \hspace{1cm} (6.23)
\[
Pr\{Y = y | \bar{x}, \bar{y}\} = (1 - a_1)\delta_{y,\bar{y}} + a_1(1 - \delta_{y,\bar{y}}).
\]

(6.24)

Hence, \( R_1 = R_2 = h(a_1) - h(\Delta). \)

### 6.2.2 Gaussian source

In this section we consider the case when \( X, Y \) are bivariate Gaussian with zero mean and covariance matrix

\[
K = \begin{bmatrix}
1 & \rho \\
\rho & 1
\end{bmatrix}.
\]

(6.25)

**Proposition 13** For the Gaussian random variable \((X, Y)\) described above, the common information is

\[
C(X; Y) = \frac{1}{2} \log \frac{1 + \rho}{1 - \rho}.
\]

(6.26)

The proof is given in Appendix K. Proposition 13 can be extended to multivariate Gaussian distributions.

**Corollary 6** For \( N \) joint Gaussian random variables \( X_1, X_2, \ldots, X_N \) with covariance matrix

\[
K_N = \begin{bmatrix}
1 & \rho & \cdots & \rho \\
\rho & 1 & \cdots & \rho \\
\vdots & \vdots & \ddots & \vdots \\
\rho & \rho & \cdots & 1
\end{bmatrix},
\]

(6.27)

the common information is

\[
C(X_1, X_2, \ldots, X_N) = \frac{1}{2} \log(1 + \frac{N\rho}{1 - \rho}).
\]

(6.28)

**Proposition 14** For bivariate Gaussian random variables \( X, Y \) with zero mean and covariance matrix in (6.25) and squared error distortion \( d_1(u, \hat{u}) = d_2(u, \hat{u}) = (u - \hat{u})^2 \), we have

\[
C_3(\Delta, \Delta) = C(X; Y),
\]

(6.29)

for any \( \Delta \leq 1 - \rho. \)
Proof: The joint rate distortion function for Gaussian random variables with symmetric squared error distortion [71] is

\[
R_{XY}(\beta, \beta) = \begin{cases} 
\frac{1}{2} \log \frac{1-\beta^2}{\beta^2} & 0 \leq \beta \leq 1 - \rho \\
\frac{1}{2} \log \frac{1+\rho}{2\beta(1-\rho)} & 1 - \rho \leq \beta \leq 1 \\
0 & \beta \geq 1
\end{cases}
\]  \hspace{1cm} (6.30)

Thus we have

\[
R_{XY}(1-\rho, 1-\rho) = \frac{1}{2} \log \frac{1+\rho}{1-\rho} = C(X, Y).
\]  \hspace{1cm} (6.31)

By Theorem 12, \( \gamma = 1 - \rho \). This means that \( C_3(\Delta, \Delta) = C(X; Y) \) for any \( \Delta \leq 1 - \rho \).

Remark: \( C_3(\Delta, \Delta) \) for any \( 0 \leq \Delta \leq 1 - \rho \) is achieved by \( R_0 = R_{XY}(1-\rho, 1-\rho) \), \( R_1 = R_{X|\tilde{X},Y}(\Delta) = \frac{1}{2} \log \frac{1-\rho}{\Delta} \), \( R_2 = R_{Y|\tilde{X},Y}(\Delta) = \frac{1}{2} \log \frac{1-\rho}{\Delta} \), where \( (\tilde{X}, \tilde{Y}) \) are the random variables achieving \( R_{XY}(1-\rho, 1-\rho) \).

6.3 Conclusion

In this chapter, we generalized Wyner’s common information to that of continuous random variables and provided a lossy source coding interpretation using the Gray-Wyner network. A surprising observation is that the the minimum common rate for lossy source coding is invariant to the distortion constraint as long as it is less than a certain threshold.
Chapter 7

Quantization for Distributed Testing of Independence

In this chapter, we consider the problem of distributed test of statistical independence under communication constraints. While independence test is frequently encountered in various applications, distributed independence test is particularly useful for events detection in sensor networks: data correlation often occurs among sensor observations in the presence of a target. Focusing on the Gaussian case because of its tractability, we study in this chapter the characteristics of optimal quantization rule for distributed test of independence.

Consider the following hypothesis testing problem: a pair of random sequences \((X_i, Y_i), i = 1, \cdots, n\), with \((X_i, Y_i)\) independent and identically distributed (i.i.d.) according to the joint probability density function

\[
fx,y(x, y) = \frac{1}{2\pi \sqrt{1 - \rho^2}} \exp \left( -\frac{1}{2(1 - \rho^2)} (x^2 - 2\rho xy + y^2) \right).
\]

The two hypotheses under test are

\[
\begin{align*}
H_0 : \ & \rho \neq 0, \\
H_1 : \ & \rho = 0.
\end{align*}
\]

(i.e., \((X, Y)\) is bivariate Gaussian and they are independent under \(H_1\) and dependent under \(H_0\). Notice that assuming zero mean and unit variance does not lose any generality as long as the mean values and variances are known, since we can always transform the random variables to standard bivariate Gaussian by proper scaling and shifting.)
In the centralized case where $X$ and $Y$ sequences are available, this statistical inference problem can be solved straightforwardly by applying some standard statistical inference frameworks depending on the situations (e.g., whether or not $\rho$ is known under $H_0$) [77].

The problem becomes much more interesting and challenging when $\{X_i\}$ and $\{Y_i\}$ are not directly available; instead, compressed versions of $X$ and $Y$ subject to some rate constraints are used for the test of independence. This distributed test of independence is the focus of the present work. To be more specific, we assume that $\{X_i\}$ and $\{Y_i\}$ are available respectively at two distributed sensor nodes. The sensor nodes communicate their data to the fusion center under a communication constraint of $R_1$ and $R_2$ bits per observation. The fusion center, upon receiving the sensor data, makes a final decision on whether $\{X_i\}$ and $\{Y_i\}$ are correlated or not. Our attempt is to understand properties of optimal quantizers at distributed nodes where the optimality is associated with the performance at the fusion center with regard to the dependence test.

Consider first the large sample regime, i.e., $n$ is large. Given that $(X_i, Y_i)$ form an i.i.d. sequence, it is easy to show that any reasonable quantizers will lead to a test with diminishing error probability as $n$ grows for $R_1 > 0$ and $R_2 > 0$. Thus a sensible criterion is the speed with which the error probability approaches zero, i.e., the error exponent characterization. This is indeed the underlying reason for the problem setting where the null hypothesis $H_0$ represents dependence while independence occurs under $H_1$. Applying Stein’s lemma [35] to the hypothesis testing problem (7.12), for a given type I error constraint, the error exponent for the type II error (i.e., the Kullback-Leibler distance between the distributions under $H_0$ and $H_1$) reduces to the mutual information between suitable random variables. For example, with centralized test, the optimal error exponent becomes $I(X;Y)$. Our focus in the large sample regime is to study quantizer properties in the context of distributed test against independence with Gaussian sources. Motivated by practical constraints that often require simple sensor processing, we consider only scalar quantizers at local sensors with 1 bit per observation. That is, $R_1 = R_2 = 1$ and each sensor quantizer is ‘memoryless’. Our objective will be therefore to determine the optimal scalar quantizer structure that maximizes $I(U,V)$ where $U$ and $V$ are the one bit quantizer output for the two sensors.

Characterizing optimal error exponents for dependence test with communication constraints was first considered by Ahlswede and Csiszár [78]. In particular, for the
special case of test of independence problem with one sided data compression, i.e., $R_2 = \infty$, a single letter characterization of the optimal error exponent was obtained in [78]. An overview of related work can be found in [80] and the references therein. We note here that the majority of the reported work are largely restricted to $(X, Y)$ being discrete memoryless sources. Distributed test of independence with continuous alphabet sources (e.g., Gaussian sources) have been much less investigated.

We will also study distributed test of independence in the finite sample regime, where asymptotic error exponent result can not apply. We consider a Bayesian approach where the priors for the two hypotheses are assumed to be $\pi_0$ and $\pi_1$ respectively. We derive quantizer properties for minimum error probability with both two-sided and one-sided tests, with the latter referring to the situation of $H_0 : \rho > 0$ and $H_1 : \rho = 0$.

The rest of the chapter is organized as follows. In Section 7.1, we give the problem statement and our main results. Section 7.2 are numerical examples. At last, we conclude in section 7.3.

### 7.1 Problem statement and main results

Consider the following hypothesis testing of independence problem for standard zero mean bivariate Gaussian source.

$$
H_0 : (X_1, X_2) \sim P_{X_1X_2}, \\
H_1 : (X_1, X_2) \sim Q_{X_1X_2},
$$

(7.2)

where $P_{X_1X_2}$ and $Q_{X_1X_2}$ are given by

$$
H_0 : P_{X_1X_2}(x_1, x_2) = \frac{1}{2\pi \sqrt{1-\rho^2}} \exp \left( -\frac{1}{2(1-\rho^2)} (x_1^2 - 2\rho x_1 x_2 + x_2^2) \right), \quad \rho \neq 0, \\
H_1 : Q_{X_1X_2}(x_1, x_2) = \frac{1}{2\pi} \exp(- (x_1^2 + x_2^2)/2).
$$

(7.3)

We assume that the source sequences $(x_1^n, x_2^n)$ are i.i.d. according to the corresponding hypothesis. The fusion center does not have direct access to the source sequence $(x_1^n, x_2^n)$, but can be informed about the source only at limited rates. Precisely, the local sensors encode the source sequence $(x_1^n, x_2^n)$ into $(u_1^{k_1}, u_2^{k_2})$, respectively, where

$$
\frac{1}{n} \log \|U_1^{k_1}\| = \frac{k_1}{n} \leq R_1
$$

(7.4)
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\[ \frac{1}{n} \log \| U_2^k \| = \frac{k_2}{n} \leq R_2 \quad (7.5) \]

We assume that there are no errors for the transmission of \( u_1^{k_1} \) and \( u_2^{k_2} \). The fusion center will make the final decision \( U_0 \) based on received \( u_1^{k_1} \) and \( u_2^{k_2} \). The model is shown in Fig.7.1.

![Hypothesis testing with communication constraints.](image)

**Figure 7.1:** Hypothesis testing with communication constraints.

### 7.1.1 Large sample regime

Consider the hypothesis test described in (7.2). The fusion center does not have direct access to the source sequence \((X_i, Y_i), i = 1, 2, \ldots, n\), but can be informed about the sources only at limited rates. Precisely, the local sensors apply scalar quantizers to their respective observations:

\[
U_i = \gamma_1(X_i), \\
V_i = \gamma_2(Y_i),
\]

where \( U_i \) and \( V_i \in \{0, 1\} \).

For the large sample regime, the fusion center will decide \( H_0 \) or \( H_1 \) given the sequence \((U_i, V_i) i = 1, \ldots, n\) and we are to characterize the optimal quantizers that maximize the error exponent. Using the Neyman-Pearson criterion, we assume that the rejection region is the set \( B \subset X^n \) whose complement of \( B \) is \( \bar{B} \). The minimum probability of type II error for a prescribed arbitrary small probability of type I error, denoted by \( \beta_{R_1, R_2}(n, \epsilon) \), is defined as

\[
\beta_{R_1, R_2}(n, \epsilon) = \min_B \{ Q^n(B) | B \subset X^n, P^n(B) \leq \epsilon \}. \quad (7.6)
\]
The error exponent associated with $\beta_{R_1,R_2}(n,\epsilon)$ is, under the problem setup, the mutual information between $U$ and $V$, $I(U,V)$. Our problem becomes finding a pair of binary quantizers such that $I(U,V)$ is maximized.

By restricting each sensor to an one bit scalar quantizer, we have the following result.

**Theorem 13** For the distributed test of independence problem described in (7.2) where each local quantizer is restricted to be one bit scalar quantizer with a single threshold, the optimal quantizers that maximize the error exponent are a sign detector, i.e., a binary quantizer with threshold

$$t_1 = t_2 = 0. \quad (7.7)$$

*Remark:* while the result is rather intuitive with the symmetric problem setting, the proof is rather lengthy and is sketched in Appendix I. Notice that the result relies on the assumption of a single threshold quantizer: it is not known if such restriction may be relaxed though it appears to be the case from extensive numerical examples.

### 7.1.2 Finite sample regime

For the finite sample regime, we consider a Bayesian approach where the priors for the two hypotheses are assumed to be $\pi_0$ and $\pi_1$ respectively. We derive quantizer properties for minimum error probability with both two-sided and one-sided compression, with the latter referring to the situation in which the fusion center has full data from one sensor while compressed data from another. This situation arises naturally in the case where one of the sensors is tasked with the final decision making.

For the finite sample regime, we adopt the person-by-person optimal approach and obtain the following result for two-sided compression, following standard approach described in [81].

**Proposition 15** For the distributed testing of independence problem with one bit quantization defined above. If we further assume the fusion rule satisfies,

$$P(U_0 = 1|U = 1, V = j) \geq P(U_0 = 1|U = 0, V = j),$$
$$P(U_0 = 0|U = 0, V = j) \geq P(U_0 = 0|U = 1, V = j),$$

for all $j = \{0, 1\}$, then the optimal local decision rule at ith sensor is given by:

$$P(U_i = 1|x_i) = \begin{cases} 1 & \text{if } \frac{\int_{x_i}^B P(x_i|x_i,H_1)dx_i}{\int_{x_i}^B P(x_i|x_i,H_0)dx_i} \geq \frac{\pi_0}{\pi_1} \\ 0 & \text{otherwise} \end{cases} \quad (7.8)$$
where \( \bar{i} = 3 - i \), for \( i = 1, 2 \). (hence, \( x_1 = Y \)), \( \pi_0 = P(H_0) \), \( \pi_1 = P(H_1) \), and \( A_i, B_i \), \( i = 1, 2 \), are given by

\[
A_i = \sum_{j=0}^{1} [P(U_0 = 1|U_i = 1, U_i = j) - P(U_0 = 1|U_i = 0, U_i = j)]P(U_i = j|x_{\bar{i}}) \quad (7.9)
\]

\[
B_i = \sum_{j=0}^{1} [P(U_0 = 0|U_i = 0, U_i = j) - P(U_0 = 0|U_i = 1, U_i = j)]P(U_i = j|x_{\bar{i}}) \quad (7.10)
\]

If furthermore the fusion center uses the AND rule, we have

**Proposition 16** For the distributed test of independence problem with one bit quantization defined above, if we assume further that AND rule is used at the fusion center, i.e., \( U_0 = 1 \) if and only if \( U = V = 1 \), then the optimal local decision rule is given by:

\[
P(U_i = 1|x_i) = \begin{cases} 
1 & \text{if } \int_{D_i} P(x_i|x_i,H_1)dx_i \geq \frac{\pi_0}{\pi_1} \\
0 & \text{otherwise}
\end{cases} \quad (7.11)
\]

where \( D_i = \{x_i : P(U_i = 1|x_i) = 1\} \) is the rejection region for hypothesis \( H_0 \) at \( i \)th local sensor.

For the case of one sided hypothesis testing of independence, e.g., \( H_0 : \rho > 0 \) versus \( H_1 : \rho = 0 \), we have the following corollary.

**Corollary 7** For the distributed one sided hypothesis testing of independence problem with one bit quantization defined above, single semi-infinite intervals for \( D_1 \) and \( D_2 \) form a PBPO solution for minimum probability of error.

The fact that optimal quantizer has semi-infinite quantization intervals is rather appealing as it allows efficient search of a single threshold for quantizer design. Proofs of Propositions 15 and 16 are sketched in Appendix J. Corollary 7 is proved in Appendix L.

### 7.2 Numerical examples

Fig. 7.2 plots \( I(U;V) \) as a function of thresholds \( t_1 \) and \( t_2 \) for \( \rho = 0.65 \). Apparently \( I(U;V) \) achieves its maximum \((\approx 0.15)\) when \((t_1, t_2) = (0, 0)\). We further conjecture that, this point is actually a global maximum which is corroborated by extensive
numerical results. The difficulty in proving it’s global maximum is that we do not have an analytical expression of bivariate normal cumulative function in general.

An interesting example of applying our main result is the spectrum sensing problem in cognitive radio network, where a secondary user tries to detect whether the primary user is present or not, i.e.,

\[
H_0 : X \neq 0, \\
H_1 : X = 0.
\]  

While the problem is well understood when the primary user’s signal is fully observed (maybe corrupted by noise), it is more challenging when only a finite bits of information can be received. In this example, we study this spectrum sensing problem in a distributed fashion. Consider the following model, local sensor $Y_1$ and $Y_2$ receive noisy version of the original signal through independent additive Gaussian channels.

\[
Y_1^n = X^n + N_1^n, \\
Y_2^n = X^n + N_2^n,
\]  

where $X^n$ is a $n$ length sample of the original random process, either present or not, i.e., $X^n = [x_1, x_2, \cdots, x_n]$ or $X^n = [0, 0, \cdots, 0]$. In this example, we assume that $X$ is a zero mean independent Gaussian random process with variance $P$. The noise $N_1$ and $N_2$ are independent standard Gaussian random variables.
After receiving $Y^n_i$, sensor $i$ will send a binary decision vector $u^n_i$ to the fusion center, the fusion center will then decide whether the original signal is present or not. Clearly, if $X$ is present, with high probability, the received signals at local sensors $Y_1$ and $Y_2$ are correlated (In the simulation, we choose $P = 2.857$ to make sure that the correlation of $Y_1$ and $Y_2$ under $H_0$ is 0.65 ). Based on this property, we use the following decision rules, for $k = 1, 2$ and $i = 1, 2, \ldots, n$

$$u_{ki} = 1 \text{ if } \frac{y_{ki}}{\sqrt{P+1}} > t.$$  \hfill (7.15)

The fusion center will first calculate $u_0i = 1$ if and only if $u_{1i} = u_{2i}$ for $i = 1, 2, \ldots, n$, and then make a final decision using the following rule,

$$u = 1 \text{ if } \sum_{i=1}^{n} u_{0i} \geq t_0(n),$$  \hfill (7.16)

where $t_0(n)$ is chosen so that the probability of type I error $P_{e1} = 0.1$. Since, under $H_0$, $\sum_{i=1}^{n} u_{0i}$ is a binomial distribution with probability of success $p = Pr_0(u_{1i} = u_{2i})$, which can be easily calculated, hence, $t_0(n)$ can be easily calculated numerically for each $n$.
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**Figure 7.3:** Probability of error for spectrum sensing.

Fig. 7.3 shows the performances of the above algorithm. In the simulation, we assume that $Pr(H_0) = 0.8$, and we choose five different local decision thresholds
(t = −1.5, −0.5, 0, 0.5, 1.5) in (7.15). To compare the performance, we also plot the optimal error exponent \( I(U; V) \) as plotted in Fig. 7.2. As we can see from the figure, even with 1 bit of information, we can still achieve a relatively low probability of error. We also observe that as number of samples increases, the probability of error decreases, and the threshold \( t = 0 \) performs the best among others.

7.3 Conclusion

In this chapter, we studied distributed test of independence of bivariate Gaussian sources with communication constraints. In particular, with one bit quantization, we derived quantization rules for single threshold quantizer at the local sensors that optimize the error exponent. For distributed one sided independence test we proved that semi-infinite interval quantizers form a person by person optimal (PBPO) solution for minimum probability of error.
Chapter 8

Conclusion and future work

This dissertation deals with various aspects of correlated observations in distributed systems, including transmitting correlated sources over interference channels, characterizing the common information of random variables that carries meaningful operational interpretation, and testing the presence of data dependence in a distributed network.

First, a sufficient condition for the lossless transmission of a pair of correlated sources over a DMIC was given. By exploring the correlated source structure, a coding scheme that uses the random source partition as well as the correlation preserving codeword generation was introduced. The proposed coding scheme was proved to be optimal in a class of deterministic interference channels. The lossy counterpart was first studied by considering the special case of transmitting correlated Gaussian sources over a Gaussian Z interference channel (GZIC). Lower bounds on the distortion as well as several achievable schemes including uncoded transmission, separated source channel coding, and hybrid digital analog coding were proposed. We then studied the general case of lossy transmission of two arbitrarily correlated sources over a DMIC, as well as sending correlated Gaussian source over a Gaussian interference channel (GIC).

The measure of common information of correlated random variables was also studied in this thesis. A generalization of Wyner’s definition of common information to $N$ random variables was given, and an operational meaning was provided. Moreover, a monotone property of Wyner’s common information was given, which is in contrast to other notions of the common information, specifically Shannon’s mutual information and Gács and Körner’s common randomness. Later, a generalization of Wyner’s common information for continuous random variables is provided. An op-
erational meaning for such generalization using the Gray-Wyner network with lossy source coding was provided. It was shown that Wyner’s common information equals the smallest common message rate when the total rate is arbitrarily close to the rate-distortion function with joint decoding. A surprising observation is that such equality holds independent of the values of distortion constraints as long as the distortions are less than certain thresholds.

Finally, the problem of distributed testing of independence was studied. A necessary condition for the optimal scalar quantizer is derived where the optimality is in the sense of optimizing the error exponent. The optimal quantizer properties for the finite sample regime was also provided.

For future work, some possible directions are summarized as follows.

- The proposed coding scheme in Chapter 2 is shown to be optimal in a class of deterministic interference channels. It will be interesting to see whether such optimality is still valid for more general cases. A possible direction is to provide a necessary condition to quantify the gap between the proposed sufficient condition and the necessary condition, and to see under which conditions there two coincide with each other.

- The hybrid digital analog coding scheme proposed in Chapter 3, though combining both the uncoded scheme and digital transmission, does not seem to dominate those two by simulation. The reason is that, the hybrid scheme in Chapter 3 restricts sender 1 to implementing an uncoded transmission with full power and sender 2 to a digital coding scheme to facilitate the transmission. A possible extension is hence to let both transmitters do a hybrid digital analog transmission. Intuitively, this scheme will include the uncoded transmission and separated transmission as special cases.

- For the general case of lossy transmission of correlated sources over DMIC studied in Chapter 4. The proposed scheme does reduce to Salehi and Kurtas’s result for the lossless transmission. However, it can not reduce to the result studied in Chapter 2. The sufficient conditions in Chapter 2 includes Han and Kobayashi achievable region for ICs when the sources are independent. The technical reason behind this observation is that the proposed coding scheme uses the idea of random source partition that allows the other receiver to decode part of the interference, hence mimic the idea of partial interference cancelation as proposed in Han an Kobayashi’s coding scheme. The coding scheme proposed
in Chapter 4 does not have such source partition. A possible direction is thus to propose a more general coding scheme that will include the sufficient condition in Chapter 2 as a special case.

- In Chapter 5, we generalized Wyner’s common information to $N$ random variables. It is interesting to observe that Wyner’s common information is a non-decreasing function of the number of random variables. Moreover, the common information eventually converges and the asymptote suggests that the notion of common information may have potential application and in certain inference problems. The circular symmetric binary source example in Chapter 5 as well as the Gaussian source example in Chapter 6 both indicate such relationship between the common information and inferencing about the hidden source. What is common between the two examples is that the sources can be decomposed into a simple Bayesian graph model that shares a common source, either through a binary symmetric channel or an additive Gaussian channel. Such source decomposition may provide a way to quantify the common information as well as a structure for source inferencing based on correlated observations. A quantitative measure of such relationship is hence worthwhile to pursue for this kind of sources or even more general classes of sources.

- For the distributed testing of independence studied in Chapter 7, a locally optimal quantization rule is provided, although simulation results showed that such optimality might be global. A proof for the global optimality is worthwhile to pursue in the future. Moreover, the model considered in Chapter 7 is a two sided test in the sense that, both transmitters need to quantize its observation. Another situation that one of the observation is fully available at the fusion center is also important both in theory and practical. Theoretically, the optimal error exponent for this case is known, and practically, this models the situation where the fusion center has its own measurement about the phenomenon. The optimal scale quantization rule for this model is another possible direction for future research.
Appendix A

Proof of the sufficient condition: Theorem 1

Theorem 1 can be obtained via Fourier-Motzkin elimination from the following constraints.

\[
\begin{align*}
    H(S|K) - r_1 &< I(SX_1; Y_1|W_0W_1W_2K), \quad (A.1) \\
    H(S|K) &< I(SX_1; Y_1|W_0W_2K), \quad (A.2) \\
    H(S|K) - r_1 + r_2 &< I(SW_2X_1; Y_1|W_0W_1K), \quad (A.3) \\
    H(S|K) + r_2 &< I(W_2SX_1; Y_1|W_0K), \quad (A.4) \\
    H(S) + r_2 &< I(W_0W_2SX_1; Y_1), \quad (A.5) \\
    H(T|K) - r_2 &< I(TX_2; Y_2|W_0W_1W_2K), \quad (A.6) \\
    H(T|K) &< I(TX_2; Y_2|W_0W_1K), \quad (A.7) \\
    H(T|K) - r_2 + r_1 &< I(TW_1X_2; Y_2|W_0W_2K), \quad (A.8) \\
    H(T|K) + r_1 &< I(W_1TX_2; Y_2|W_0K), \quad (A.9) \\
    H(T) + r_1 &< I(W_0W_1TX_2; Y_2), \quad (A.10) \\
    r_1 &\geq 0, \quad (A.11) \\
    r_2 &\geq 0. \quad (A.12)
\end{align*}
\]

Therefore, it suffices to prove, for decoder 1, that equations (A.1-A.5) constitute a sufficient condition. As sketched in Section III, the coding scheme utilizes Cover-El Gamal-Salehi’s [2] correlation preserving coding and also Han and Costa’s [3] random source partition.
a) Random partition of the source sequences: Let $r_1 \geq 0, r_2 \geq 0$ be any nonnegative real numbers. Randomly place source sequences $S^n \in S^n$ into $2^{nr_1}$ cells and denote the cell index for a given $s^n$ by $\alpha = l_1(s^n) \in I_1 = \{1, 2, \cdots, 2^{nr_1}\}$. Similarly, randomly place each $T^n \in T^n$ into $2^{nr_2}$ cells and denote the cell index for a given $t^n$ by $\beta = l_2(t^n) \in I_2 = \{1, 2, \cdots, 2^{nr_2}\}$. For this random source partition, we have the following lemma as in [3].

Lemma 4 Let $S_0, T_0$ be any subset of $S^n$ and $T^n$, respectively. Then for any $\alpha \in I_1$ and $\beta \in I_2$, we have,

$$ \mathcal{E}(|\{s^n \in S_0\} : l_1(s^n) = \alpha|) = |S_0| \times 2^{-nr_1}, \quad \text{(A.13)} $$

$$ \mathcal{E}(|\{t^n \in T_0\} : l_2(t^n) = \beta|) = |T_0| \times 2^{-nr_2}, \quad \text{(A.14)} $$

where $\mathcal{E}\{\cdot\}$ denotes the expectation.

b) Codebook generation: For any given joint distribution defined in (2.9), we first calculate the following distributions: $p(w_0), p(w_1|w_0), p(w_2|w_0), p(x_1|w_0w_1s)$ and $p(x_2|w_0w_2t)$.

For each $k^n \in K^n$, independently generate one $w^n_0$ sequence according to $\prod_{i=1}^{n} p(w_{0i})$. Index them by $w^n_0(k^n)$. For each source sequence $s^n$, find its cell index $\alpha$ and the corresponding auxiliary sequence $w^n_0(f(s^n))$, and independently generate one codeword $w^n_1$ according to $\prod_{i=1}^{n} p(w_{1i}|w_{0i})$. Index them by $w^n_1(\alpha, w^n_0)$. Next, for each $s^n$, find the corresponding $w^n_0(f(s^n))$ and $w^n_1(\alpha, w^n_0)$, independently generate one codeword $x^n_1$ according to $\prod_{i=1}^{n} p(x_{1i}|w_0w_1s_i)$. Index them by $x^n_1(s^n, w^n_0, w^n_1)$. Similarly, generate codewords $w^n_2(\beta, w^n_0)$ and $x^n_2(t^n, w^n_0, w^n_2)$ for user 2.

Notice that, for user 1, there are three sets of codewords: $w^n_0(k^n), w^n_1(\alpha, w^n_0)$ and $x^n_1(s^n, w^n_0, w^n_1)$. Here, $w^n_0(k^n)$ carries the information corresponding to the common part of the sources; $w^n_1(\alpha, w^n_0)$ carries the information of the cell index of the source $s^n$ which is superimposed on top of $w^n_0$; $x^n_1(s^n, w^n_0, w^n_1)$ carries the private information of the source $s^n$ and is superimposed on top of both $w^n_0$ and $w^n_1$. The codebook structure for user 2 is similar.

c) Encoding: Upon observing $s^n$, encoder 1 finds the cell index $\alpha = l_1(s^n)$, codewords $w^n_0(f(s^n))$ and $w^n_1(\alpha, w^n_0)$, and then sends the corresponding $x^n_1(s^n, w^n_0, w^n_1)$. Similarly, encoder 2 sends $x^n_2(t^n, w^n_0, w^n_2)$.

d) Decoding: Upon receiving $y^n_1$, decoder 1 declares $\hat{s}^n = s^n$ to be the transmitted source sequence if $s^n$ is the unique sequence such that

$$ (s^n, k^n, w^n_0, w^n_1, x^n_1, x^n_2, y^n_1) \in T^n(SKW_0W_1X_1W_2Y_1). \quad \text{(A.15)} $$
Similarly, decoder 2 finds the unique $t^n$ such that
\[(t^n, k^n, w^n_0, w^n_1, x^n, w^n_0, y^n_1) \in T^n_\epsilon(TKW_0W_2X_2W_1Y_2). \tag{A.16} \]
e) **Error analysis:** Encoding error occurs only if the source sequence pairs $(s^n, t^n) \notin T^n_\epsilon(ST)$ whose probability is bounded by $\epsilon$ from the asymptotic equipartition property (AEP) \cite{35}. By symmetry, we only need to consider decoding errors at receiver 1.

Suppose $(s^n_0, t^n_0) \in T^n_\epsilon$ are the source outputs, with $k^n_0 = f(s^n_0) = g(t^n_0)$. Without loss of generality, we assume that $\alpha = 1$ and $\beta = 1$, i.e., $l_1(s^n_0) = 1$ and $l_2(t^n_0) = 1$, and also $w^n_0(k^n_0) = w^n_0$. Denote \( \mathcal{L}_1(1) = \{ s^n : l_1(s^n) = 1 \} \), \( \mathcal{L}_2(1) = \{ t^n : l_2(t^n) = 1 \} \). Then an error occurs if any one of the following events happens:

1. $E_{11}$: \( (s^n_0, k^n_0, w^n_0(k^n_0), w^n_1(1, w^n_0), x^n(s^n_0, w^n_0, w^n_1), w^n_2(1, w^n_0, y^n_1) ) \notin T^n_\epsilon(SKW_0W_1X_1W_2Y_1). \)

2. $E_{12}$: there exists some $s^n \neq s^n_0$ in the cell $\alpha = 1$, i.e., $l_1(s^n) = 1$, and $\beta = 1$, such that, \( (s^n, k^n_0, w^n_0(k^n_0), w^n_1(1, w^n_0), x^n(s^n, w^n_0, w^n_1), w^n_2(1, w^n_0, y^n_1) ) \in T^n_\epsilon(SKW_0W_1X_1W_2Y_1). \)

3. $E_{13}$: there exists some $s^n \neq s^n_0$ in the cell $\alpha = 1$, i.e., $l_1(s^n) = 1$, and $\beta \neq 1$, such that,
\[(s^n, k^n_0, w^n_0(k^n_0), w^n_1(1, w^n_0), x^n(s^n, w^n_0, w^n_1), w^n_2(\beta, w^n_0, y^n_1) ) \in T^n_\epsilon(SKW_0W_1X_1W_2Y_1). \]

4. $E_{14}$: there exists some $s^n \neq s^n_0$ in the cell $\alpha \neq 1$, i.e., $l_1(s^n) = \alpha$, and $\beta = 1$, such that,
\[(s^n, k^n_0, w^n_0(k^n_0), w^n_1(\alpha, w^n_0), x^n(s^n, w^n_0, w^n_1), w^n_2(1, w^n_0, y^n_1) ) \in T^n_\epsilon(SKW_0W_1X_1W_2Y_1). \]

5. $E_{15}$: there exists some $s^n \neq s^n_0$ in the cell $\alpha \neq 1$, i.e., $l_1(s^n) = \alpha$, and $\beta \neq 1$, such that,
\[(s^n, k^n_0, w^n_0(k^n_0), w^n_1(\alpha, w^n_0), x^n(s^n, w^n_0, w^n_1), w^n_2(\beta, w^n_0, y^n_1) ) \in T^n_\epsilon(SKW_0W_1X_1W_2Y_1). \]

6. $E_{16}$: there exists some $s^n \neq s^n_0$ in the cell $\alpha \neq 1$, i.e., $l_1(s^n) = \alpha$, and $\beta \neq 1$, such that,
\[k^n = f(s^n) \neq k^n_0, w^n_0(k^n) \neq w^n_0(k^n_0)\]
and \( (s^n, k^n, w^n_0(k^n), w^n_1(\alpha, w^n_0), x^n(s^n, w^n_0, w^n_1), w^n_2(\beta, w^n_0, y^n_1) ) \in T^n_\epsilon(SKW_0W_1X_1W_2Y_1). \)

7. $E_{17}$: there exists some $s^n \neq s^n_0$ in the cell $\alpha \neq 1$, i.e., $l_1(s^n) = \alpha$, and $\beta \neq 1$, such that,
\[k^n = f(s^n) \neq k^n_0, w^n_0(k^n) = w^n_0(k^n_0)\]
and \( (s^n, k^n, w^n_0(k^n), w^n_1(\alpha, w^n_0), x^n(s^n, w^n_0, w^n_1), w^n_2(\beta, w^n_0, y^n_1) ) \in T^n_\epsilon(SKW_0W_1X_1W_2Y_1). \)
Hence, the probability of error at decoder 1 is

\[ P_{e_1} = P_r\{\bigcup_{i=1}^7 E_{1i}\} \leq \sum_{i=1}^7 P_r\{E_{1i}\}. \quad (A.17) \]

We evaluate the probabilities of the seven error events individually. First, by the AEP,

\[ P_r\{E_{11}\} \leq \epsilon, \quad (A.18) \]

for sufficiently large \( n \). For the second event, we have,\(^1\)

\[
\begin{align*}
\Pr\{E_{12}\} &= \mathbb{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} P_r\left( (s^n, k^n, w^n_0(k^n_0), w^n_1(1, w^n_0), x^n_1(s^n, w^n_0, w^n_1), w^n_2(1, w^n_0, y^n_1) \in T^n_{\epsilon}\right) \right), \\
&= \mathbb{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} \sum_{(s^n, k^n, w^n_0, w^n_1, x^n_1, w^n_2, y^n_1) \in T^n_{\epsilon}} p(k^n_1 w^n_0 w^n_1 w^n_2 y^n_1)p(s^n) p(x^n_1 s^n w^n_1 w^n_0) \right), \\
&\leq \mathbb{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} |T^n(SKW_0 W_1X_1W_2 Y_1)| 2^{-n(H(KW_0 W_1W_2 Y_1)+2-n(H(S)+H(X_1|SW_1W_0)-3\epsilon)} \right), \\
&\leq \mathbb{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} 2^n(H(SKW_0 W_1X_1W_2 Y_1)-H(KW_0 W_1W_2 Y_1)) 2^{-n(H(S)+H(X_1|SW_1W_0)-4\epsilon)} \right), \\
&= \mathbb{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} 2^n(H(S|KW_0 W_1W_2)+H(X_1 Y_1|SKW_0 W_1W_2)) 2^{-n(H(S)+H(Y_1|KW_0 W_1W_2)-4\epsilon)} \right), \\
&\overset{(a)}{=} \mathbb{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} 2^n(H(S|K)+H(Y_1|SKW_0 W_1W_2 X_1)) 2^{-n(H(S)+H(Y_1|KW_0 W_1W_2)-4\epsilon)} \right), \\
&\leq 2^n(H(S)+r_1-1) 2^{-n(I(SX_1 Y_1|KW_0 W_1W_2)+I(S;K)+4\epsilon)}, \\
&= 2^n(H(S|K)-r_1-I(SX_1 Y_1|KW_0 W_1W_2)+5\epsilon), \quad (A.19)
\end{align*}
\]

where \((a)\) is because \(W_0 W_1 W_2 \rightarrow K \rightarrow S \) and \(W_2 \rightarrow SW_0 W_1 \rightarrow X_1\) form Markov chains and \( K \) is a deterministic function of \( S \).

For the third event, we have,

\[
\begin{align*}
\Pr\{E_{13}\} &= \mathbb{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} \sum_{\beta \neq 1} P_r\left( (s^n, k^n_0, w^n_0, w^n_1(1, w^n_0), x^n_1(s^n, w^n_0, w^n_1, w^n_2(\beta, w^n_0, y^n_1) \in T^n_{\epsilon}) \right) \right),
\end{align*}
\]

\(^1\)For notational ease, we use \( T^n_{\epsilon} \) to denote the typical set \( T^n(SKW_0 W_1X_1W_2 Y_1) \) below.
\[
\mathcal{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} \sum_{\beta \neq 1} \sum_{(s^n,k^n,w^n_0,w^n_1,x^n_1,y^n_1) \in T^n} p(s^n)p(w^n_0|w^n_1)p(x^n_1|s^n,w^n_0,w^n_1)p(k^n,w^n_0,w^n_1,y^n_1) \right),
\]

\[
\leq \mathcal{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} \sum_{\beta \neq 1} 2^n(H(SKW_0W_1W_2X_1Y_1) - n(H(S) + H(W_2|W_0) + H(X_1|W_1W_0S) + H(KW_0W_1Y_1) - 5\epsilon) \right),
\]

\[
\leq \mathcal{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} \sum_{\beta \neq 1} 2^n(H(S|KW_0W_1) + H(X_1|W_1W_0S) + H(Y_1|KW_0W_1) - 5\epsilon) \right)
\]

\[
\overset{(a)}{=} \mathcal{E}\left( \sum_{s^n \in \mathcal{L}_1(1) \cap T^n(S)} \sum_{\beta \neq 1} 2^{-n(I(S;K) + I(SW_2X_1Y_1|KW_0W_1) - 5\epsilon)} \right)
\]

\[
\leq 2^n(H(S) + \epsilon - r_1 + r_2) 2^{-n(I(S;K) + I(SW_2X_1Y_1|KW_0W_1) - 5\epsilon)},
\]

\[
= 2^n(H(S|K) - r_1 + r_2 - I(SW_2X_1|Y_1|KW_0W_1) + 6\epsilon),
\]

(A.20)

where \((a)\) is because \(SW_1 \rightarrow W_0 \rightarrow W_2\) and \(W_2 \rightarrow SW_0W_1 \rightarrow X_1\) form Markov chains and \(K\) is a deterministic function of \(S\).

For the fourth event, we have,

\[
Pr\{E_{14}\} = \mathcal{E}\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^n(S)} Pr\left((s^n,k^n,w^n_0,w^n_1(\alpha,w^n_0),x^n_1(s^n,w^n_1,w^n_0),w^n_2(1,w^n_0),y^n_1) \in T^n\right) \right),
\]

\[
= \mathcal{E}\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^n(S)} \sum_{(s^n,k^n,w^n_0,w^n_1,x^n_1,y^n_1) \in T^n} p(s^n)p(w^n_0|w^n_1)p(x^n_1|s^n,w^n_0,w^n_1)p(w^n)
\]

\[
\cdot p(k^n,w^n_2,y^n_1|w^n_0),
\]

\[
\leq 2^n(H(S) + \epsilon) 2^n(H(SKW_0W_1W_2X_1Y_1) - n(H(SW_0W_1X_1) + H(KW_2Y_1|W_0) + 6\epsilon),
\]

\[
= 2^n(H(S) - I(SW_3X_1KW_2Y_1|W_0) + 7\epsilon),
\]

\[
= 2^n(H(S) - I(SW_3X_1|W_2W_0) - I(SX_1Y_1K|W_0W_2) - n(I(W_1;Y_1|W_0W_2X_1S) + 7\epsilon),
\]

\[
\overset{(a)}{=} 2^n(H(S) - I(SX_1Y_1|KW_0W_2) + 7\epsilon),
\]

\[
= 2^n(H(S) - I(SK|W_0W_2) - I(X_1;K|W_0W_2S) - n(I(X_1|KW_0W_2) - 7\epsilon),
\]

\[
\overset{(b)}{=} 2^n(H(S|K) - I(SX_1Y_1|KW_0W_2) + 7\epsilon),
\]

(A.21)

where \((a)\) is because \(W_2 \rightarrow W_0 \rightarrow SW_1X_1\) and \(W_1 \rightarrow SW_0W_2X_1 \rightarrow Y_1\) form Markov chains; \((b)\) is because \(S\) is independent of \(W_0W_2\) and \(W_0W_2 \rightarrow K \rightarrow S\) forms a Markov chain and also \(K\) is a deterministic function of \(S\).

For the fifth event, we have,
\[
Pr\{E_{15}\} = \mathcal{E}\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^n(S)} \sum_{\beta \neq 1} Pr\left( (s^n, k^n, w^n_0, w^n_1(\alpha, w^n_0), x^n(s^n, w^n_1, w^n_0), w^n_2(\beta, w^n_0), y^n_1) \in T^n_e \right) \right),
\]
\[
= \mathcal{E}\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^n(S)} \sum_{\beta \neq 1} \sum_{(s^n, k^n, w^n_0, w^n_1, x^n, w^n_2, y^n_1) \in T^n} p(s^n)p(w^n_1|w^n_0) p(w^n_2|w^n_0) p(x^n|s^n, w^n_0, w^n_1) p(k^n|w^n_0, x^n, y^n_1) \right),
\]
\[
\leq 2^n(H(S) + r_2 + \epsilon) 2^n(H(SKW_0W_1W_2X_1Y_1) - H(KW_0Y_1)) 2^{-n(H(S) + H(W_1W_2W_0) + H(X_1|SW_0W_1) - 6\epsilon)}.
\]

where (a) is because \( K \) is independent of \( W_0W_1W_2 \); (b) is because \( W_0W_1W_2 \rightarrow K \rightarrow S \) forms a Markov chain; (c) is because \( W_2 \rightarrow SW_0W_1 \rightarrow X_1 \) forms a Markov chain; (d) is because \( W_1 \rightarrow SW_0W_2X_1 \rightarrow Y_1 \) forms a Markov chain.

For the sixth event, we have,

\[
Pr\{E_{16}\} = \mathcal{E}\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^n(S)} \sum_{\beta \neq 1} Pr\left( s^n, k^n, w^n_0(k^n), w^n_1(\alpha, w^n_0), x^n(s^n, w^n_1, w^n_0), w^n_2(\beta, w^n_0), y^n_1 \right) \in T^n; w^n_0(k^n) \neq w^n_0(0) \right),
\]
\[
= \mathcal{E}\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^n(S)} \sum_{\beta \neq 1} \sum_{w^n_0 \in W^n_0} p(w^n_0 = w^n_0) \cdot Pr\left( s^n, k^n, w^n_0(k^n), w^n_1(\alpha, w^n_0), x^n(s^n, w^n_1, w^n_0), w^n_2(\beta, w^n_0), y^n_1 \right) \in T^n; w^n_0 \neq w^n_0(0) \right),
\]
\[
= \mathcal{E}\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^n(S)} \sum_{\beta \neq 1} \sum_{(s^n, k^n, w^n_0, w^n_1, x^n, w^n_2, y^n_1) \in T^n} p(w^n_0) p(s^n, k^n, w^n_0, w^n_1, x^n, w^n_2, y^n_1 \in T^n \mid w^n_0 \in W^n_0) \right),
\]
\[
\leq 2^n(H(S) + r_2 + \epsilon) 2^n(H(W_0) + \epsilon) 2^{-n(H(W_0) + \epsilon)} 2^n(H(SKW_0W_1W_2X_1Y_1) - H(SKW_0W_1W_2X_1Y_1) - H(Y_1) + 3\epsilon)
\]
\[
= 2^n(H(S) + r_2 - I(SKW_0W_1W_2X_1Y_1) + \epsilon).
\]
\[ 2^n(H(S)+r_2-I(SW_0W_2X_1;Y_1)-I(W_1;Y_1|SW_0W_2X_1)+4e), \]

\[ (a) \quad 2^n(H(S)+r_2-I(SW_0W_2X_1;Y_1)+4e), \]

where \((a)\) is because \(W_1 \rightarrow SW_0W_2X_1 \rightarrow Y_1\) forms a Markov chain.

For the last event, we have,

\[
Pr\{E_{17}\} = \mathcal{E}
\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^\alpha(S)} \sum_{\beta \neq 1} \sum_{w^n_0 \in T^\beta(W_0)}
\begin{align*}
& P(s^n, k^n, w^n_0(k^n), u^n_1(\alpha, w^n_0), x^n_1(s^n, w^n_1, w^n_0),
\quad w^n_2(\beta, w^n_0, y^n_1) \in T^n_\epsilon; w^n_0(k^n) = w^n_{00})
\end{align*}
\right),
\]

\[
= \mathcal{E}
\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^\alpha(S)} \sum_{\beta \neq 1} \sum_{w^n_0 \in T^\beta(W_0)}
\begin{align*}
p(w^n_0)p(w^n_0 = w^n_{00})P(s^n, k^n, w^n_0(k^n), u^n_1(\alpha, w^n_0),
\quad x^n_1(s^n, w^n_1, w^n_0), w^n_2(\beta, w^n_0, y^n_1) \in T^n_\epsilon; w^n_0 = w^n_{00})
\end{align*}
\right),
\]

\[
= \mathcal{E}
\left( \sum_{\alpha \neq 1} \sum_{s^n \in \mathcal{L}_1(\alpha) \cap T^\alpha(S)} \sum_{\beta \neq 1} \sum_{w^n_0 \in T^\beta(W_0)}
\begin{align*}
p(w^n_0)p(w^n_0 = w^n_{00})P(s^n, k^n, w^n_0(k^n), u^n_1(\alpha, w^n_0),
\quad x^n_1(s^n, w^n_1, w^n_0), w^n_2(\beta, w^n_0, y^n_1) \in T^n_\epsilon; w^n_0 = w^n_{00})
\end{align*}
\right),
\]

\[
\leq 2^n(H(S)+r_2+\epsilon)2^{n(H(W_0)+\epsilon)}2^{-n(H(W_0)\epsilon)}2^{-n(H(W_0)\epsilon)}
\]

\[
= 2^n(H(S)+r_2-H(W_0)-I(SKW_0W_1W_2X_1;Y_1|W_0)+7\epsilon),
\]

\[ (a) \quad 2^n(H(S)+r_2-H(W_0)-I(SW_2X_1;Y_1|W_0)+7\epsilon), \quad (A.24) \]

where \((a)\) is because \(W_1 \rightarrow SW_0W_2X_1 \rightarrow Y_1\) forms a Markov chain and \(K\) is a deterministic function of \(S\).

From \((A.19)-(A.24)\), if the following conditions are satisfied, then the probability of error at decoder 1 will vanish as \(n\) goes to infinity.

\[
H(S|K) - r_1 < I(SX_1; Y_1|W_0W_1W_2K), \quad \text{(A.25)}
\]

\[
H(S|K) < I(SX_1; Y_1|W_0W_2K), \quad \text{(A.26)}
\]

\[
H(S|K) - r_1 + r_2 < I(SW_2X_1; Y_1|W_0W_1K), \quad \text{(A.27)}
\]
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\[ H(S|K) + r_2 < I(W_2SX_1; Y_1|W_0K), \]  
\[ H(S) + r_2 < I(W_0W_2SX_1; Y_1), \]  
\[ H(S) + r_2 < I(W_2SX_1; Y_1|W_0) + H(W_0). \]

One can easily check that (A.30) is dominated by (A.29), since, \( I(W_0; Y_1) \leq H(W_0). \) This establishes (A.1-A.5). Similarly, (A.6-A.10) can be established symmetrically for decoder 2. The proof of Theorem 1 is complete by applying the Fourier-Motzkin elimination to (A.1-A.12).
Appendix B

Proof of the necessary and sufficient condition: Theorem 2

1. **Achievability:** follows from Corollary 2 by setting $W_0 = Q, W_1 = V_1, W_2 = V_2$ and choosing the joint distribution as

\[ p(q, v_1, v_2, x_1, x_2) = p(q)p(v_1|q)p(v_2|q)p(x_1|q, v_1)p(x_2|q, v_2). \]  \hspace{1cm} (B.1)

2. **Converse:** We first prove that for any non-deterministic encoders that achieve a decoding error $P_e$ for transmitting the source through the channel, there exists a deterministic encoder which achieves a decoding error $P_e \leq P_e^*$. This can be proved following the lines of [32, Appendix D]. Next, we want to show that the inequalities (2.55-2.67) should be satisfied.

Consider a deterministic encoder with $P_e \leq \epsilon$. Notice that this implies $P_{e1} \leq \epsilon$ and $P_{e2} \leq \epsilon$. By Fano’s inequality, we have (for notation convenience, we denote $S'$ as $S_1$ and $T'$ as $T_1$ from now on),

\[ H(K^n, S^n_1|Y^n_1) \leq n\epsilon. \]  \hspace{1cm} (B.2)

Hence, we get,

\[ H(S^n_1|K^n_1, Y^n_1) \leq n\epsilon, \]  \hspace{1cm} (B.3)

\[ H(T^n_1|K^n_1, Y^n_1) \leq n\epsilon. \]  \hspace{1cm} (B.4)

Notice that

\[ H(Y^n_1, V^n_2|K^n, S^n_1) = H(Y^n_1, V^n_2|K^n, S^n_1, X^n_1), \]  \hspace{1cm} (B.5)
and by expanding $H(Y^n_1, V^n_2 | K^n, S^n_1, X^n_1)$ in two different ways, it can be easily shown that

$$H(V^n_2 | X^n_1 S^n_1 K^n) = H(Y^n_1 | X^n_1 S^n_1 K^n).$$

(B.6)

Hence,

$$H(V^n_2 | S^n_1 K^n) = H(Y^n_1 | S^n_1 K^n),$$

(B.7)

and

$$H(V^n_2 | K^n) = H(Y^n_1 | S^n_1 K^n).$$

(B.8)

Similarly, we have

$$H(V^n_1 | K^n) = H(Y^n_1 | T^n_1 K^n).$$

(B.9)

Next, we want to show that

$$I(S^n_1; Y^n_1 | K^n) \leq I(S^n_1; Y^n_1 V^n_1 | V^n_2 K^n),$$

(B.10)

and

$$I(T^n_1; Y^n_2 | K^n) \leq I(T^n_1; Y^n_2 V^n_2 | V^n_1 K^n).$$

(B.11)

Inequality (B.10) can be shown as follows,

$$I(S^n_1; Y^n_1 | K^n) = H(S^n_1 | K^n) - H(S^n_1 | Y^n_1 K^n),$$

(B.12)

$$\leq H(S^n_1 | V^n_2 K^n) - H(S^n_1 | Y^n_1 V^n_2 K^n),$$

(B.13)

$$\leq H(S^n_1 | V^n_2 K^n) - H(S^n_1 | Y^n_1 V^n_1 V^n_2 K^n),$$

(B.14)

$$= I(S^n_1; Y^n_1 V^n_1 | V^n_2 K^n).$$

(B.15)

Similarly, we can obtain (B.11).

We now proceed to prove each of (2.55-2.67).

For inequality (2.55), we have,

$$H(S^n_1) = H(S^n_1 | K^n),$$

(B.16)

$$= H(S^n_1 | K^n V^n_2),$$

(B.17)

$$= I(S^n_1; Y^n_1 | K^n V^n_2) + H(S^n_1 | Y^n_1 K^n V^n_2),$$

(B.18)

$$\leq I(S^n_1; Y^n_1 | K^n V^n_2) + n\epsilon,$$

(B.19)

$$= H(Y^n_1 | K^n V^n_2) + n\epsilon,$$

(B.20)

$$\leq \sum_{i=1}^{n} H(Y_{1i} | K^n V_{2i}) + n\epsilon.$$  

(B.21)
Similarly, for (2.56), we get

\[ H(T^n_1) \leq \sum_{i=1}^{n} H(Y_{2i}|K^n V_{1i}) + n\epsilon. \]  

(B.22)

As for (2.57), we have,

\[ H(K^n) + H(S^n_1) = H(K^n S^n_1), \]  

(B.23)

\[ = I(K^n S^n_1; Y^n_1) + H(K^n S^n_1|Y^n_1), \]  

(B.24)

\[ \leq I(K^n S^n_1; Y^n_1) + n\epsilon, \]  

(B.25)

\[ \leq H(Y^n_1) + n\epsilon, \]  

(B.26)

\[ \leq \sum_{i=1}^{n} H(Y^n_{1i}) + n\epsilon. \]  

(B.27)

Similarly, we get

\[ H(K^n) + H(T^n_1) \leq \sum_{i=1}^{n} H(Y_{2i}) + n\epsilon. \]  

(B.28)

For inequality (2.59), we have,

\[ H(S^n_1) + H(T^n_1) \]  

\[ = H(S^n_1|K^n) + H(T^n_1|K^n), \]  

(B.29)

\[ \leq I(S^n_1; Y^n_1|K^n) + I(T^n_1; Y^n_2|K^n) + 2n\epsilon, \]  

(B.30)

\[ = H(Y^n_1|K^n) - H(Y^n_1|K^n S^n_1) + \]  

\[ H(Y^n_2|K^n) - H(Y^n_2|K^n T^n_1) + 2n\epsilon, \]  

(B.31)

\[ = H(Y^n_1|K^n) - H(V^n_1|K^n) + \]  

\[ H(Y^n_2|K^n) - H(V^n_1|K^n) + 2n\epsilon, \]  

(B.32)

\[ \leq H(Y^n_1 V^n_1|K^n) - H(V^n_2|K^n) + \]  

\[ H(Y^n_2 V^n_2|K^n) - H(V^n_1|K^n) + 2n\epsilon, \]  

(B.33)

\[ = H(Y^n_1 V^n_1|K^n) + H(Y^n_2 V^n_2|K^n) + 2n\epsilon, \]  

(B.34)

\[ \leq \sum_{i=1}^{n} H(Y^n_{1i}|V^n_1 K^n) + H(Y^n_{2i}|V^n_2 K^n) + 2n\epsilon. \]  

(B.35)

Regarding (2.60), we get,

\[ H(S^n_1) + H(T^n_1) \]
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\[= H(S^n_1 | K^n) + H(T^n_1 | K^n), \]  
\[\leq I(S^n_1 ; Y^n_1 | K^n) + I(T^n_1 ; Y^n_2 | K^n) + 2n\epsilon, \]  
\[(a) \leq I(S^n_1 ; Y^n_1 | K^n) + I(T^n_1 ; Y^n_2 V^n_2 | K^n V^n_1) + 2n\epsilon, \]  
\[\text{Similarly, we get,} \]  
\[H(Y^n_1 | K^n) - H(Y^n_1 | S^n_1 K^n) + H(V^n_2 | K^n V^n_1) \]  
\[= -H(V^n_2 | K^n V^n_1 T^n_1) + H(Y^n_2 | K^n V^n_1 V^n_2) \]  
\[= -H(Y^n_2 | K^n V^n_1 V^n_2 T^n_1), \]  
\[(b) \leq H(Y^n_1 | K^n) + H(Y^n_2 | V^n_1 V^n_2 K^n) + 2n\epsilon, \]  
\[\leq \sum_{i=1}^{n} H(Y_{1i} | K^n) + H(Y_{2i} | V_{1i} V_{2i} K^n) + 2n\epsilon, \]  
\[(B.36) \]  
\[\text{where (a) is because of (B.11) and (b) is because that } H(Y^n_1 | S^n_1 K^n) = H(V^n_2 | V^n_1 K^n), \]  
\[H(V^n_2 | V^n_1 T^n_1 K^n) = 0 \text{ and } H(Y^n_2 | K^n V^n_1 V^n_2 T^n_1) = 0.\]  

Similarly, we get,

\[H(S^n_1) + H(T^n_1) \leq \sum_{i=1}^{n} H(Y_{2i} | K^n) + H(Y_{1i} | V_{1i} V_{2i} K^n) + 2n\epsilon. \]  
\[\text{(B.42)} \]  

For (2.62), we have,

\[H(K^n) + H(S^n_1) + H(T^n_1) \]  
\[\leq H(K^n S^n_1) + H(T^n_1 | K^n), \]  
\[\leq I(K^n S^n_1 ; Y^n_1) + I(T^n_1 ; Y^n_2 | K^n) + 2n\epsilon, \]  
\[(a) \leq I(K^n S^n_1 ; Y^n_1) + I(T^n_1 ; Y^n_2 V^n_2 | K^n V^n_1) + 2n\epsilon, \]  
\[\text{Similarly, we get,} \]  
\[H(Y^n_1) - H(Y^n_1 | K^n S^n_1) + H(V^n_2 | V^n_1 K^n) \]  
\[= -H(V^n_2 | V^n_1 K^n T^n_1) + H(Y^n_2 | V^n_1 V^n_2 K^n) \]  
\[= -H(Y^n_2 | V^n_1 V^n_2 K^n T^n_1) + 2n\epsilon, \]  
\[(b) \leq H(Y^n_1) - H(Y^n_2 | V^n_1 V^n_2 K^n) + 2n\epsilon, \]  
\[\leq \sum_{i=1}^{n} H(Y_{1i}) + \sum_{i=1}^{n} H(Y_{2i} | V_{1i} V_{2i} K^n) + 2n\epsilon, \]  
\[(B.49) \]  

where (a) is because of (B.11) and (b) is because that \( H(Y^n_1 | S^n_1 K^n) = H(V^n_2 | V^n_1 K^n), \) 
\( H(V^n_2 | V^n_1 T^n_1 K^n) = 0 \) and \( H(Y^n_2 | K^n V^n_1 V^n_2 T^n_1) = 0. \)
Similarly, we get,

\[H(K^n) + H(S^n_1) + H(T^n_1)\]
\[\leq \sum_{i=1}^{n} [H(Y_{2i}) + H(Y_{1i}|V_{1i}V_{2i}K^n)] + 2n\epsilon. \quad (B.50)\]

For (2.64), we get,

\[2H(S^n_1) + H(T^n_1)\]
\[= H(S^n_1|K^n) + H(S^n_1|K^n) + H(T^n_1|K^n), \quad (B.51)\]
\[\leq I(S^n_1; Y^n_1|K^n) + I(S^n_1; Y^n_1|K^n)\]
\[+ I(T^n_1; Y^n_2|K^n) + 3n\epsilon, \quad (B.52)\]
\[\leq I(S^n_1; Y^n_1|K^n) + I(S^n_1; Y^n_1V^n_1|V^n_2K^n)\]
\[+ I(T^n_1; Y^n_2|K^n) + 3n\epsilon, \quad (B.53)\]
\[= I(S^n_1; Y^n_1|K^n) + I(S^n_1; Y^n_1V^n_1|V^n_2K^n) + I(S^n_1; Y^n_1V^n_1V^n_2K^n) + I(T^n_1; Y^n_2|K^n) + 3n\epsilon, \quad (B.54)\]
\[= H(Y^n_1|K^n) - H(Y^n_1|S^n_1K^n) + H(V^n_1|V^n_2K^n)\]
\[= H(Y^n_1|S^n_1V^n_1V^n_2K^n) + H(Y^n_1|K^n)\]
\[= H(Y^n_1|K^n) + H(Y^n_1|S^n_1K^n) + H(Y^n_1|V^n_1V^n_2K^n)\]
\[+ H(Y^n_2|K^n) + 3n\epsilon, \quad (B.55)\]
\[\overset{(a)}{=} H(Y^n_1|K^n) - H(Y^n_1|S^n_1K^n) + H(Y^n_1|V^n_1V^n_2K^n)\]
\[+ H(Y^n_2|K^n) + 3n\epsilon, \quad (B.56)\]
\[\overset{(b)}{=} H(Y^n_1|K^n) - H(V^n_2|K^n) + H(Y^n_1|V^n_1V^n_2K^n)\]
\[+ H(Y^n_2|K^n) + 3n\epsilon, \quad (B.57)\]
\[\leq H(Y^n_1|K^n) - H(V^n_2|K^n) + H(Y^n_1|V^n_1V^n_2K^n)\]
\[+ H(V^n_2|K^n) + 3n\epsilon, \quad (B.58)\]
\[= H(Y^n_1|K^n) + H(Y^n_1|V^n_1V^n_2K^n) + H(V^n_2|K^n)\]
\[+ 3n\epsilon, \quad (B.59)\]
\[\leq \sum_{i=1}^{n} H(Y_{1i}|K^n) + \sum_{i=1}^{n} H(Y_{1i}|V_{1i}V_{2i}K^n)\]
\[+ \sum_{i=1}^{n} H(Y_{2i}|V_{2i}K^n) + 3n\epsilon, \quad (B.60)\]
where (a) is because $H(V_1^n|V_2^nK^n) = H(V_1^n|K^n) = H(Y_1^n|K^nT_1^n)$, $H(V_1^n|V_2^nK^nS_1^n) = H(V_1^n|X_1^nV_2^nK^nS_1^n) = 0$ and $H(Y_1^n|V_1^nV_2^nS_1^nK^n) = H(Y_1^n|X_1^nV_1^nV_2^nS_1^nK^n) = 0$; (b) is from the fact that $H(V_2^n|K^n) = H(Y_1^n|K^nS_1^n)$.

Similarly, we have,

$$H(S_1^n) + 2H(T_1^n)$$
$$\leq \sum_{i=1}^{n} H(Y_{2i}|K^n) + \sum_{i=1}^{n} H(Y_{2i}|V_{1i}V_{2i}K^n)$$
$$+ \sum_{i=1}^{n} H(Y_{1i}|V_{1i}K^n) + 3n\epsilon. \quad (B.61)$$

As for (2.66), we have,

$$H(K^n) + 2H(S_1^n) + H(T_1^n)$$
$$= H(S_1^nK^n) + H(S_1^n|K^n) + H(T_1^n|K^n), \quad (B.62)$$
$$\leq I(S_1^nK^n; Y_1^n) + I(S_1^n; Y_1^n|K^n)$$
$$\leq I(S_1^nK^n; Y_1^n) + I(S_1^n; Y_1^nV_1^n|V_2^nK^n)$$
$$+ I(T_1^n; Y_2^n|K^n) + 3n\epsilon, \quad (B.63)$$
$$= I(S_1^nK^n; Y_1^n) + I(S_1^n; V_1^nV_2^nK^n) + I(S_1^n; Y_1^n|V_1^nV_2^nK^n) + I(T_1^n; Y_2^n|K^n) + 3n\epsilon, \quad (B.64)$$
$$= H(Y_1^n) - H(Y_1^n|S_1^nK^n) + H(V_1^n|V_2^nK^n)$$
$$- H(V_1^n|V_2^nK^nS_1^n) + H(Y_1^n|V_1^nV_2^nK^n)$$
$$- H(Y_1^n|S_1^nV_1^nV_2^nK^n) + H(Y_2^n|K^n)$$
$$- H(Y_2^n|K^nT_1^n) + 2n\epsilon, \quad (B.65)$$

$$\leq H(Y_1^n) + H(Y_1^n|V_1^nV_2^nK^n) + H(Y_2^n|K^nV_2^n)$$
$$+ 3n\epsilon, \quad (B.66)$$
$$\leq \sum_{i=1}^{n} H(Y_1^n) + \sum_{i=1}^{n} H(Y_{1i}|V_{1i}V_{2i}K^n)$$
$$+ \sum_{i=1}^{n} H(Y_{2i}|V_{2i}K^n) + 3n\epsilon, \quad (B.67)$$

where (a) follows similar procedure as in proving (2.64).
Similarly, we have,

\[
H(K^n) + 2H(S_1^n) + H(T_1^n) \\
\leq \sum_{i=1}^n H(Y_{2i}) + \sum_{i=1}^n H(Y_{2i}|V_1V_2K^n) \\
+ \sum_{i=1}^n H(Y_{1i}|V_1K^n) + 3n\epsilon. \quad (\text{B.68})
\]

Now introduce a random variable \( Q \) with \( p(q_i) = p(k^n) \), i.e., \( q_i \) is an auxiliary random variable uniformly distributed over the set \( \mathcal{K} = \{1, 2, \cdots, |\mathcal{K}|\} \). Noticing that \( p(x_{1i};x_{2i}|q) = p(x_{1i}|k^n)p(x_{2i}|k^n) \), hence, we have, \( p(x_{1i};x_{2i}|k^n) = p(x_{1i}|q)p(x_{2i}|q) \). By standard convexity argument, we completes the proof of converse.
Appendix C

Proof of the sufficient condition: Theorem 8

In this section, we give the proof of Theorem 8.

For any fixed joint distribution as in (4.7), we first calculate the distributions $p(w_1|q)$, $p(w_2|q)$, $p(u_1|q)$, $p(u_2|q)$, $p(x_1|w_1u_1q)$, and $p(x_2|w_2u_2q)$, and fix the decoding functions $\phi_1$, $\phi_2$ satisfying the distortion constraints as in (4.17).

**Codebook generation:** For each fixed $q^n$, let $R_1 = I(W_1; S|Q) + \epsilon$, and $R_2 = I(W_2; T|Q) + \epsilon$, first randomly generate $2^{nR_i}$ codewords $W^n_1$, $i = 1, 2$, independent and identically distributed (i.i.d.) according to $p(w_i|q)$. Next, randomly generate $2^{n(I(S;U_1|Q)+\epsilon)}$ codewords $U^n_1$, i.i.d. according to $p(u_1|q)$ and $2^{n(I(T;U_2|Q)+\epsilon)}$ codewords $U^n_2$, i.i.d. according to $p(u_2|q)$. For each source sequence $s^n$, note that (4.7) implies $W_1, S, U_1$ (given $Q$) forms a Markov chain in this order. By the Markov lemma [35], for $n$ sufficiently large, there exist at least one pair of codewords $(w^n_1, u^n_1)$ such that $(s^n, w^n_1, u^n_1) \in T^n_\epsilon(SW_1U_1)$. Similarly, for each source sequence $t^n$, there exist at least one pair of codewords $(w^n_2, u^n_2)$ such that $(t^n, w^n_2, u^n_2) \in T^n_\epsilon(TW_2U_2)$. For each pair of $(w^n_1, u^n_1)$, generate one codeword $x^n_i(w^n_i, u^n_i, q^n)$ according to distribution $p(x^n_i|w^n_i, u^n_i, q^n) = \prod_{j=1}^n p(x_{ij}|w_{ij}u_{ij}q_j)$, $i = 1, 2$.

**Encoding:** Upon observing $s^n$, encoder 1 transmits the corresponding codeword $x^n_1(w^n_1, u^n_1, q^n)$. Similarly, encoder 2 transmits the codeword $x^n_2(w^n_2, u^n_2, q^n)$.

**Decoding:** Upon receiving $y^n_1$, decoder 1 finds a unique set of codewords $(w^n_1, u^n_1, w^n_2)$ such that $(w^n_1, u^n_1, w^n_2, x^n_1, y^n_1, q^n) \in T^n_\epsilon(W_1U_1U_2X_1Y_1Q)$. Similarly, decoder 2 finds a unique set of codewords $(w^n_2, u^n_2, w^n_1)$ such that $(w^n_2, u^n_2, w^n_1, x^n_2, y^n_2, q^n) \in T^n_\epsilon(W_2U_2U_1X_2Y_2Q)$. If it fails, the decoder $i$, $i = 1, 2$, declares an error and chooses the a set of fixed codewords $(w^n_{i0}, u^n_{i0}, u^n_{i0})$ as the decoder output, which leads a fixed bounded distortion.
\[ d_0 = \max\{E[d_1(S, \phi_1(W_1U_1U_2))], E[d_2(T, \phi_2(W_2U_2U_1))]\} \text{ at each decoder.} \]

**Error analysis:** By symmetry, we only consider the error events at decoder 1. An error occurs if one of the following events happens:

1. \( E_{11} \): the true codewords transmitted satisfy that \((w_1^n, u_1^n, u_2^n, x_1^n, y_1^n, q^n) \notin T^n_e(W_1U_1U_2X_1Y_1Q)\).

2. \( E_{12} \): there exists some codeword \( w_1^n \neq w_1^n \) such that \((w_1^n, u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n_e(W_1U_1U_2X_1Y_1Q)\).

3. \( E_{13} \): there exist \((w_1^n, u_1^n) \neq (w_1^n, u_1^n)\) such that \((w_1^n, u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n_e(W_1U_1U_2X_1Y_1Q)\).

4. \( E_{14} \): there exist \((u_1^n, u_2^n) \neq (w_1^n, u_1^n)\) such that \((w_1^n, u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n_e(W_1U_1U_2X_1Y_1Q)\).

5. \( E_{15} \): there exist \((u_1^n, u_2^n) \neq (w_1^n, u_2^n)\) such that \((w_1^n, u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n_e(W_1U_1U_2X_1Y_1Q)\).

Hence, the probability of error at decoder 1 is

\[
Pr_{e1} = Pr\{\bigcup_{i=1}^{5}E_{1i}\} \leq \sum_{i=1}^{5}Pr\{E_{1i}\} \quad \text{(C.1)}
\]

Next, we will evaluate the seven probability of errors individually. First, by the extended Markov Lemma \([39,40]\), as \(n \to \infty\), \(Pr\{E_{11}\} \leq \epsilon\). For the second event, we have,

\[
Pr\{E_{12}\} = Pr\left((w_1^n, u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n_e(W_1U_1U_2X_1Y_1Q)\right)
\]

\[
= \sum_{w_1^n} \sum_{(w_1^n, u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n_e(W_1U_1U_2X_1Y_1Q)} p(w_1^n|q^n)p(x_1^n|w_1^n u_1^n q^n)p(u_1^n u_2^n y_1^n q^n)
\]

\[
\leq \sum_{w_1^n} 2^{n(H(W_1U_1U_2X_1Y_1Q) - H(W_1|Q))}
\]

\[
2^{-n(H(X_1|W_1U_1Q) + H(U_1U_2Y_1Q) - 4\epsilon)} = 2^{-n(R_1 - I(U_1U_2W_1|Q) - I(W_1X_1Y_1|U_1U_2Q) + 4\epsilon)}
\]

\[
= 2^{-n(I(W_1; S|U_1U_2Q) - I(W_1X_1Y_1|U_1U_2Q) + 5\epsilon)} \quad \text{(C.2)}
\]
where the last equality is because that given \( Q, W_1 \rightarrow S \rightarrow (U_1, U_2) \) forms a Markov chain.

For the third event, we have,

\[
Pr\{E_{13}\} = Pr\left((u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n_e(W_1U_1U_2X_1Y_1Q)\right) \\
= \sum \sum \sum p(w_1^n | q^n) p(u_1^n | q^n) p(x_1^n | w_1^n u_1^n q^n) p(u_2^n y_1^n q^n) \\
\leq \sum \sum \sum 2^{n(H(W_1U_1U_2X_1Y_1Q) - H(W_1Q))} \\
\cdot 2^{-n(H(U_1|Q) + H(X_1|W_1U_1Q) + H(U_2|Y_1Q) - 5\epsilon)} \\
= 2^n(I(W_1U_1; S|U_2Q) - I(W_1U_1X_1; Y_1|U_2Q) + 6\epsilon) \\
(\text{C.3})
\]

where the last equality is because that given \( Q, W_1 \rightarrow S \rightarrow U_2 \) and \( U_1 \rightarrow S \rightarrow (W_1, U_2) \) form Markov chains.

For the fourth event, we have,

\[
Pr\{E_{14}\} = Pr\left((u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n_e(W_1U_1U_2X_1Y_1Q)\right) \\
= \sum \sum \sum p(w_1^n | q^n) p(u_1^n | q^n) p(x_1^n | w_1^n u_1^n q^n) p(u_2^n y_1^n q^n) \\
\leq \sum \sum \sum 2^{n(H(W_1U_1U_2X_1Y_1Q) - H(W_1Q))} \\
\cdot 2^{-n(H(U_2|Q) + H(X_1|W_1U_1Q) + H(U_1|Y_1Q) - 5\epsilon)} \\
= 2^n(I(W_1U_1; S|U_2Q) - I(U_1U_2; W_1Q) + I(W_1U_2X_1; Y_1|U_1Q) - 6\epsilon) \\
= 2^n(I(W_1; S|U_2Q) + I(U_2; T|U_1Q) - I(W_1U_2X_1; Y_1|U_1Q) + 7\epsilon) \\
(\text{C.4})
\]

where the last equality is because that given \( Q, W_1 \rightarrow S \rightarrow (U_1, U_2) \) and \( U_2 \rightarrow T \rightarrow U_1 \) form Markov chains.

For the last event, we have,

\[
Pr\{E_{15}\} \\
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\]
\[
\begin{align*}
&= \Pr \left( (w_1^n, u_1^n, u_2^n, x_1^n, y_1^n, q^n) \in T^n(W_1U_1U_2X_1Y_1Q) \right) \\
&= \sum \sum \sum \sum \sum \sum \sum_{w_1^n u_1^n u_2^n w_2^n y_1^n} p(w_1^n|q^n)p(u_1^n|q^n)p(u_2^n|q^n)p(x_1^n|u_1^n u_2^n q^n) p(y_1^n|q^n) \\
&\leq \sum \sum \sum \sum \sum \sum_{w_1^n u_1^n u_2^n w_2^n} 2^{n(H(W_1U_1U_2X_1Y_1Q) - H(W_1Q))} \\
&= 2^n(R_1 + I(U_1; S|U_2Q) + I(U_2; T|Q) - I(W_1; U_2Q)) \\
&\leq 2^n(R_1 + I(U_1; S|U_2Q) + I(U_2; T|Q) - I(W_1; U_2X_1; Y_1|Q) + 8\epsilon) \quad \text{(C.5)}
\end{align*}
\]

From (C.2-C.5), if the following conditions are satisfied, then the probability of error at decoder 1 will vanish as \(n\) goes to infinity.

\[
\begin{align*}
I(W_1; S|U_1U_2Q) &< I(W_1X_1; Y_1|U_1U_2Q), \\
I(W_1U_1; S|U_2Q) &< I(W_1U_1X_1; Y_1|U_2Q), \\
I(W_1; S|U_1U_2Q) &< I(W_1U_2X_1; Y_1|U_1Q) \\
&\quad - I(U_2; T|U_1Q), \\
I(W_1U_1; S|U_2Q) &< I(W_1U_1U_2X_1; Y_1|Q) \\
&\quad - I(U_2; T|Q). \quad \text{(C.6)}
\end{align*}
\]

Similarly, the following conditions can be obtained for decoder 2.

\[
\begin{align*}
I(W_2; T|U_1U_2Q) &< I(W_2X_2; Y_2|U_1U_2Q), \quad \text{(C.7)} \\
I(W_2U_2; T|U_1Q) &< I(W_2U_2X_2; Y_2|U_1Q) \quad \text{(C.8)} \\
I(W_2; T|U_1U_2Q) &< I(W_2U_1X_2; Y_2|U_2Q) \\
&\quad - I(U_1; S|U_2Q) \quad \text{(C.9)} \\
I(W_2U_2; T|U_1Q) &< I(W_2U_1U_2X_2; Y_2|Q) \\
&\quad - I(U_1; S|Q). \quad \text{(C.10)}
\end{align*}
\]

For the distortion part, upon correctly decoding as \(n \to \infty\), decoder 1 finds the correct codewords \((w_1^n, u_1^n, u_2^n)\) which are jointly typical with \(s^n\). Similarly, decoder 2 finds the correct codewords \((w_2^n, u_1^n, u_2^n)\) which are jointly typical with \(t^n\). By the standard argument as in the rate distortion theory [65], we get the desired distortion \((D_1, D_2)\), as \(n \to \infty\). This completes the proof of Theorem 8. \(\square\)
Appendix D

Proof of the main results:

Theorem 10

First, as with [59], we define a quantity $\Gamma(\delta_1, \delta_2)$ which plays an important role in the proof.

Let $(X_1, X_2, \ldots, X_N) \sim P(x_1, x_2, \ldots, x_N)$ where $X_1, \ldots, X_N$ take values in finite alphabet $\mathcal{X}_1, \ldots, \mathcal{X}_N$. Let $(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_N, W)$ be a $(N+1)$-tuple of random variables where $\hat{X}_1 \in \mathcal{X}_1, \hat{X}_2 \in \mathcal{X}_2, \ldots, \hat{X}_N \in \mathcal{X}_N$ and $W \in \mathcal{W}$, a finite set. Denote the marginal distribution of $(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_N)$ by

$$Q(x_1, x_2, \ldots, x_N) = \Pr(\hat{X}_1 = x_1, \hat{X}_2 = x_2, \ldots, \hat{X}_N = x_N), \quad (D.1)$$

for $x_i \in \mathcal{X}_i, i = 1, 2, \ldots, N$.

For any $\delta_1, \delta_2 \geq 0$, define

$$\Gamma(\delta_1, \delta_2) = \sup H(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_N|W), \quad (D.2)$$

where the supremum is taken over all $(N+1)$-tuples $(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_N, W)$ that satisfy

$$D(P; Q) = \sum_{x,y} P(x_1, x_2, \ldots, x_N) \log \frac{P(x_1, x_2, \ldots, x_N)}{Q(x_1, x_2, \ldots, x_N)} \leq \delta_1, \quad (D.3)$$

and

$$\sum_{i=1}^{N} H(\hat{X}_i|W) - H(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_N|W) \leq \delta_2. \quad (D.4)$$

It follows that $C(X_1, X_2, \ldots, X_N)$ as defined in Theorem 1, is equivalent to

$$C(X_1, X_2, \ldots, X_N) = H(X_1, X_2, \ldots, X_N) - \Gamma(0, 0). \quad (D.5)$$

The following lemma gives some properties of $\Gamma(\delta_1, \delta_2)$. 
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Lemma 5 1) For all $\delta_1, \delta_2 \geq 0$, there exists a $(N + 1)$-tuple $(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_N, W)$ such that (D.3) and (D.4) are satisfied and

$$\Gamma(\delta_1, \delta_2) = H(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_N|W).$$

(D.6)

Moreover, for $\delta_1, \delta_2 = 0$,

$$|\mathcal{W}| \leq \prod_{i=1}^{N} |\mathcal{X}_i|.$$  

(D.7)

2) $\Gamma(\delta_1, \delta_2)$ is a concave function of $(\delta_1, \delta_2)$ and it is continuous for all $\delta_1, \delta_2 \geq 0$.

3) For $\delta \geq 0$, define $\Gamma_1(\delta) = \Gamma(0, \delta)$ and $\Gamma_2(\delta) = \Gamma(\delta, 0)$, then $\Gamma_1(\delta)$ and $\Gamma_2(\delta)$ are concave and continuous for $\delta \geq 0$.

The proof of Lemma 1 follows similarly as the proof of Theorem 4.4 in [59].
Appendix E

Proof of $C_1 = C$

In this section, we prove the first part of Theorem 1, that is $C_1 = C(X_1, X_2, \cdots, X_N)$. We first prove the converse part, that is for any $R_0$ that is achievable for the Gray-Wyner source coding network, we have,

Theorem 14 (Converse)

$$C_1 \geq C(X_1, X_2, \cdots, X_N). \quad (E.1)$$

To prove the converse, first let $(f, g_i), i = 1, 2, \cdots, N$ be any $(n, M_0, M_1, \cdots, M_N)$ code that satisfies (5.7), (5.8) and (5.9). Then, we have,

$$\log M_0 \geq H(M_0), \quad (E.2)$$
$$\geq I(X_1^n X_2^n \cdots X_N^n; M_0), \quad (E.3)$$
$$= H(X_1^n X_2^n \cdots X_N^n) - H(X_1^n, X_2^n \cdots X_N^n | M_0), \quad (E.4)$$
$$= nH(X_1, X_2, \cdots, X_N) - \sum_{j=1}^{n} H(X_{1j}X_{2j} \cdots X_{Nj} | W_j), \quad (E.5)$$

where $W_j \triangleq (M_0, X_{1j}^{j-1}, X_{2j}^{j-1}, \cdots, X_{Nj}^{j-1})$ and $X_{i}^{j-1} = (X_{i1}, X_{i2}, \cdots, X_{ij-1})$ for $i = 1, 2, \cdots, N$.

Notice that, the $(N + 1)$-tuple $(X_{1j}, X_{2j}, \cdots, X_{Nj}, W_j)$ satisfies condition (D.3) and (D.4) with $\delta_1 = 0$ and

$$\delta_2^{(j)} = \sum_{i=1}^{N} H(X_{i,j} | W_j) - H(X_{1j}, X_{2j}, \cdots, X_{Nj} | W_j). \quad (E.6)$$
Hence, by the definition of $\Gamma(\delta_1, \delta_2)$, we have
\[
H(X_{1j}X_{2j}\cdots X_{Nj}|W_j) \leq \Gamma_1(\delta_2^{(j)}). \tag{E.7}
\]
Substitute (E.7) into (E.5), we get,
\[
\log M_0 \geq nH(X_1X_2\cdots X_N) - \sum_{j=1}^{n} \Gamma_1(\delta_2^{(j)}), \tag{E.8}
\]
\[
\geq nH(X_1X_2\cdots X_N) - n\Gamma_1\left(\frac{1}{n}\sum_{j=1}^{n} \delta_2^{(j)}\right). \tag{E.9}
\]
where the last step is from the concavity of $\Gamma_1(\cdot)$ function. Now define
\[
\eta = \frac{1}{n}\sum_{j=1}^{n} \delta_2^{(j)}. \tag{E.10}
\]
The following lemma gives an upper bound on $\eta$.

**Lemma 6** For any $(n, M_0, M_1, \cdots, M_N)$ code that satisfies (5.7), (5.8) and (5.9), we have
\[
\eta \leq (N + 1)\epsilon. \tag{E.11}
\]

**Proof**: By Fano’s inequality, we have, for $i = 1, 2, \cdots, N$,
\[
H(X^n_i|M_0M_i) \leq n\epsilon. \tag{E.12}
\]
Hence, we have, for $i = 1, 2, \cdots, N$,
\[
\log M_i \geq H(M_i), \tag{E.13}
\]
\[
\geq H(M_i|M_0), \tag{E.14}
\]
\[
= H(X^n_iM_i|M_0) - H(X^n_i|M_0M_i), \tag{E.15}
\]
\[
\geq H(X^n_iM_i|M_0) - n\epsilon, \tag{E.16}
\]
\[
= H(X^n|M_0) - n\epsilon. \tag{E.17}
\]
Then, we get,
\[
\sum_{i=1}^{N} \log M_i \geq \sum_{i=1}^{N} H(X^n_i|M_0) - n\epsilon'. \tag{E.18}
\]

107
where \( \epsilon' = N\epsilon \). Together with (E.5), we get,

\[
\sum_{i=0}^{N} \log \mathcal{M}_i \geq nH(X_1X_2 \cdots X_N) - \sum_{j=1}^{n} H(X_{1j}X_{2j} \cdots X_{Nj}|W_j) + \sum_{i=1}^{N} H(X^n_i|M_0) - n\epsilon'.
\]  

(E.19)

Together with (5.9), we get,

\[
\sum_{i=1}^{N} H(X^n_i|M_0) - \sum_{j=1}^{n} H(X_{1j}X_{2j} \cdots X_{Nj}|W_j) \leq n\epsilon''.
\]  

(E.20)

where \( \epsilon'' = (N+1)\epsilon \). On the other hand, we have,

\[
\sum_{i=1}^{N} H(X^n_i|M_0) = \sum_{i=1}^{N} \sum_{j=1}^{n} H(X_{ij}|X_{i}^{j-1}M_0),
\]  

(E.21)

\[
\geq \sum_{i=1}^{N} \sum_{j=1}^{n} H(X_{ij}|X_{i}^{j-1},X_{2}^{j-1}, \cdots, X_{N}^{j-1},M_0),
\]  

(E.22)

\[
= \sum_{i=1}^{N} \sum_{j=1}^{n} H(X_{ij}|W_j).
\]  

(E.23)

Combine (E.20) and (E.23), we have,

\[
\sum_{j=1}^{n} \left[ \sum_{i=1}^{N} H(X_{ij}|W_j) - H(X_{1j}X_{2j} \cdots X_{Nj}|W_j) \right] \leq n\epsilon''.
\]  

(E.24)

Hence, we have,

\[
\frac{1}{n} \sum_{j=1}^{n} \delta_{ij} \leq \epsilon''.
\]  

(E.25)

This completes the proof of Lemma 6. \( \Box \)

Now, from Lemma 6 and (E.9), we get,

\[
R_0 \geq \frac{1}{n} \log \mathcal{M}_0 \geq H(X_1, X_2, \cdots, X_N) - \Gamma_1(\eta).
\]  

(E.26)
Together with the continuity of $\Gamma_1(\cdot)$, we have, as $n \to \infty$,

$$R_0 \geq H(X_1, X_2, \cdots, X_N) - \Gamma_1(0), \quad (E.27)$$

$$= C(X_1, X_2, \cdots, X_N). \quad (E.28)$$

This completes the proof of converse part. □

We now prove the achievability part, that is, let the joint distribution $P(x_1, x_2, \cdots, x_N)$ be given, we have,

**Theorem 15 (Achievability)**

$$C_1 \leq C(X_1, X_2, \cdots, X_N). \quad (E.29)$$

Our proof mainly involves generalizing Gray-Wyner source coding network [68] to that of $N$ sources. The system model we considered here is the same as Fig. ?? described in section II except that definition 6 is replaced by,

**Definition 12** A rate tuple $(R_0, R_1, \cdots, R_N)$ is said to be achievable if for all $\epsilon > 0$, we can find an $n$ sufficiently large such that there exists a $(n, 2^{nR_0}, 2^{nR_1}, \cdots, 2^{nR_N})$ code with

$$P_e^{(n)} \leq \epsilon. \quad (E.30)$$

Our purpose is to find all achievable rate tuples $(R_0, R_1, \cdots, R_N)$. The rate region of this source coding problem is summarized in the following theorem.

**Theorem 16** For the source coding model described above, a rate tuple $(R_0, R_1, \cdots, R_N)$ is achievable if and only if the following conditions are satisfied,

$$R_0 \geq I(X_1, X_2, \cdots, X_N; W), \quad (E.31)$$

$$R_i \geq H(X_i|W), \quad (E.32)$$

for $i = 1, 2, \cdots, N$, and for some $W \sim P(w|x_1, x_2, \cdots, x_N)$, where $W \in \mathcal{W}$ and $|\mathcal{W}| \leq \prod_{i=1}^{N} |\mathcal{X}_i| + 2.$

**Proof of Theorem 16 (Sketch):**

For the achievability part, we want to show that for any rate tuple $(R_0, R_1, \cdots, R_N)$ that satisfies above conditions, we can construct a $(n, 2^{nR_0}, 2^{nR_1}, \cdots, 2^{nR_N})$ code such that the decoding error $P_e^{(n)} \to 0$ as codeword length $n \to \infty$.

**Codeword Generation:** for any given distributions $P(x_1, x_2, \cdots, x_N)$ and $P(w|x_1, x_2, \cdots, x_N)$, we calculate the marginal distribution $P(w)$. 
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1. Codebook $C_0$: we first randomly generate $2^{nR_0}$ sequences $w^n$ i.i.d. $\sim P(w)$, and index them by $m_0 \in \{1, 2, \cdots, 2^{nR_0}\}$.

2. Codebook $C(X_i)$: for each $i = 1, 2, \cdots, N$, for each $x_i^n \in X_i^n$, randomly put them into $2^{nR_i}$ bins and index them bins by $m_i \in \{1, 2, \cdots, 2^{nR_i}\}$.

**Encoding:**

1. for each source sequences $(x_1^n, x_2^n, \cdots, x_N^n)$, encoder $f_0$ finds a $w^n(m_0) \in C_0$ such that $(x_1^n, x_2^n, \cdots, x_N^n, w^n(m_0)) \in T^n_\epsilon$, where $T^n_\epsilon$ is the jointly typical set as defined in [35], and send the index $m_0$ to the decoder. If there is no more than one $w^n$, choose the sequence $w^n$ with the smallest index; if there exist no such sequence, choose sequence $w^n(1)$;

2. for $i = 1, 2, \cdots, N$, encoder $f_i$ sends the bin index $m_i$ of sequence $x_i^n$.

**Decoding:** for $i = 1, 2, \cdots, N$, decoder $i$ looks at bin $m_i$ for codebook $C(X_i)$ and finds the sequence $\hat{x}_i^n$ such that $(\hat{x}_i^n, w^n(m_0)) \in T^n_\epsilon$. If there is more than one or none such sequence, declare an error.

**Error analysis:** Assuming $m_i$, $i = 0, 1, \cdots, N$ are the chosen indices for encoding $(x_1^n, x_2^n, \cdots, x_N^n)$. There are three error events.

1. $E_1$: $(x_1^n, x_2^n, \cdots, x_N^n, w^n(m_0)) \notin T^n_\epsilon$ for all $m_0 \in \{1, 2, \cdots, 2^{nR_0}\}$.

2. $E_2$: $(x_i^n, w^n(m_0)) \notin T^n_\epsilon$ for each $i$.

3. $E_3$: for some $i$, there exists $\tilde{x}_i^n \neq x_i^n$ in bin $m_i$ of codebook $C(X_i)$ such that $(\tilde{x}_i^n, w^n(m_0)) \in T^n_\epsilon$.

Hence,

$$P_e^{(n)} \leq P(E_1) + P(E_2|E_1^c) + P(E_3|E_1^c, E_2^c). \quad (E.33)$$

By some standard argument, we can get, as $n \to \infty$,

1. $P(E_1) \to 0$ if

$$R_0 \geq I(X_1, X_2, \cdots, X_N; W) + \epsilon, \quad (E.34)$$

2. $P(E_2|E_1^c) \to 0$,

3. $P(E_3|E_1^c, E_2^c) \to 0$ if for each $i = 1, 2, \cdots, N$,

$$R_i \geq H(X_i|W) + \epsilon. \quad (E.35)$$
This completes the achievability proof.

For the converse part, we want to show that for any achievable rate tuple \((R_0, R_1, \cdots, R_N)\), it should satisfy \((E.31)\) and \((E.32)\).

By Fano’s inequality, we have

\[
H(X^n_i|M_iM_0) \leq n\epsilon. \tag{E.36}
\]

Hence, we have, for \(i = 1, 2, \cdots, N\)

\[
nR_i \geq H(M_i), \tag{E.37}
\]

\[
\geq H(M_i|M_0), \tag{E.38}
\]

\[
\geq H(M_i|M_0) + H(X^n_i|M_iM_0) - n\epsilon, \tag{E.39}
\]

\[
= H(X^n_iM_i|M_0) - n\epsilon, \tag{E.40}
\]

\[
= H(X^n_i|M_0) - n\epsilon, \tag{E.41}
\]

\[
= \sum_{j=1}^{n} H(X_{ij}|M_0X_{i}^{j-1}) - n\epsilon, \tag{E.42}
\]

\[
\geq \sum_{j=1}^{n} H(X_{ij}|M_0, X_{i}^{j-1}, X_{2}^{j-1}, \cdots, X_{N}^{j-1}) - n\epsilon. \tag{E.43}
\]

and

\[
nR_0 \geq H(M_0), \tag{E.44}
\]

\[
\geq I(M_0; X^n_1, X^n_2, \cdots, X^n_N), \tag{E.45}
\]

\[
= \sum_{j=1}^{n} I(M_0; X_{ij}, X_{2j}, \cdots, X_{Nj}|X_{i}^{j-1}X_{2}^{j-1}\cdots X_{N}^{j-1}), \tag{E.46}
\]

\[
= \sum_{j=1}^{n} I(M_0X_{i}^{j-1}X_{2}^{j-1}\cdots X_{N}^{j-1}; X_{ij}, X_{2j}, \cdots, X_{Nj}). \tag{E.47}
\]

Define \(W_j = (M_0, X_{i}^{j-1}, X_{2}^{j-1}, \cdots, X_{N}^{j-1})\), and using a standard time sharing argument, we can get, for \(i = 1, 2, \cdots, N\),

\[
R_i \geq H(X_i|W) - \epsilon, \tag{E.48}
\]

\[
R_0 \geq I(X_1X_2\cdots X_N; W). \tag{E.49}
\]
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Let $n \to \infty$, then $\epsilon \to 0$, and this completes the proof of converse. The cardinality bound can be obtained using the technique introduced in [69, Appendix C]. We skip the details. This completes the proof of Theorem 16. □

Now we proceed to prove Theorem 15. We will show that if $R_0 > C(X_1, X_2, \cdots, X_N)$, it is achievable for Model I.

Let $R_0 > C(X_1, X_2, \cdots, X_N)$ and any $\epsilon > 0$ be given and let random variables $(X_1, X_2, \cdots, X_N, W)$ satisfy (5.3) and (5.4), such that

$$C(X_1, X_2, \cdots, X_N) = I(X_1 X_2 \cdots X_N; W).$$

(E.50)

Notice that, the existence of such random variables is guaranteed by Lemma 5. Now define

$$\epsilon_1 = \min\left\{\frac{\epsilon}{N}, R_0 - C(X_1, X_2, \cdots, X_N)\right\},$$

(E.51)

and hence $\epsilon_1 > 0$. By Theorem 16, there exists a $(n, M_0, M_1, \cdots, M_N)$ code with $P_e^{(n)} \leq \epsilon'$ and $\epsilon' \leq \epsilon_1$. Hence,

$$\frac{1}{n} \log M_0 \leq C(X_1, X_2, \cdots, X_N) + \epsilon_1 \leq R_0,$$

(E.52)

$$\frac{1}{n} \log M_i \leq H(X_i|W) + \epsilon,$$

(E.53)

Hence, we have,

$$\sum_{i=0}^{N} \frac{1}{n} \log M_i \leq C(X_1, X_2, \cdots, X_N) + \sum_{i=1}^{N} H(X_i|W) + \epsilon,$$

(E.54)

$$(a) \leq H(X_1, X_2, \cdots, X_N) + \epsilon.$$  

(E.55)

where $(a)$ is from condition (5.4). Thus, condition (5.9) is also satisfied. This implies that $R_0$ is achievable in Model I, which completes the proof of achievability part. This completes the proof of Theorem 15. □
Appendix F

Proof of $C_2 = C$

In this section, we prove the second part of theorem 1, that is $C_2 = C(X_1, X_2, \cdots, X_N)$. We have the following theorem.

Theorem 17

\[
\begin{align*}
C_2 &\geq C(X_1, X_2, \cdots, X_N), \quad \text{(F.1)} \\
C_2 &\leq C(X_1, X_2, \cdots, X_N). \quad \text{(F.2)}
\end{align*}
\]

For the converse part, that is (F.1), the proof follows almost the same line as in [59, Section 5.2]. For the achievability part, that is (F.2), the proof follows similarly as in [59, Section 6.2] by applying $U = \mathcal{X}_1 \times \mathcal{X}_2, \cdots \times \mathcal{X}_N$ in [59, Theorem 6.3]. We omit the details here.
Appendix G

Proof of the sufficient condition of $C_3 = C$: Theorem 11

We first introduce the following two lemmas. The first one is given by Gray [70].

**Lemma 7** Given a two-dimensional source $X, Y$ and a compound distortion measure, we have the following inequalities

$$R_{XY}(\Delta_1, \Delta_2) \geq R_{X|Y}(\Delta_1) + R_Y(\Delta_2), \quad (G.1)$$

$$R_{X|Y}(\Delta_1) \geq R_X(\Delta_1) - I(X; Y), \quad (G.2)$$

and equalities hold in some neighborhood of the origin $\{ (\Delta_1, \Delta_2) : 0 \leq \Delta_1, \Delta_2 \leq \gamma \}$, provided that

$$Q(x, y) > 0 \quad \text{all } x \in \mathcal{X}, y \in \mathcal{Y}, \quad (G.3)$$

and $d_1, d_2$ satisfy

$$d_1(x, \hat{x}) > d_1(x, x) = 0, x \neq \hat{x}, \quad (G.4)$$

$$d_2(y, \hat{y}) > d_2(y, y) = 0, y \neq \hat{y}. \quad (G.5)$$

Here $R_{X|Y}(\Delta)$ is the conditional rate distortion function which is defined as

$$R_{X|Y}(\Delta) = \min I(X; \hat{X}|Y), \quad (G.6)$$

where the minimum is taken with respect to all test channels $q_\ell(\hat{x}|x, y)$ such that $Ed(X, \hat{X}) \leq \Delta$.

The second lemma is given by Gray and Wyner [68].
Lemma 8 For the lossy source coding problem described in the previous section, for \( \Delta_1, \Delta_2 \geq 0 \), the rate distortion region is given by

\[
\mathcal{R}(\Delta_1, \Delta_2) = \{(R_0, R_1, R_2) : R_0 \geq I(X;Y;W), \\
R_1 \geq R_{X|W}(\Delta_1), R_2 \geq R_{Y|W}(\Delta_2)\}
\]  

(G.7)

for some distributions \( p(w|x, y)Q(x, y) \).

Note that Lemma 8 is valid for both the discrete case and the continuous case. Although Gray and Wyner only treated the discrete case in [68], the result can be generalized to the continuous case [72].

We now prove Theorem 11.

1. Achievability:

For a given \( Q(x, y) > 0 \ x \in \mathcal{X}, y \in \mathcal{Y} \), let \( C(X; Y) = I(XY;W) \) where \( (X, Y, W) \) satisfies \( X - W - Y \) and \( \sum_w p(x, y, w) = Q(x, y) \), i.e., \( W \) is the auxiliary variable that achieves \( C(X, Y) \). Let \( (\Delta_1, \Delta_2) \) be in the range \( \{0 \leq \Delta_1, \Delta_2 \leq \gamma\} \) where \( \gamma \) is chosen such that the following equalities hold

\[
R_X(\Delta_1) = R_{X|W}(\Delta_1) + I(X;W),
\]

(G.8)

\[
R_Y(\Delta_2) = R_{Y|W}(\Delta_2) + I(Y;W),
\]

(G.9)

\[
R_{XY}(\Delta_1, \Delta_2) = R_X(\Delta_1) + R_Y(\Delta_2) - I(X;Y).
\]

(G.10)

We now prove that \( C_3(\Delta_1, \Delta_2) \leq C(X, Y) \) in the range \( \{0 \leq \Delta_1, \Delta_2 \leq \gamma\} \). For any \( R_0 > C(X, Y) \) and \( \epsilon > 0 \) let

\[
\epsilon_1 = \min(\epsilon/3, R_0 - C(X;Y)).
\]

(G.11)

Since \( \epsilon_1 > 0 \), we know from Lemma 8 that there exists a code \( (n, M_0, M_1, M_2, \Delta_X, \Delta_Y) \) with \( \Delta_X \leq \Delta_1 + \epsilon_1, \Delta_Y \leq \Delta_2 + \epsilon_1 \) and

\[
\frac{1}{n} \log M_0 \leq I(X, Y; W) + \epsilon_1 = C(X; Y) + \epsilon_1 \leq R_0,
\]

(G.12)

\[
\frac{1}{n} \log M_1 \leq R_{X|W}(\Delta_1) + \epsilon_1,
\]

(G.13)

\[
\frac{1}{n} \log M_2 \leq R_{Y|W}(\Delta_2) + \epsilon_1.
\]

(G.14)
From (G.12-G.14), we have that

\[
\frac{1}{n} \sum_{i=0}^{2} \log M_i \leq I(X, Y; W) + R_{X|W}(\Delta_1) + R_{Y|W}(\Delta_2) + 3\epsilon_1, \tag{G.15}
\]

\[
= I(X; W) + R_{X|W}(\Delta_1) + I(Y; W) + R_{Y|W}(\Delta_2)
- I(X; Y) + 3\epsilon_1, \tag{G.16}
\]

\[
= R_X(\Delta_1) + R_Y(\Delta_2) - I(X; Y) + 3\epsilon_1, \tag{G.17}
\]

\[
\leq R_{XY}(\Delta_1, \Delta_2) + \epsilon. \tag{G.18}
\]

where (G.16) follows from the chain rule and the Markov Chain \(X - W - Y\), (G.17) and (G.18) follow from (G.8-G.11).

This proves that the code satisfies (6.12)-(6.14), i.e., \(R_0\) is \((\Delta_1, \Delta_2)\)-achievable.

This completes the proof of \(C_3(\Delta_1, \Delta_2) \leq C(X; Y)\).

2. Converse:

Let \(\Delta_1, \Delta_2\) be in the region \(\{0 \leq \Delta_1, \Delta_2 \leq \gamma\}\) such that

\[
R_X(\Delta_1) + R_Y(\Delta_2) - I(X; Y) = R_{XY}(\Delta_1, \Delta_2). \tag{G.19}
\]

Let \(R_0\) be \((\Delta_1, \Delta_2)\)-achievable. We will show that \(R_0 \geq C(X; Y)\). The proof follows similar procedures as the proof of Theorem 5.1 in [59].

Since \(R_0\) is \((\Delta_1, \Delta_2)\)-achievable, there exists an \((n, M_0, M_1, M_2, \Delta_X, \Delta_Y)\) code satisfying (6.12)-(6.14). Let \(f_E(X^n, Y^n) = (W_0, W_1, W_2)\), we have that

\[
R_0 \geq \frac{1}{n} \log M_0 \geq \frac{1}{n} H(W_0), \tag{G.20}
\]

\[
\geq \frac{1}{n} I(X^n, Y^n; W_0), \tag{G.21}
\]

\[
= \frac{1}{n} H(X^n, Y^n) - \frac{1}{n} H(X^n, Y^n|W_0), \tag{G.22}
\]

\[
= H(X, Y) - \frac{1}{n} \sum_{k=1}^{n} H(X_k, Y_k|X^{k-1}, Y^{k-1}, W_0), \tag{G.23}
\]

\[
\geq H(X, Y) - \frac{1}{n} \sum_{k=1}^{n} \Gamma_1(\delta^{(k)}), \tag{G.24}
\]

\[
\geq H(X, Y) - \Gamma_1(\frac{1}{n} \sum_{k=1}^{n} \delta^{(k)}), \tag{G.25}
\]
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where (G.24) comes from the definition of \( \Gamma_1(\cdot) \) (c.f. Corollary 4.5, [59]) and the definition of \( \delta^{(k)} \), where

\[
\delta^{(k)} = I(X_k; Y_k|X^{k-1}, Y^{k-1}, W_0).
\]

Inequality (G.25) follows from the concavity of \( \Gamma_1(\delta) \).

Therefore, since \( C(X; Y) = H(X, Y) - \Gamma_1(0) \) (c.f. equation (4.4) in [59]) and (G.25), to establish \( R_0 \geq C(X; Y) \) we only need to prove that, for arbitrary \( \epsilon > 0 \),

\[
\frac{1}{n} \sum_{k=1}^{n} \delta^{(k)} \leq v(\epsilon),
\]

\[
\lim_{\epsilon \to 0} v(\epsilon) = 0.
\]

From (G.22), we have that

\[
\frac{1}{n} \log M_0 \geq \frac{1}{n} H(X^n, Y^n) - \frac{1}{n} H(X^n, Y^n|W_0),
\]

\[
= \frac{1}{n} H(X^n, Y^n) + \frac{1}{n} I(X^n; Y^n|W_0)
\]

\[
- \frac{1}{n} H(X^n|W_0) - \frac{1}{n} H(Y^n|W_0).
\]

Consider again the \((n, M_0, M_1, M_2, \Delta_X, \Delta_Y)\) code that satisfies (6.12)-(6.14) for arbitrary \( \epsilon > 0 \). Set \( \hat{X}^n = f^{(X)}(W_0, W_1) \) and \( \hat{Y}^n = f^{(Y)}(W_0, W_2) \), we have

\[
\frac{1}{n} \log M_1 \geq \frac{1}{n} H(W_1),
\]

\[
\geq \frac{1}{n} H(W_1|W_0),
\]

\[
\geq \frac{1}{n} I(X^n; W_1|W_0),
\]

\[
\geq \frac{1}{n} I(X^n; \hat{X}^n|W_0).
\]

where inequality (G.33) follows from the Markov chain \( X^n - W_0, W_1 - \hat{X}^n \).

Similarly, we have

\[
\frac{1}{n} \log M_2 \geq \frac{1}{n} I(Y^n; \hat{Y}^n|W_0).
\]

Adding (G.29), (G.33) and (G.34), we obtain

\[
\sum_{i=0}^{2} \frac{1}{n} \log M_i
\]
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\[
\geq \frac{1}{n}(H(X^n, Y^n) + I(X^n; Y^n|W_0) - H(X^n|W_0) - H(Y^n|W_0) + I(X^n; \hat{X}^n|W_0) + I(Y^n; \hat{Y}^n|W_0)), \tag{G.35}
\]

\[
= \frac{1}{n}(I(X^n; W_0) + I(Y^n; W_0) - I(X^n; Y^n) + I(X^n; Y^n|W_0) + I(Y^n; Y^n|W_0)), \tag{G.36}
\]

\[
= \frac{1}{n}(I(X^n; \hat{X}^n, W_0) + I(Y^n; \hat{Y}^n, W_0) - I(X^n; Y^n) + I(X^n; Y^n|W_0)), \tag{G.37}
\]

\[
\geq \frac{1}{n}(I(X^n; \hat{X}^n) + I(Y^n; \hat{Y}^n) - nI(X; Y) + I(X^n; Y^n|W_0)), \tag{G.38}
\]

\[
\geq R_X(\Delta_1) + R_Y(\Delta_2) - I(X; Y) + \frac{1}{n}I(X^n; Y^n|W_0), \tag{G.39}
\]

\[
= R_{XY}(\Delta_1, \Delta_2) + \frac{1}{n}I(X^n; Y^n|W_0). \tag{G.40}
\]

where (G.36), (G.37) follow from the chain rule, (G.38) follows from the fact that conditioning does not increase entropy, (G.39) follows from the definition of rate distortion function and (G.40) is from (G.19).

On the other hand, the code satisfies (6.13), so we have

\[
\sum_{i=0}^{2} \frac{1}{n} \log M_i \leq R_{XY}(\Delta_1, \Delta_2) + \epsilon. \tag{G.41}
\]

Combining (G.40) and (G.41) we will have that

\[
\frac{1}{n}I(X^n; Y^n|W_0) \leq \epsilon. \tag{G.42}
\]

Also, it is easy to check that the following inequality is true.

\[
\frac{1}{n}I(X^n; Y^n|W_0) \geq \frac{1}{n} \sum_{k=1}^{n} \delta^{(k)}. \tag{G.43}
\]

Combining (G.42) and (G.43), we obtain

\[
\frac{1}{n} \sum_{k=1}^{n} \delta^{(k)} \leq \epsilon, \tag{G.44}
\]

which completes the proof.
Appendix H

Proof of the optimality of the distortion threshold: Theorem 12

Before proving Theorem 12, we first introduce two lemmas.

Lemma 9 For any $\Delta_1, \Delta_2$,
$$C_3(\Delta_1, \Delta_2) \leq R_{XY}(\Delta_1, \Delta_2).$$  \hfill (H.1)

Proof: The lemma follows from the fact that $R_0 = R_{XY}(\Delta_1, \Delta_2)$ is $(\Delta_1, \Delta_2)$-achievable.

Lemma 10 Let $\tau = R_{XY}^{-1}(C(X,Y))$, $\Delta \leq \tau$, if $R_0$ is $\Delta$-achievable, then there exists a $W$ such that $X - W - Y$, $R_0 \geq I(X;W;Y)$, and
$$I(X,Y;W) + R_{X|W}(\Delta) + R_{Y|W}(\Delta) = R_{XY}(\Delta, \Delta).$$  \hfill (H.2)

Proof: For $\Delta \leq \tau$, if $R_0$ is $\Delta$-achievable, we have that for any $\epsilon > 0$, there exists a code $(n, M_0, M_1, M_2, \Delta, \Delta)$ that satisfies (6.12)-(6.14). Let $R'_i = \frac{1}{n} \log M_i$ for $i = 0, 1, 2$, we have that
$$\sum_{i=0}^{2} R'_i \leq R_{XY}(\Delta, \Delta) + \epsilon.$$  \hfill (H.3)

From the definition of rate distortion region [68], we know that $(R'_0, R'_1 - \epsilon/2, R'_2 - \epsilon/2)$ is in the rate distortion region $\mathcal{R}$. By Lemma 8, there exists a $W$ jointly distributed with $X, Y$ as $p(w|x, y)q(x, y)$ and satisfies
$$R'_0 + R'_1 + R'_2 - \epsilon \geq I(X;W) + R_{X|W}(\Delta) + R_{Y|W}(\Delta),$$  \hfill (H.4)
\[ I(X,Y;W) + R_{XY|W}(\Delta, \Delta), \]  
\[ \geq R_{XY}(\Delta, \Delta), \]  
\[ \geq \] (H.5)  
\[ \geq R_{XY}(\Delta, \Delta), \]  
\[ \geq \] (H.6)

where inequalities (H.5) and (H.6) are from Theorem 3.1 in [70]. The equality in (H.5) holds only when \( X \) is conditionally independent of \( Y \) given \( W \) and equality in (H.6) holds only when \( 0 \leq \Delta \leq \gamma \). For \( \Delta = \tau \), combined with (H.3), we have that
\[ I(X,Y;W) = R_{XY}(\tau, \tau). \]  
Hence for any \( \Delta \leq \tau \),
\[ I(X,Y;W) + R_{X|W}(\Delta) + R_{Y|W}(\Delta) = R_{XY}(\Delta, \Delta). \]  
\[ (H.7) \]

This completes the proof.

We now prove Theorem 12.

First we show that for any \( \Delta \) such that \( C_3(\Delta) = C(X,Y) \), we have \( \Delta \leq \tau \). From Lemma 9, \( R_{XY}(\Delta, \Delta) \geq C(X,Y) \). \( R_{XY}(\Delta, \Delta) \) is a non increasing function of \( \Delta \), therefore, \( \Delta \leq R^{-1}_{XY}(C(X,Y)) = \tau \).

Next we will show that for any distortion \( \Delta \leq \tau \), \( C_3(\Delta) = C(X,Y) \).

For any \( R_0 \) that is \( \Delta \)-achievable, from Lemma 10, there exists a \( W \) such that \( X - W - Y \) and \( R_0 \geq I(X,Y;W) \). Hence, \( R_0 \geq I(X,Y;W) \geq C(X,Y) \), which implies \( C_3(\Delta) \geq C(X,Y) \).

From Lemma 3, \( C_3(\tau) \leq C(X,Y) \). Hence, \( C_3(\tau) = C(X,Y) \). Thus, any rate \( R_0 > C(X,Y) \) is \( \tau \)-achievable. By Lemma 10, we have
\[ C(X,Y) + R_{X|W}(\tau) + R_{Y|W}(\tau) = R_{XY}(\tau, \tau), \]
where \( W \) is the random variable such that \( C(X,Y) = I(X,Y;W) \). Thus, by Lemma 7, for any \( \Delta \leq \tau \),
\[ C(X,Y) + R_{X|W}(\Delta) + R_{Y|W}(\Delta) = R_{XY}(\Delta, \Delta). \]

Then use the same proof as the achievability part of Theorem 11, we can prove that when the distortion \( \Delta \leq \tau \), any rate \( R_0 > C(X,Y) \) is \( \Delta \)-achievable. Hence, \( C_3(\Delta) \leq C(X,Y) \), completing the proof.
Appendix I

Proof of the optimality of quantization threshold: Theorem 13

With one bit scalar quantization, optimizing error exponent is equivalent to maximize the mutual information $I(U;V)$. Define, under $H_0$, $P_{ij} = Pr(U = i; V = j)$, $i,j = \{0,1\}$, which can be expressed in terms of integration of (7.2) given the single threshold quantizer assumption. We have:

\[
P_{00} = \int_{-\infty}^{t_1} \int_{-\infty}^{t_2} f_{x,y}(x,y) dx dy, \tag{I.1}
\]
\[
P_{01} = \int_{-\infty}^{t_1} \int_{t_2}^{\infty} f_{X,Y}(x,y) dx dy, \tag{I.2}
\]
\[
P_{10} = \int_{t_1}^{\infty} \int_{-\infty}^{t_2} f_{X,Y}(x,y) dx dy, \tag{I.3}
\]
\[
P_{11} = \int_{t_1}^{\infty} \int_{t_2}^{\infty} f_{X,Y}(x,y) dx dy. \tag{I.4}
\]

By definition,

\[
Pr(U = 1) = Pr(X \geq t_1) = Q(t_1), \tag{I.5}
\]
\[
Pr(V = 1) = Pr(Y \geq t_2) = Q(t_2), \tag{I.6}
\]

where the $Q$ function is complementary cumulative distribution function for standard Gaussian distribution, defined as

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} \exp(-t^2/2) dt. \tag{I.7}
\]
We want to maximize $I(U; V)$, where

$$I(U; V) = H(U) + H(V) - H(U; V), \quad (I.8)$$

$$= H(Q(t_1)) + H(Q(t_2)) - H(P_{00}, P_{01}, P_{10}, P_{11}), \quad (I.9)$$

where $H(\cdot)$ is the Shannon entropy function, i.e.,

$$H(Q(t)) = -Q(t) \log Q(t) - (1 - Q(t)) \log (1 - Q(t)), \quad (I.10)$$

and

$$H(P_{00}, P_{01}, P_{10}, P_{11}) = -\sum_{i=1}^2 \sum_{j=1}^2 P_{ij} \log P_{ij}. \quad (I.11)$$

We now compute the first partial derivative of $I(U; V)$ with respect to $t_1$ and $t_2$, receptively. We get, with tedious but straightforward computation,

$$\frac{\partial I(U; V)}{\partial t_1} = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{t_1^2}{2} \right) \left\{ \log \frac{Q(t_1)}{1 - Q(t_1)} + [1 - Q\left( \frac{t_2 - \rho t_1}{\sqrt{1 - \rho^2}} \right)] \log \frac{P_{00}}{P_{10}} ight. \right. \left. + Q\left( \frac{t_2 - \rho t_1}{\sqrt{1 - \rho^2}} \right) \log \frac{P_{01}}{P_{11}} \right\}, \quad (I.12)$$

$$\frac{\partial I(U; V)}{\partial t_2} = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{t_2^2}{2} \right) \left\{ \log \frac{Q(t_2)}{1 - Q(t_2)} + [1 - Q\left( \frac{t_1 - \rho t_2}{\sqrt{1 - \rho^2}} \right)] \log \frac{P_{00}}{P_{01}} ight. \right. \left. + Q\left( \frac{t_1 - \rho t_2}{\sqrt{1 - \rho^2}} \right) \log \frac{P_{10}}{P_{11}} \right\}. \quad (I.13)$$

One can easily check that $(t_1, t_2) = (0, 0)$ is a critical point, i.e., the first partial derivatives equal 0. We next check its Hessian matrix:

$$M = \begin{pmatrix} a(\rho) & b(\rho) \\ b(\rho) & c(\rho) \end{pmatrix} \quad (I.14)$$

where

$$a(\rho) = \left. \frac{\partial^2 I(U; V)}{\partial t_1^2} \right|_{(t_1, t_2) = (0, 0)},$$

$$b(\rho) = \left. \frac{\partial^2 I(U; V)}{\partial t_1 \partial t_2} \right|_{(t_1, t_2) = (0, 0)},$$

$$c(\rho) = \left. \frac{\partial^2 I(U; V)}{\partial t_2^2} \right|_{(t_1, t_2) = (0, 0)}.$$

We want to show that $a(\rho) < 0$ and $\det M = b(\rho)^2 - a(\rho)c(\rho) > 0$ for all $\rho \in [-1, 0) \cup (0, 1]$. 
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We can easily calculate that,

\[ a(\rho) = c(\rho), \quad (I.15) \]

\[ = \frac{1}{2\pi} \left[ -4 + \frac{2\rho}{\sqrt{1-\rho^2}} \log \frac{P_{10}}{P_{11}} + \frac{1}{4P_{10}P_{11}} \right] \big|_{(0,0)}, \quad (I.16) \]

\[ b(\rho) = \frac{1}{2\pi} \left[ \frac{2}{\sqrt{1-\rho^2}} \log \frac{P_{11}}{P_{10}} + \frac{P_{10} - P_{11}}{2P_{10}P_{11}} \right] \big|_{(0,0)}. \quad (I.17) \]

Next, we introduce a lemma concerning evaluating the cumulative distribution function of a standard bivariate Gaussian distribution at point \((0, 0)\).

**Lemma 11** [82, page 290]

\[ P_{00}(t_1 = t_2 = 0) = P_{11}(t_1 = t_2 = 0) = \frac{1}{4} + \frac{1}{2\pi} \arcsin(\rho), \quad (I.18) \]

\[ P_{01}(t_1 = t_2 = 0) = P_{10}(t_1 = t_2 = 0) = \frac{1}{4} - \frac{1}{2\pi} \arcsin(\rho). \quad (I.19) \]

Using (I.18) and (I.19), we can further get

\[ a(\rho) = c(\rho) = \frac{1}{2\pi} \left[ -4 + \frac{2\rho}{\sqrt{1-\rho^2}} \log \frac{\pi - 2\arcsin \rho}{\pi + 2\arcsin \rho} \right. \]

\[ + \frac{4\pi^2}{\pi^2 - 4\arcsin^2 \rho}, \quad (I.20) \]

\[ b(\rho) = \frac{1}{2\pi} \left[ \frac{2}{\sqrt{1-\rho^2}} \log \frac{\pi + 2\arcsin \rho}{\pi - 2\arcsin \rho} \right. \]

\[ - \frac{8\pi \arcsin \rho}{\pi^2 - 4\arcsin^2 \rho}. \quad (I.21) \]

Next, we want to evaluate functions \(a(\rho), b(\rho)\) and \(c(\rho)\) with the help of the following two lemmas.

**Lemma 12** For \(a(\rho)\) and \(c(\rho)\) defined above, we have:

\[ a(\rho) = c(\rho) \leq 0, \quad (I.22) \]

for all \(\rho \in [-1, 1]\) and the maximum is achieved when \(\rho = 0\).

**Lemma 13** For the function \(b(\rho)\) defined above, we have

\[ b(\rho) > 0, \text{ if } \rho \in (0, 1], \quad (I.23) \]

\[ b(\rho) < 0, \text{ if } \rho \in [-1, 0), \quad (I.24) \]

\[ b(\rho) = 0, \text{ if } \rho = 0. \quad (I.25) \]
Form Lemma 12, we can see that $a(\rho) < 0$ for all $\rho \in [-1, 0) \cup (0, 1]$ is satisfied. Next, we want to prove that $b^2(\rho) - a(\rho)c(\rho) < 0$ for all $\rho \neq 0$ is also true. Notice that, form Lemmas 12 and I.25, we only need to prove that

\[-a(\rho) > b(\rho) \quad \text{if} \quad \rho \in (0, 1], \tag{I.26}\]
\[a(\rho) < b(\rho) \quad \text{if} \quad \rho \in [-1, 0). \tag{I.27}\]

Define, $d(\rho) = -a(\rho) - b(\rho)$ and $e(\rho) = a(\rho) - b(\rho)$. We want to show that

\[d(\rho) > 0 \quad \text{if} \quad \rho \in (0, 1], \tag{I.28}\]
\[e(\rho) < 0 \quad \text{if} \quad \rho \in [-1, 0). \tag{I.29}\]

This can be verified by noting that

\[d(\rho) = \frac{1}{2\pi} \left[ -2 \sqrt{\frac{1 - \rho}{1 + \rho}} \log \frac{\pi + 2 \arcsin \rho}{\pi - 2 \arcsin \rho} + \frac{8(\pi - 2 \arcsin \rho) \arcsin \rho}{\pi^2 - 4 \arcsin^2 \rho} \right], \tag{I.30}\]
\[e(\rho) = \frac{1}{2\pi} \left[ 2 \sqrt{\frac{1 + \rho}{1 - \rho}} \log \frac{\pi - 2 \arcsin \rho}{\pi + 2 \arcsin \rho} + \frac{8(\pi + 2 \arcsin \rho) \arcsin \rho}{\pi^2 - 4 \arcsin^2 \rho} \right]. \tag{I.31}\]
Appendix J

Proof of the optimal local decision rule: Proposition 15 and 16

We begin with the probability of error for the hypothesis testing problem. We first expand the probability of error with respect to sensor 1. The result is given by

\[ P_e = \pi_0 P(U = 1|H_0) + \pi_1 P(U = 0|H_1), \]

\[ = \pi_0 \int_{x_1} \int_{x_2} \sum_{U_1} \sum_{U_2} P(U = 1, U_1, U_2, x_1, x_2|H_0) dx_1 dx_2 \]

\[ + \pi_1 \int_{x_1} \int_{x_2} \sum_{U_1} \sum_{U_2} P(U = 0, U_1, U_2, x_1, x_2|H_1) dx_1 dx_2, \]

\[ = \pi_0 \int_{x_1} \int_{x_2} \sum_{U_2} [P(U_0 = 1|U_1 = 1, U_2)P(x_1 x_2|H_0)P(U_1 = 1|x_1)P(U_2|x_2) \]

\[ + P(U_0 = 1|U_1 = 0, U_2)P(x_1 x_2|H_0)P(U_1 = 0|x_1)P(U_2|x_2)] dx_1 dx_2 \]

\[ + \pi_1 \int_{x_1} \int_{x_2} \sum_{U_2} [P(U_0 = 0|U_1 = 1, U_2)P(x_1 x_2|H_1)P(U_1 = 1|x_1)P(U_2|x_2) \]

\[ + P(U_0 = 0|U_1 = 0, U_2)P(x_1 x_2|H_1)P(U_1 = 0|x_1)P(U_2|x_2)] dx_1 dx_2, \]

\[ = \int_{x_1} \int_{x_2} \sum_{U_2} \left\{ [\pi_0 P(U_0 = 1|U_1 = 1, U_2)P(x_1 x_2|H_0) + \pi_1 P(U_0 = 0|U_1 = 1, U_2) \right. \]

\[ \cdot P(x_1 x_2|H_1)] P(U_1 = 1|x_1)P(U_2|x_2) \right\} dx_1 dx_2 \]

\[ + \int_{x_1} \int_{x_2} \sum_{U_2} \left\{ [\pi_0 P(U_0 = 1|U_1 = 0, U_2)P(x_1 x_2|H_0) + \pi_1 P(U_0 = 0|U_1 = 0, U_2) \right. \]

\[ \cdot P(x_1 x_2|H_1)] P(U_1 = 0|x_1)P(U_2|x_2) \right\} dx_1 dx_2 \]
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\[
= \int_{x_1} \int_{x_2} \{ \pi_0 A_1 P(x_1 x_2 | H_0) - \pi_1 B_1 P(x_1 x_2 | H_1) \} P(U_1 = 1 | x_1) dx_1 dx_2 + C_1, \\
= \int_{x_1} P(U_1 = 1 | x_1) \int_{x_2} \{ \pi_0 A_1 P(x_1 x_2 | H_0) - \pi_1 B_1 P(x_1 x_2 | H_1) \} dx_2 dx_1 + C_1, 
\]

\[\text{(J.1)}\]

where \(A_1\) and \(B_1\) are defined as in (7.9) and (7.10), and \(C_i\) is defined as

\[
C_i = \int_{x_1} \int_{x_2} \sum_{U_i} \left[ \pi_0 P(U_0 = 1 | U_i = 0 U_i) P(x_1 x_2 | H_0) + \pi_1 P(U_0 = 0 | U_i = 0 U_i) P(x_1 x_2 | H_1) \right] P(U_i | x_i) dx_1 dx_2.
\]

Note that, for fixed decision rule at sensor \(\hat{i}\), the term \(C_i\) is a constant. Then, minimize \(P_e\) is equivalent to minimize the first term in (J.1). If we further assume that the fusion rule satisfies

\[
P(U_0 = 1 | U_1 = 1, U_2 = j) \geq P(U_0 = 1 | U_1 = 0, U_2 = j), \\
P(U_0 = 0 | U_1 = 0, U_2 = j) \geq P(U_0 = 0 | U_1 = 1, U_2 = j),
\]

for all \(j = \{0, 1\}\), then the optimal decision rule at sensor 1 is given as follows:

\[
P(U_1 = 1 | x_1) = \begin{cases} 
1 & \text{if } \int_{x_2} B_i P(x_1 x_2 | H_1) dx_2 \geq \pi_0 \pi_1 \\
0 & \text{otherwise}
\end{cases}
\]

\[\text{(J.2)}\]

The optimal decision rule at sensor 2 can be proved similarly if we expand the error probability with respect to sensor 1. This completes the proof of Proposition 15.

If we assume AND rule is used at the fusion center. Then

\[
A_i = B_i = I_{D_i}, 
\]

\[\text{(J.3)}\]

Where \(I\) is the indicator function, i.e.,

\[
I_{D_i} = \begin{cases} 
1 & \text{if } x_i \in D_i \\
0 & \text{otherwise}
\end{cases}
\]

\[\text{(J.4)}\]

Hence,

\[
\int_{x_i} B_i P(x_1 x_2 | H_1) dx_i = \int_{D_i} P(x_1 x_2 | H_1) dx_i, 
\]

\[\text{(J.5)}\]

\[
\int_{x_i} A_i P(x_1 x_2 | H_0) dx_i = \int_{D_i} P(x_1 x_2 | H_0) dx_i. 
\]

\[\text{(J.6)}\]

Together with Proposition 15, we complete the proof of Proposition 16.
Appendix K

Proof of Proposition 13

Let $W, N_1$ and $N_2$ be standard Gaussian random variables independent of each other and express $X, Y$ as

\begin{align*}
X &= \sqrt{\rho} W + \sqrt{1 - \rho} N_1, \quad (K.1) \\
Y &= \sqrt{\rho} W + \sqrt{1 - \rho} N_2. \quad (K.2)
\end{align*}

It is easy to verify that conditions (C1) and (C2) are satisfied. Straightforward calculation yields $I(X, Y; W) = \frac{1}{2} \log \frac{1+\rho}{1-\rho}$.

The proof is thus complete if one can prove $I(X, Y; W) > \frac{1}{2} \log \frac{1+\rho}{1-\rho}$ for all $W$ satisfying the conditions (C1) and (C2).

Let $P_{X,W,Y}$ be any joint distribution satisfying the conditions (C1) and (C2) and let $K$ denote the corresponding covariance matrix. Let $\tilde{P}_{X,W,Y}$ be joint Gaussian satisfying the conditions (C1) and (C2) with zero mean and the same covariance matrix $K$. From the fact that conditional differential entropy is maximized under Gaussian distribution for a given covariance matrix [73], we have

\begin{equation}
\tag{K.3}
\log \left( \frac{1+\rho}{1-\rho} \right) \leq h(\tilde{X}, \tilde{Y}|W),
\end{equation}

Therefore $I(X, Y; W) \geq I_{\tilde{P}}(X, Y; W)$. Hence we only need to consider $(X, W, Y)$ that are jointly Gaussian distributed.

Without loss of generality, let $W$ be a Gaussian random variable with zero mean and variance $\sigma^2$, and

\begin{align*}
X &= \rho_1 W + \sqrt{1 - \rho_1^2 \sigma^2} N_1, \quad (K.4) \\
Y &= \rho_2 W + \sqrt{1 - \rho_2^2 \sigma^2} N_2. \quad (K.5)
\end{align*}
where $N_1$ and $N_2$ are standard Gaussian random variables and $W, N_1, N_2$ are mutually independent with each other.

Since $E_{XY} = \rho$, we have
\begin{equation}
\rho = \rho_1 \rho_2 \sigma^2, \tag{K.6}
\end{equation}
and due to the Markov chain $X - W - Y$, we have $H(X|W) = H(X|W,Y)$, i.e.,
\begin{equation}
1 - \rho_1^2 = \frac{1 + 2\rho_1 \rho_2 - \rho^2 - \rho_1^2 - \rho_2^2}{1 - \rho_2^2}. \tag{K.7}
\end{equation}

Combining (K.6) and (K.7), we get $\sigma^2 = 1$. Therefore, we can lower bound $I(X, Y; W)$ by

\begin{align*}
I(X, Y; W) &= h(X, Y) - h(X|W) - h(Y|W), \tag{K.8} \\
&= \frac{1}{2} \log \frac{1 - \rho^2}{(1 - \rho_1^2)(1 - \rho_2^2)}, \tag{K.9} \\
&= \frac{1}{2} \log \frac{1 - \rho^2}{1 + \rho_2^2 - \rho_1^2 - \rho_2^2}, \tag{K.10} \\
&\geq \frac{1}{2} \log \frac{1 - \rho^2}{1 + \rho_2^2 - 2\rho}, \tag{K.11} \\
&= \frac{1}{2} \log \frac{1 + \rho}{1 - \rho}, \tag{K.12}
\end{align*}

where we use the facts that $\rho_1 \rho_2 = \rho$ and $\rho_1^2 + \rho_2^2 \geq 2 \rho_1 \rho_2$. 

128
Appendix L

Proof of Corollary 7

Without any loss of generality, we only consider the case $H_0 : \rho > 0$ Vs $H_1 : \rho = 0$. We assume that the rejection region of sensor 1 is a single semi-infinite interval, that is,

$$D_1 = (l_1, +\infty). \quad (L.1)$$

From Corollary 1, we have that, the rejection region $D_2$ for sensor 2 is characterized by

$$D_2 = \left\{ x_2 : \frac{Q(l_1) \sqrt{1 - \rho^2}}{Q(l_1) \sqrt{1 - \rho^2} - \rho x_2^2} \geq \frac{\pi_0}{\pi_1} \right\}, \quad (L.2)$$

Where $Q(\cdot)$ is the $Q$ function defined in (I.7).

Since $Q(l_1) \sqrt{1 - \rho^2}$ is monotone increasing as a function of $x_2$ from 0 to 1 given $\rho > 0$ (monotone decreasing from 1 to 0 given $\rho < 0$), hence $D_2$ is a single semi-infinite interval of the form $(-\infty, l_2)$ given $\rho > 0$ ($(l_2, \infty)$ given $\rho < 0$). This completes the proof of Corollary 7.
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