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Figure 7. Example of student work in Part 2 of third task-based interview 

(1) Approximately what values of the sample 

mean for samples of size 5 would be 

reasonably likely? 

 

(2) Rare events are defined as those that will 

occur less than 5% of the time. What values 

of the sample mean for samples of size 5 

would you consider rare? 

 

(1) Approximately what values of the sample 

mean for samples of size 10 would be 

reasonably likely? 

 

(2) What values of the sample mean for 

samples of size 10 would you consider rare? 

 

(1) Approximately what values of the sample 

mean for samples of size 25 would be 

reasonably likely? 

 

(2) What values of the sample mean for 

samples of size 25 would you consider rare? 
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 In an effort to bring the previous concepts of normality and variability related to the 

sampling distribution together to make an informal inference, the interview concluded with the 

sampling distribution in Figure 8. In the second interview, students tossed small plastic houses to 

approximate the probability that a house would land upright when tossed. Students were shown 

this sampling distribution which was generated from 200 samples of 10 houses tossed, recording 

the proportion of houses landing upright. The interviewees were then asked if they could 

determine whether the probability that a hotel, slightly larger in size and more rectangular in 

shape, would land upright was the same as that for a house. Both the houses and hotels were 

available for students to manipulate.  

 

 

 

Figure 8. Sampling distribution of proportion of houses landing upright when tossed for 200 

tosses of 10 houses. 

 

Four of the seven pairs expressed that they would need to generate a sampling distribution 

exactly the same as the one they were shown for the houses. These pairs thought that they would 

need to toss 10 hotels 200 times to make a fair comparison, as expressed by Jared.  
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Interviewer: So is there a way that you could make some type of determination so that   

  you could tell me that you think the probability [of the hotel] is the same   

  [as the house] or that you think it's different. 

Jared:   Well, if we were to go through and roll them 200 times. I mean we could   

  figure out what it would be compared to the houses. 

Although these students had just demonstrated an understanding of the characteristics of the 

sampling distribution and had identified outcomes that could be considered likely and rare in 

relation to three sampling distributions, the majority of them believed that to accurately infer 

about the hotels, they would need to compare distributions and preferably, distributions of the 

same size. This was evident as another pair thought they would need to toss the hotels in the 

same manner as they had tossed the houses in the second task-based interview. At that time, they 

had tossed all 32 houses a total of five times. I interpreted this also as an indication that they 

wanted to compare measures of center as they were inclined to do when comparing distributions 

in the first task-based interview. 

 Since time constraints did not allow for replicating the sampling distribution, all of the 

pairs tossed 10 hotels: four of the pairs decided to toss 10 hotels 10 times, one pair tossed them 

three times, another tossed them twice, and the last pair tossed one hotel 10 times. It was not 

clear whether students were not grasping that the sampling distribution was a distribution of 

sample proportions so they could compare just one sample proportion to the distribution or 

whether they were confusing a sample proportion with a sample mean. 

 When students were drawing their conclusions about whether the probability that a hotel 

would land upright was the same as that for the houses, three of the pairs (two who tossed 10 

hotels 10 times and the pair tossing one hotel 10 times) thought the probability would be the 
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same; however, one of those pairs was comparing their results of 0.17 to 0.19, their results from 

tossing the houses in the second task-based interview when they approximated that probability 

by sampling. The remaining four pairs stated that they thought the probability would be less even 

though their tosses resulted in percentages that were at or close to the peak of the sampling 

distribution. They were not taking the natural variability that could occur into consideration and, 

therefore, were not appropriately using their data as evidence in drawing their conclusions. A 

summary of the number of tosses of hotels by each pair and their concluding remarks about 

whether the probabilities for hotels and houses landing upright were the same are displayed in 

Table 24. 

Table 24 

Students’ Concluding Remarks in Third Task-Based Interview 

Pairs and 

Number of 

Tosses 

Students’ Concluding Remarks 

April and 

Brian 

10 

(averaged) 

April:  Like we had more two's and it looks like this one has more two's. 

So I feel like it would have the same probability as the house. 

 

Brian:  I'm still doubtful. What we found was about 25%. So about a 

fourth of the time it'll land upright, if not a little bit more than that. And 

for this [the sampling distribution] we have like 20%, less than 20%, so 

that's just me doing math in my head and I just don't think it's likely. Plus 

we only did 10 trials. 

Caitlin and 

David 

2 

David:  I think you'd have to try probably more times, many more times, 

but, as it looks right now it's about the same. 

 

Caitlin:  Maybe a little bit less. 

Emily and 

Fritz 

1 hotel 

10 times 

Fritz: Yeah, it was pretty similar. Between 1 and 2 [houses landing 

upright out of 10] so I think that [their results] still validates that that's 

relatively the same. 

Gabrielle 

and Jared 

3 

 

Jared: I'm figuring it's not going to be that far away. I think it's going to 

be roughly the same. It's maybe just a little bit less because it's weighted 

differently. 
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Laura and 

Mark 

10 

(averaged) 

Laura: So we got 17%. I don't remember how many we did for the last 

one but that's like fairly close. And I think we did more or we like threw 

more houses last time. So I think that's pretty... I'd say they are about the 

same. 

 

Mark: Yeah, I'd say about the same. 

Rachel and 

Steve 

10 

Steve: We didn't do nearly enough. I mean you did this 200 times, we did 

this 10 times so like you can't really say like, oh look what we did really 

quick and that refutes that. 

 

Rachel: Then I'd say it's different, but not by a lot. 

Nathan and 

Pete 

10 

(averaged) 

Pete:  You gotta take more samples. …but with one trial, I think 

regardless of the outcome, you can't really compare that to what you got 

from this population [referring to sampling distribution]. It may fit into 

what you have seen. Like right here, this value right here, like 1, 2, 

[referring to peak in sampling distribution] ours was close so we could 

say yeah, it does compare similarly but I'm not going to bet my life on it. 

 

 The majority of the pairs could not make an accurate informal inference even though they 

had also identified likely and rare outcomes with the sampling distributions of mean areas of 

rectangles in the previous part of the interview. Additionally, the students had recently studied 

the normal distribution in their statistics classes which included the 68-95-99.7 rule of 

percentages of data within one, two, and three standard deviations of the mean. For the majority 

of them, this did not translate into the variability associated with this sampling distribution or 

that they could draw a conclusion based on a single sample of data. 

 Returning to the Makar and Rubin (2009) framework for thinking about informal 

statistical inference, all students were able to make an inference based on the data; however, the 

majority of them did not believe they had enough data to draw a conclusion about the 

probabilities. All students also used their data as evidence for making their inference with the 

majority of them comparing proportions rather than considering their results in relation to the 

sampling distribution presented to them. The probabilistic language used by the students was 

more evident in this task-based interview than in the previous interviews. They used phrases 



124 

 

 

such as “relatively the same”, “maybe a little bit less”, “it's different, but not by a lot”, or “I'm 

not going to bet my life on it.” The majority of the students expanded upon their probabilistic 

language. 

 Pre/posttests. 

 There were four questions on the pre/posttests involving drawing conclusions from a 

sample based on the corresponding sampling distribution. Questions 9 and 10 asked students to 

draw conclusions directly from a graph of the sampling distribution. For Questions 11 and 12, 

students were shown the population distribution and given the population mean. They were then 

asked to draw a conclusion based on the results of a random sample of size 50. 

 Questions 9 and 10 on the pre/posttest had students drawing informal inferences based on 

a sampling distribution for the proportion of heads expected when a fair coin was balanced on its 

edge 10 times. Marked on the sampling distribution in Figure 9 were the results of 0.7 heads and 

0.9 heads from two different samples.  

 In Question 9, students were asked if it was reasonable to conclude that the coin was fair 

with a sample proportion of 0.7 heads. Eight of the students answered correctly on the pretest 

that this result, which was between 1 and 1.5 standard deviations from the mean, was reasonable. 

This improved to 10 students answering correctly on the posttest; however, one student changed 

a correct answer on the pretest to incorrect on the posttest. 
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Figure 9. Sampling distribution for proportion of heads when fair coin balanced on its edge 10 

times. 

 In Question 10, students were asked if it was reasonable to conclude that the coin was 

unfair with a sample proportion of 0.9 heads. Nine of the students answered correctly on the 

pretest and the posttest that this result, which was over 2 standard deviations from the mean, was 

reasonable. Two students changed their correct answers on the pretest to incorrect on the 

posttest. The results of Questions 9 and 10 are displayed in Table 25. 

Table 25 

Pretest/Posttest Results of Sampling Distribution Questions 9 and 10 

Pretest/Posttest response 
Number of students - 

Question 9 

Number of students - 

Question 10 

Correct/Correct 7 7 

Incorrect/ Correct 3 2 

Incorrect/Incorrect 3 3 

Correct/Incorrect 1 2 

 

 Only six students answered both of these questions correctly and one student answered 

both questions incorrectly. Of the seven other students, three concluded that both results 

indicated that the coin was unfair while the other four students concluded that both results 

indicated that the coin was fair. These responses are consistent with reasoning students displayed 

when working on the hotel task. The majority of students were either incorrect or inconsistent in 

0.9 

0.7 
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their reasoning about the normality and variability associated with the sampling distribution. 

These two questions, with the sample results of 0.7 and 0.9 clearly marked on the sampling 

distribution graph, provided further evidence that most of the students were not able to 

appropriately use sample data as evidence because they were not fully considering the 

probabilities and variability associated with the sampling distribution. 

 For Questions 11 and 12 on the pre/posttests, the students were shown the left-skewed 

distribution of exam scores for a particular exam shown in Figure 10. The average exam score 

for this population was 74 out of 100 points. These questions added another layer of complexity 

in comparison to Questions 9 and 10 as the students had to reason about the sampling 

distribution given only the graph of the population distribution and its mean. 

 

 

 

Figure 10. Population distribution of exam scores. Adapted from “A Framework to Support 

Research on Informal Inferential Reasoning,” by A. Zieffler, J. Garfield, R. delMas, and C. 

Reading, 2008, Statistics Education Research Journal, 7(2), p. 51. 

 

 In Question 11, the students were asked if a current group of 50 students with an average 

of 78 points did better on average than expected for this exam. Based on the population graph 

given, students needed to approximate the standard deviation for the population and consider the 

related sampling distribution to determine whether this increase of four points was significant. 

Five students answered correctly on the pretest and seven answered correctly on the posttest that 

this four point increase did not indicate that the current group of 50 students in Question 11 
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scored better on average. However, three students changed their responses from correct on the 

pretest to incorrect on the posttest.  

 Question 12 asked the students if this higher sample average could just be due to chance. 

Nine students answered correctly that this higher score could be due to chance on the pretest and 

10 answered correctly on the posttest. One student changed his answer from correct on the 

pretest to incorrect on the posttest.  The results are displayed in Table 26. 

Table 26 

Pretest/Posttest Results of Sampling Distribution Questions 11 and 12 

Pretest/Posttest response 
Number of students - 

Question 11 

Number of students - 

Question 12 

Correct/Correct 2 8 

Incorrect/ Correct 5 2 

Incorrect/Incorrect 4 3 

Correct/Incorrect 3 1 

 

 Taking Questions 11 and 12 together, six of the students responded correctly and were 

consistent in their reasoning by answering that this score could not be considered better than 

what could be expected and that the higher sample average score was due to chance. Three other 

students were consistent in their incorrect reasoning by answering that this higher sample 

average could be considered better than what could be expected and that it was not due to 

chance. The remaining five students displayed inconsistencies in their reasoning. Four of these 

five answered incorrectly that this higher sample average could be considered better than what 

could be expected but also that it was due to chance. The incorrect and inconsistent responses to 

these two questions is further evidence that the majority of these students were not drawing 

conclusions based on an understanding of the relationship between a population and the 
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corresponding sampling distribution including the probabilities and variability associated with its 

normality.  

 Overall the students had general knowledge of the sampling distribution. They knew it 

took on the shape of a normal distribution and they made references to the decrease in variability 

as the sample size increased. They also identified sample data values that would be considered 

likely and rare based on probabilities associated with the normality of sampling distributions. 

However, when it came to making a decision about the hotels in the last part of the interview, 

they did not completely reference what they knew. Instead, most of the pairs wanted to generate 

a sampling distribution for the hotels by tossing 10 hotels 200 times so it could be compared to 

the sampling distribution for the houses. Comparing measures of center was still the method of 

choice for these students in drawing a conclusion. The majority of them did not use the 

probabilities and variability associated with the normal distribution in drawing their conclusions 

nor did they show evidence of an understanding that the sampling distribution was a distribution 

of statistics to which they could compare a single statistic. The eight of fourteen students who 

answered either Question 9 or 10 incorrectly on the posttest provided further evidence of this. In 

Questions 11 and 12, there were eight students who either answered both incorrectly or who 

were inconsistent in their reasoning. For these two questions, the students needed to consider the 

effect of a sample size of 50 on the variability of the sampling distribution in relation to the 

population distribution. Although students had identified sampling distributions previously and 

discussed the effects of the sample size on variability, the majority of them did not use this 

information when asked to draw conclusions. 

 

 



129 

 

 

Procedural Knowledge in Formal Statistical Inference 

 As the student pairs worked through the final task-based interview on formal statistical 

inference, there was evidence that they were relying on their procedural knowledge rather than 

on a deep understanding of the implications of confidence intervals and hypothesis tests.   

 In Part 1 of the final task-based interview on formal statistical inference, students were 

shown 10 confidence intervals for the proportion of red beads from the same container they had 

used in the second task-based interview. In that interview they took samples and approximated 

the proportion of green beads in the container. These ten 90% confidence intervals were 

generated from 10 different samples taken from the container. Nine of the 10 intervals included 

proportions from approximately .35 to .65 red beads. One interval was different from the rest 

with a minimum of approximately .65 and a maximum of approximately .90 as the proportion of 

red beads in the container. I asked students if they could say anything about the proportion of red 

beads in the container based on these intervals. In Part 2 students were asked to take a sample of 

beads to find their own confidence interval. If they had difficulty with the formula, I provided 

them with it since the most important component was their interpretation of the interval. Students 

were then asked in Part 3 to conduct a hypothesis test with their sample to determine if they 

agreed with a student who believed that 70% of the beads in the container were red. Again, if 

students had difficulty with the formula for the test statistic, I gave that to them. I was analyzing 

their responses to determine if they could properly conduct the test but most importantly, 

whether they could interpret their procedure and results. 

 In the first part of the interview when students were asked to comment on the proportion 

of red beads in the container based upon the results of 10 confidence intervals, six of the seven 
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pairs concluded that the proportion of red beads was between .40 and .60 based on the intervals. 

This response from Caitlin and David was representative of the student responses. 

David:   A lot of them contain .4 and .5. 

Caitlin:  Some contain .6. 

David:   The average would probably be around, somewhere between these three   

  obviously. 

Caitlin:  40 to 60 % 

David:   Yeah. 

Interviewer: What about the confidence intervals is helping you with that? 

David:   Most of them contain .4 and .5, and then most of them also contain .6. So   

  it has to be in there, most likely. 

Caitlin:  Most of them. 

 The remaining pair stated that they thought the proportion was between .40 and .50 based 

on their approximation of the green beads from the second task-based interview and their visual 

analysis of the container of beads. I asked if the 10 confidence intervals would help them. 

Interviewer: Do the intervals here help you with that or give you any insight into that   

  [approximation of between .40 and .50]? 

Rachel:  Um. [pause] Yeah, I guess you could say that because of the fact that it's   

  like, I didn't actually look at this [the 10 confidence intervals] when I like   

  guessed it. Um, but it does make sense obviously like it, it looks like most   

  of it is like .5 except for this one over here. [Points to one interval that   

  does not contain .50] But like the ranges do seem to like correspond to my   

  guess, around the area of half, if not less. 
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  minus either way, right? So if you take one good sample and then give that  

  margin of error, that's good enough for the confidence interval. 

Brian:   Well one good sample, it's, it could just be like a really lucky sample. 

Interviewer: You're right. 

Brian:   Well you want to go under 10? 

Despite the interviewer’s efforts to remind them that the confidence interval was an interval 

estimate based on one sample proportion, Brian and April took 10 sample proportions of red 

beads and averaged them to obtain the sample proportion for their interval. Brian alluded to the 

Law of Large Numbers when he said that their sample proportion for the estimate in their 

confidence interval would be better with more trials. He also seemed to be confusing sample 

proportion and sample mean when he mentioned that they would need mu for their interval 

estimate. This was an indication that Brian was trying to minimize the variability in their 

estimate for the sample proportion. This pair was either not aware of the power of the sampling 

distribution used to formulate the confidence interval or unwilling to rely on that power. 

 After formulating their confidence intervals, five of the pairs wrote their results as they 

had been taught with a statement similar to, “We are 90% confident that the true proportion of 

red beads in the container is between [lower limit] and [upper limit].” The remaining two pairs 

verbalized this. The response from Laura and Mark was typical when asked what they had just 

found. 

Laura:   So it's between .4182 and .7068. 

Interviewer: So can you tell me what that means? What's that tell you? 

Laura:   That, um, 90% of, or we can be 90% confident that... 

Mark:   It's between those 2 numbers. 
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Laura:   Yeah, that the proportion of red beads is, the true proportion of the red   

  beads is between those. 

When asked what they meant by 90% confident, three of the pairs said there was a 90% chance 

the true proportion was in the interval. Caitlin and David’s response was different.  

Interviewer: So what does the 90% confident part of that mean?  

Caitlin:  It's kinda like... 

David:   Isn't it, I think, 90% of trials. That's what I thought. 

Interviewer: Ninety percent of trials? 

David:   Would end up with a value in it. 

Caitlin:  Most of the trials. 

Interviewer: So say that again. 90% of the trials would end up... 

David:   Would end up with a value in there. 

Interviewer: In that interval? 

David:   Yes. 

Caitlin:  Or over multiple trials they found that 90% of the time your average is in   

  that interval. 

David indicated that he understood that the 90% referred to 90% of trials rather than a 90% 

chance and Caitlin referred to multiple trials; however, neither of them makes the distinction that 

over multiple trials of constructing the interval, 90% would contain the true population 

proportion. One student from yet another pair stated that the 90% meant that 90% of trials would 

result in this interval.  

Interviewer: Ok, so this is a 90% confidence interval. What does the 90% mean? 

Fritz:   It means that we're 90% confident that the proportion of red beads drawn   

  from a sample of 2000 beads is gonna be between 38.6% and 67.6%. 
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Interviewer: So what does that mean that you're 90% confident? For somebody who   

  doesn't know statistics, what would you say? 

Fritz:   Like 90% of the time this would occur. 

Interviewer: Ok describe that a little bit more. 90% of... 

Fritz:  Of trials like that you'd do. This would be the percentage that would result. 

Fritz’s interpretation was that 90% of the intervals constructed would be the same as the interval 

he and his partner calculated. The remaining two pairs replied that they did not know what being 

90% confident meant.   

 Although all seven pairs of students provided a proper written or verbal concluding 

statement about their confidence intervals, the exact interpretation of the 90% associated with the 

confidence intervals was not clear for them. Three of the pairs interpreted the 90% as the chance 

the true population proportion of red beads would be in the interval; one pair interpreted the 90% 

to be the percentage of intervals constructed that would result in the exact same interval; two of 

the pairs stated that they did not know how to interpret the 90%; and the remaining pair was the 

only one to allude to 90% of multiple trials, but could not provide a complete explanation. This 

was further indication that the majority of the interviewees were not relating the 90% back to the 

role of the sampling distribution in formulating these intervals. The interviewees could properly 

calculate the upper and lower bounds of their confidence intervals but were not demonstrating an 

understanding that this 90% was the middle 90% of the area related to the normality of the 

sampling distribution. 

 In the final part of the last task-based interview, students were to use their sample 

proportion from Part 2 to test whether they agreed with a student who believed that 70% of the 

beads in the container were red. All seven pairs knew the procedure for conducting a hypothesis 



138 

 

 

test: calculate the test statistic, find the corresponding p-value, and then compare this p-value to 

the significance level. Only the three pairs of students from Rosemont drew the sampling 

distribution for their hypothesis test; however, two of the pairs could not identify what this 

distribution signified. Pete gave his interpretation.  

Interviewer: Alright, let me ask you a question. What is that exactly that you drew right  

  there [referring to the bell-shaped curve Pete had drawn]? 

Pete:   Well we said that, something like, our p-hat was .5. They're saying it's .7   

  so in comparison in our like bell curve, .7 is to the right 'cause it's greater   

  than. We're looking to see if .7 is statistically significant. If it's that far   

  away from the mean, then it's gonna be. So we find the z-score that's   

  gonna give us this and then we find the area to the right of it and match up  

  against the .05. 

Interviewer: So what you have here, so what does that distribution represent? What is   

  that? 

Pete:   Like a normal distribution, I don't know. 

Interviewer: Normal distribution of what? 

Pete:   Ummmm, either the pop…, oh it's a proportion. So the normal distribution  

  of the proportion if that's possible, I think. 

Pete indicated that he knew how to use this normal distribution in the steps for completing the 

hypothesis test. However, Pete was unsure of what the normal distribution he drew represented 

and his partner did not offer an opinion on this. He was also confusing the p-hat of .5 and the 

claim of .7 (70% of the beads in the container were red) when he states that they were 

determining if .7 was statistically significant. 
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 Four of the seven student pairs also had difficulty defining the z-value. These four pairs 

knew they were to use it to find a probability but did not relate the z-value to the normal 

distribution. The response from Steve and Rachel is representative of student responses.  

Interviewer: So what's that -1.7 that you came up with there? 

Steve:   The z-score. 

Interviewer: And what's the z-score? What's that tell you? 

Rachel:  Um, it tells you, um, I'm really not sure. 

Steve:   Yeah. We've been just like kind of, oh, z-score. 

Rachel:  Yeah but then it gives you the probabilities. 

Interviewer: Right. 

Rachel:  So I don't know what, I'm not… The z-score gives you the probabilities, I   

  think is the answer. 

Similar to Steve and Rachel, the other three pairs knew they were finding a z-value for the test 

statistic but could not define it. This, again, indicated that they were not using the normality of 

the sampling distribution. If the z-value held little or no meaning for these students, it was likely 

the importance of the sampling distribution was an additional unknown abstraction for them. 

 After calculating the test statistic or z-value, all four of the pairs from Deerfield used their 

calculators to find the p-value rather than using tables. However, none of those pairs could define 

what the p-value represented.  

Interviewer: So what you came up with is your p-value. And what is the p-value?  

Fritz:   Uh, how sure we are; like after this we'd write our concluding statement   

  about it. 
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Fritz refers to the procedure used once the p-value is found. Gabrielle and Jared are challenged 

when asked about the p-value. 

Interviewer:  And then how about the p-value? What is the p-value? I know you're   

  using it to compare to alpha, but what is it? 

Jared:   Um, ncdf is the probability. 

Gabrielle:  Proportion? No. 

Jared:   It's the probability. I’ve never really thought about how it connects the   

  probability. It's like the probability that it's true or something along those   

  lines. 

Interviewer: You're right. It's a probability. 

Jared:   I know it's a probability. I just don't know how it relates really. 

Gabrielle:  I'm not sure either. 

Jared:   I've never thought of that. 

Jared understands that the p-value is a probability, but he is unsure of what this is the probability. 

Similar to the z-value, the p-value did not hold meaning for these Deerfield students and was not 

acknowledged as an area under the sampling distribution. 

 All seven pairs were able to determine correctly, based on their sample proportion, 

whether they agreed with the student who believed that 70% of the beads were red. Two of the 

student pairs from Rosemont also returned to their confidence interval to confirm their results. 

Interviewer: Ok, so then, just to answer that last question. Would you agree with this   

  student [who believes the proportion of red beads in the container is   

  70%]? 
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Pete:   No, I think it's a little far off what we assumed and what all those    

  confidence intervals... there was only one that I saw that... 

Nathan:  Had the 7. 

Pete:   That's the only one that really agreed. None of them [the confidence   

  intervals] agreed so I would not agree with this kid. Sorry. 

Recognition of the relationship between the hypothesis tests they were conducting and the series 

of 10 confidence intervals for the proportion of red beads in the container provided insight that 

these two student pairs had moved further along the continuum of formal statistical inference 

than the other student pairs.  

 Throughout the final task-based interview on formal statistical inference, the pairs 

demonstrated their procedural knowledge in constructing confidence intervals and conducting 

hypothesis tests. However, when asked about the meaning of important components such as the 

percentage in the confidence interval, the bell-shaped curve drawn for the hypothesis test, or the 

p-value, they did not demonstrate an understanding that these centered around the sampling 

distribution and its normality. 

 Pre/posttests. 

 The first three formal statistical inference questions on the posttest involved interpreting a 

confidence interval. Students’ responses demonstrated the difficulties they have with interpreting 

confidence intervals, particularly in identifying incorrect interpretations. The confidence interval 

estimated the average number of chocolate chips in a generic brand of chocolate chip cookies by 

stating that a 95% confidence interval for the average number of chips per cookie (18.6 to 21.3) 

was generated from a random sample. Of the three questions, Questions 13, 14, and 15, only 

Question 15 provided the correct interpretation of the confidence interval. In Question 15, the 
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interval interpretation was given as, “We are 95% certain that the confidence interval of 18.6 to 

21.3 includes the true average number of chocolate chips per cookie.” Thirteen of the 

interviewees answered correctly that this interpretation was valid. In Question 13, the interval 

interpretation was given as, “We expect 95% of the cookies to have between 18.6 and 21.3 

chocolate chips.” Eight of the interviewees answered correctly that this interpretation was 

invalid. In Question 14, the interval interpretation was given as, “We would expect about 95% of 

all possible sample means from this population to be between 18.6 and 21.3 chocolate chips.” 

Seven of the interviewees answered correctly that this interpretation was invalid. The students’ 

responses, grouped by their responses to all three statements, are shown in Table 27. 

Table 27 

Interviewees’ Responses to Confidence Interval Questions13 - 15 on Posttest 

Number of 

Students 

Responding 

Invalid Statement: 

We expect 95% of 

the cookies to have 

between 18.6 and 

21.3 chocolate 

chips. 

Invalid Statement: 

We would expect about 95% 

of all possible sample means 

from this population to be 

between 18.6 and 21.3 

chocolate chips. 

Valid Statement: 

We are 95% certain that 

the confidence interval of 

18.6 to 21.3 includes the 

true average number of 

chocolate chips per cookie. 

4 invalid invalid valid 

4 invalid valid valid 

3 valid invalid valid 

2 valid valid valid 

1 valid valid invalid 

 

 While 13 of the 14 interviewees indentified the correct interpretation of the confidence 

interval, only four of the interviewees, all from Rosemont High School, answered correctly that 

the two other interpretations were invalid. Another four of these 13 interviewees, all from 

Deerfield High School, identified 95% of all possible sample means to be in this interval to be a 

valid interpretation as well. Three of the interviewees responded that the statement 95% of 

cookies would have between 18.6 and 21.3 chocolate chips was a valid interpretation in addition 
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to identifying the correct interpretation. Of the remaining three students, two responded that all 

three interpretations were valid and one student responded incorrectly to all three interpretations. 

Thirteen of the 14 interviewees responded correctly to the valid interpretation; however, nine of 

those 13 also responded that a second interpretation was valid as well. The valid statement in 

Question 15 represented the typical concluding statement given by all of the student pairs during 

the task-based interviews. With nine of the 13 students also identifying an invalid statement as 

valid, it was possible that the valid statement response had become a memorized concluding 

statement to a confidence interval with little true meaning for them. 

 For the next confidence interval question, Question 16, students needed to understand the 

relationship between sample size and the size of the confidence interval. They were asked which 

would produce a more precise or smaller interval, a sample of size 25 or a sample size of 64. 

Eleven of the interviewees answered correctly that the larger sample size would produce a more 

precise interval. Two of the interviewees responded incorrectly that the sample size of 25 would 

provide a more precise interval and one responded incorrectly that the intervals would have the 

same precision. This related to their understanding of the effect of sample size on the variability 

in the sampling distribution. As demonstrated in the interviews, students could discuss the effect 

of sample size on the variability of the sampling distribution but then could not always use that 

information. 

 Question 17 asked students to choose from four possible results when 110 statistics 

students each construct a 90% confidence interval. This question moved beyond choosing a 

concluding statement for a confidence interval as in Questions 13, 14, and 15. Six of the students 

correctly responded that this meant that about 90% of the 110 confidence intervals generated 

with random samples of the same size by each student in a statistics class would contain μ, the 
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true population mean. Four of the students incorrectly answered that about 10% of the raw scores 

in the samples would not be found in these confidence intervals. Of those four students, three 

correctly responded to all of the other confidence interval questions, Questions 13 through 16. 

Three of the students incorrectly answered that about 10% of the sample means would not be 

included in the confidence intervals. All of these three also answered the sample size question 

correctly in Question 16 but responded that more than one interpretation of the confidence 

interval in Questions 13 through 15 were valid. These results pointed to the inconsistencies in the 

majority of the students’ understandings of confidence intervals and to their lack of depth of 

understanding. This provided additional evidence that for the majority of these students who 

responded correctly to Question 15 that the typical concluding statement was valid, they did not 

indicate that they knew what this meant when multiple confidence intervals were constructed 

with samples from the same population.  

 Students’ responses to these five confidence interval questions indicated the 

inconsistencies in their understanding of confidence intervals, particularly in the correct 

interpretation of the percentage related to a confidence interval. This was consistent with their 

responses during the task-based interviews when they were not demonstrating an understanding 

that the 90% was the middle 90% of the area related to the normality of the sampling 

distribution. Together, the students’ work during the task-based interviews and their responses to 

the confidence interval questions on the posttest provided evidence that they were able to 

construct these intervals and give an accurate concluding statement; however, they lacked the 

ability to properly interpret these intervals. I interpreted this to mean, for the majority of these 

students, their knowledge of confidence intervals was procedural. 
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 The next two formal statistical inference questions on the posttest each gave an 

interpretation of the p-value for a new drug used to decrease vision loss. The students were to 

respond that the statement was valid or invalid. In Question18, eight of the fourteen interviewees 

correctly answered that the p-value was the probability of getting results as extreme as or more 

extreme than the ones in this study if the null hypothesis was true. Of the six responding 

incorrectly, three of them chose unsure as their answer. In Question 19, nine of the interviewees 

correctly answered that the p-value was not the probability that the alternative hypothesis was 

true. Only one of the students chose unsure as their response. Eight of the students responded 

correctly to both questions and five responded incorrectly to both questions. Although these 

students could not define the p-value during the task-based interviews, the majority of them 

could recognize the appropriate definition of the p-value in a written statement. 

 Question 20 was similar in that it asked for students to choose the most accurate 

interpretation of the p-value rather than whether a particular statement was valid or invalid. Six 

students chose the correct interpretation of the p-value. Seven of the eight students responding 

incorrectly chose the statement that the p-value was the probability that the null hypothesis was 

true. Taken together with Questions 18 and 19, five students answered all three questions 

correctly and four students answered all three incorrectly. Three of the students answered both 

questions 18 and 19 correctly, identifying a valid and an invalid statement for the p-value in the 

context of the results of a new drug test; however, did not choose the accurate general 

interpretation for the p-value from four possibilities in Question 20. The incorrect and 

inconsistent responses to these p-value interpretation questions provided evidence that for the 

majority of these students, their knowledge of hypothesis testing was primarily procedural.  
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 In Question 21, students were asked to draw a conclusion based on the results of a 

hypothesis test. They were given the average length of fish in a lake, the population standard 

deviation, and the sample mean from a sample of 100 fish. Drawing the correct conclusion 

would require students to find the standard error of the sampling distribution and to consider how 

many standard errors were between the population mean and the sample mean. One student 

correctly answered this question. Ten of the students used the population standard deviation 

instead which resulted in the incorrect conclusion. This was an indication that these students 

were not drawing on the relationship between the characteristics of the sampling distribution, in 

particular the standard error, and its role in hypothesis testing. The majority of the interviewees 

were comparing a sample mean to the population distribution rather than to the distribution of 

sample means. The students were not explicitly asked to conduct a hypothesis test to answer this 

question; however, they had enough information to do so. There was no written work on the 

posttest papers that indicated the students conducted hypothesis tests. Without actually working 

through a hypothesis test, the majority of these students drew an inappropriate conclusion. This 

may be another indication that their knowledge of formal inference is primarily procedural. If 

not, it is quite possible that more of them would have used the standard error rather than the 

population standard deviation in drawing their conclusion. 

 The last question on the posttest, Question 22, asked students to draw a conclusion based 

on a p-value of .0025. Nine of the students correctly responded that this p-value provided strong 

evidence for the alternative hypothesis. Four of the students incorrectly responded that this p-

value meant there was a small chance the alternative hypothesis was true in this context of 

comparing test scores to the national average. However, of these four students, three of them 

responded correctly that the p-value was not the probability that the alternative hypothesis was 
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true in the context of testing a new drug in Question 19, just three questions prior. These three 

students demonstrated inconsistencies in their interpretation of the p-value. It was not certain 

whether the nine students correctly responding to this question were thinking of this in terms of a 

small probability in the tail of the sampling distribution or whether this too came from a 

procedural knowledge of hypothesis testing.  

 Students’ responses to the five hypothesis test questions revealed consistencies with their 

work during the final part of the task-based interview. Their difficulties in defining z-values and 

p-values in the interviews and inconsistencies in interpreting p-values on the posttest provide 

evidence that their knowledge of hypothesis testing is primarily procedural.  

 Differences by high school. 

 The quantitative analysis revealed that high school attended had an impact on the 

relationship between students’ informal and formal inferential reasoning. In conducting the 

qualitative analysis, there were two instances in which the differences between students’ 

responses differed by the high school they attended. The first occurred in the third classroom 

activity on sampling distributions and the second occurred during the last task-based interview 

on formal statistical inference.  

 In recapping the classroom activity on sampling distributions, three of the six 

interviewees from Rosemont who took part in the activity discussed drawing the sampling 

distribution. They each properly calculated the standard error and used that in drawing a 

conclusion about the claim in the two situations they were given. Of the seven interviewees from 

Deerfield who took part in the classroom activity, three of them who had the same teacher, drew 

the sampling distribution. Two of these students discussed finding z-values for the sample data 

and one approximated the number of standard deviations to draw a conclusion. The remaining 
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three students from Deerfield, all of whom had the other statistics teacher, constructed intervals 

without drawing the sampling distribution. The intervals corresponded to 1, 2, and 3 standard 

errors from the mean of the sampling distribution. They all used the 95% interval to determine if 

the sample data were within two standard deviations of the mean. Finding z-values and using 

formulas to construct confidence intervals indicated that some of the Deerfield students were 

using procedures of formal statistical inference to draw a conclusion for an informal statistical 

inference problem. The students from Rosemont did not use formal procedures or calculations 

indicating that they may have had more experience with drawing conclusions without the 

formalities of calculating z-values or constructing confidence intervals. It may be possible that 

they had more time to explore the relationship between the sampling distribution and what the 

probabilities associated with it indicated when drawing informal conclusions.  

 The second occurrence of differences between students from the two high schools took 

place when students were completing the hypothesis testing task during the last task-based 

interview on formal statistical inference. The three pairs of students from Rosemont drew the 

normal curve when completing the task. They did have some difficulties with defining what this 

normal distribution represented. Two of the pairs also referred to the corresponding confidence 

interval they had just found to confirm their results of the hypothesis test. These students had an 

understanding of the relationship between their 90% confidence interval and the results of their 

hypothesis test at the 5% level of significance. However, none of the four pairs of interviewees 

from Deerfield drew a normal curve as they completed the hypothesis test. In addition, they all 

found the p-value with their calculators. This may indicate that the Rosemont students had more 

graphical exposure to the role of the sampling distribution and its probabilities in formal 
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statistical inference. These two occurrences together may explain the significant correlation 

between informal and formal statistical inference found for the Rosemont students. 

Summary 

 To summarize these results, I returned to my research questions for this study which 

were: 

 1) For students enrolled in an introductory statistics class: 

  a) Does their informal inferential reasoning develop? 

  b) If their informal inferential reasoning develops, what are the    

  characteristics of this informal inferential reasoning as it develops? 

 2) What is the relationship between students' informal inferential reasoning and their 

 formal inferential reasoning? 

 Development of students’ informal inferential reasoning. 

 Using the three components of Makar and Rubin’s (2009) definition as evidence of 

students’ informal inferential reasoning, the majority of students’ responses revealed that they: 

(1) made inferences based on the data, (2) used the data as evidence for their inferences, and (3) 

used probabilistic language to indicate a level of certainty in their inferences. In accordance with 

this definition, students’ informal inferential reasoning did develop.  However, how their 

inferences were based on their interpretations of the data gave further insight into the 

development of their informal inferential reasoning.  

 The majority of the interviewees compared only measures of center in the first task-based 

interview and this persisted through to the third task-based interview when they wanted to 

compare similar sampling distributions. The difficulties students had with interpreting variability 

in the first task-based interview also persisted through to the third task-based interview; however, 
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these difficulties manifested themselves differently. In the first interviews, when students were 

comparing distributions of test data, the majority of them referred to the variability in a variety of 

ways but then did not use it when formulating their informal inferences. During the third 

interviews when students were presented with an approximately normal sampling distribution, 

they did not use the variability and corresponding probabilities associated with any normal 

distribution when formulating their informal inferences. It is possible that without a true sense of 

how variability can differentiate two distributions, students were not willing to rely on the 

variability and corresponding probabilities of the normal distribution. 

 Relationship between students’ informal and formal inferential reasoning. 

 I refer back to my particular findings to discuss the relationship between students 

informal and formal inferential reasoning. As previously stated, the difficulties with interpreting 

variability persisted for the majority of students. This translated into uncertainties in drawing 

conclusions based on the sampling distribution. Since formal inference is based entirely on the 

power of the sampling distribution, it was not surprising that students then could not fully use 

that power when constructing confidence intervals or conducting hypothesis tests. Instead, they 

primarily relied on their procedural knowledge for formal statistical inference. Further insight 

into the relationship between informal and formal statistical inference was gained by referring 

back to the quantitative analysis which revealed a difference in this relationship by high school 

attended. For the Deerfield students, using formal procedures to find z-values and construct 

intervals to draw informal inferences with the sampling distribution may have contributed to the 

lack of a relationship between their informal and formal inferential reasoning on the posttests. 
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 In the final chapter, I will discuss the implications of these results together with the 

results of the quantitative analysis. I will also discuss the limitations of this research and possible 

areas of further research. 
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Chapter 6 - Discussion and Conclusions 

 In this study I investigated introductory statistics students’ informal inferential reasoning 

in two ways. First, I attempted to determine if students’ informal inferential reasoning developed 

over the course of their introductory statistics class; and, if so, what were the characteristics of 

that informal inferential reasoning. Second, I explored the relationship between students’ 

informal and formal inferential reasoning to determine what characteristics of students’ informal 

inferential reasoning corresponded to their formal inferential reasoning. I did this with an 

analysis of a pre/posttest assessment of 136 introductory statistics students and a series of four 

task-based interviews with seven pairs of students.  

 To frame this study, I used a series of informal statistical inference questions and tasks 

drawing on the task framework proposed by Zieffler and colleagues (Zieffler et al., 2008) for the 

study of informal inferential reasoning. The three types of questions and tasks I chose were 

aligned with the curriculum of a typical introductory statistics course. These questions and tasks 

provided insight into students’ informal inferential reasoning as it developed during their study 

of introductory statistics. These questions and tasks included: comparing distributions of data 

(drawing on the research of difficulties students encounter with the concepts of variation and 

distribution in descriptive statistics); sampling and estimating a probability to explore students’ 

understandings of randomness, the law of large numbers, and probabilistic thinking; and 

inferring about a population based on a sample of data which stems from students’ difficulties in 

understanding the sampling distribution. The questions on the pre/posttest and the sequence of 

tasks for the task-based interviews provided snapshots of students’ growth throughout their study 

of introductory statistics and in three key topic areas linked to the development of their informal 

inferential reasoning. 
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 In analyzing students’ responses during the first three task-based interviews, I used the 

essential principles for informal statistical inference developed by Makar and Rubin (2009). 

Evidence of students’ informal inferential reasoning was determined by the extent to which they 

(1) made inferences based on the data, (2) used the data as evidence for their inference, and (3) 

used probabilistic language to indicate a level of certainty in their inference. This framework 

provided a starting point for analyzing students’ responses; however, I needed to delve much 

further into students’ responses to find the other recurring themes. This framework did not fully 

account for students’ correct or incorrect inferences. For example, there were instances when 

students exhibited all three principles of informal statistical inference but inferred incorrectly. 

Comparing students’ reasoning for their correct and incorrect inferences provided the basis for 

most of the qualitative analysis. 

 I will next highlight the main quantitative and qualitative findings and then discuss how 

they provided answers to the research questions for this study. This will be followed by the 

limitations of this study. I will conclude with the implications of this research for practice and 

possible areas for further related research. 

Quantitative Findings 

 The quantitative analysis of the pre/posttests administered to the 136 introductory 

statistics students revealed three main findings regarding students’ inferential reasoning. The first 

finding involved the significant improvement in students’ informal inferential reasoning from the 

pretest to the posttest. Results for students in each high school and for the strong informal 

inferential reasoners (those scoring above average on the pre and posttest informal statistical 

inference questions) showed significant improvement in their overall informal inferential 

reasoning. The second finding included the relationships that existed between students’ informal 
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and formal inferential reasoning on the posttest. For the Rosemont students and the strong 

informal inferential reasoners, their overall informal inferential reasoning was significantly 

related to their formal inferential reasoning. The final finding involved the 14 interviewees who 

demonstrated stronger formal inferential reasoning than the remaining 122 students based on 

their posttest scores.  

 Significant improvements in informal inferential reasoning. 

 By comparing students’ responses to the informal statistical inference (ISI) questions on 

both the pretest and the posttest, it was evident that students’ informal inferential reasoning did 

develop due to their regular classroom instruction. Students from each high school and the strong 

informal inferential reasoners had significant gains in their overall informal statistical inference 

scores. The following are the results in each of the three subcategories of informal statistical 

inference. 

 The first subcategory of questions on the pre/posttests measured students’ informal 

inferential reasoning when comparing two distributions of data for which neither high school 

showed significant improvement. To gain insight into why students did not show improvement in 

this subcategory of comparing distributions, these scores were compared to the scores in the 

other two subcategories on the pretest. This analysis revealed that both Deerfield and Rosemont 

students scored significantly higher in this subcategory of comparing distributions than in the 

other two subcategories of informal statistical inference questions on the pretest. This may have 

created a ceiling effect since there were only four questions in the subcategory which did not 

allow for significant improvement for either high school. As I stated in the quantitative analysis, 

it is likely that their previous mathematics instruction prepared them for comparing distributions. 
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 The second subcategory of questions on the pre and posttests measured students’ 

informal inferential reasoning when drawing conclusions based on sampling and estimating a 

probability. Students in each of the high schools exhibited statistically significant improvement 

in their reasoning about how sampling and probability are both used in drawing an informal 

inference. The strong informal inferential reasoners also showed significant improvement in this 

category. Knowledge of sampling and the probabilistic reasoning associated with it are required 

for formal inferential reasoning. 

 The third subcategory of questions on the pre and posttests measured students’ informal 

inferential reasoning when comparing data from a single sample to the sampling distribution of 

all such samples. Deerfield students and the strong informal inferential reasoners exhibited 

statistically significant gains in their responses indicating that they improved in their ability to 

draw an informal inference by comparing a sample of data to its related sampling distribution. 

Knowledge of the sampling distribution and how it is used to draw conclusions provides the 

basis for formal statistical inference. 

 These subcategories offered insight into the characteristics of students’ informal 

inferential reasoning as it developed. Students’ previous instruction supported their inferential 

reasoning when comparing distributions; and all students’ informal inferential reasoning 

developed when drawing conclusions based on sampling and estimating probabilities. When 

drawing informal inferences with the sampling distribution, Deerfield students showed 

development in this area as did the group of strong informal inferential reasoners. 

 Relationships between informal and formal inferential reasoning. 

 In examining the relationship between students ‘overall informal and formal inferential 

reasoning, a significant correlation existed for the students at Rosemont High School (r = .35) 
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but not for the Deerfield High School students. The results from the task-based interviews shed 

light on possible reasons this difference between high schools occurred. For the strong informal 

inferential reasoners, there was also a significant positive correlation between their overall 

informal statistical inference scores and their formal statistical inference scores (r = .36). This 

was largely due to the significant positive correlation between their subscores for inferring about 

a population based on a sample of data and their formal statistical inference scores. This was an 

indication that students who began as and remained strong informal inferential reasoners, 

particularly those strong in inferring about a population based on a sample of data, were also 

strong formal inferential reasoners. In addition, these 46 students were also stronger formal 

inferential reasoners than the other students at the end of their introductory statistics course. 

 Interviewees’ formal inferential reasoning. 

 At the completion of the study, the 14 interviewees scored significantly higher than the 

remaining 122 students on the formal statistical inference questions on the posttest. This may 

have been due to their extra work during the task-based interviews. The structure and the timing 

of these interviews gave the interviewees extended experiences in each of the three informal 

inferential reasoning subcategories of comparing distributions of data, sampling and estimating 

probabilities, and inferring about a population based on a sample of data. The qualitative findings 

of the task-based interviews provided more insight into the interviewees’ informal and formal 

inferential reasoning. 

Qualitative Findings 

 The qualitative analysis of the task-based interviews revealed three findings in regards to 

the research goals for this study. The first finding emerged during the analysis of the first task-

based interviews completed by the student pairs. Given five different sets of two histograms of 
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test scores, the majority of the students relied on the mean and/or median to determine if the 

classes scored equally well or if one class scored better overall than the other. This occurred even 

though there were differences in the variability in the test scores for these classes. The second 

finding surfaced with the third set of task-based interviews when students were asked to draw 

informal inferences based on a sampling distribution. The majority of the interviewees were not 

comfortable using a single sample to draw a conclusion and the majority of them did not use the 

probabilities associated with the normality of the sampling distribution when comparing samples 

to the related sampling distribution. The last main finding emerged during the final task-based 

interviews on formal statistical inference. During the interviews, it became clear that the majority 

of the students were relying on their procedural knowledge in constructing a confidence interval 

and conducting a hypothesis test. 

 I will discuss each of these findings in light of the related literature and return to my 

research questions to highlight common threads that connected these findings.  

 Reliance on mean or median when comparing distributions. 

 During the first task-based interviews, the seven pairs of students compared distributions 

of class test scores. It became clear that they were recognizing the differences in variability 

among the five sets of distributions they were comparing; however, the majority of them were 

not including these differences in variability when deciding which class scored better. They 

primarily relied on the means or medians in drawing their informal inferences. 

 These results provide evidence that the majority of the interviewees, similar to the 

preservice teachers in Makar and Confrey’s (2005) study, were aware of variation; however, this 

did not ensure that they grasped the significance of the variation. The interviewees used several 

phrases to describe the differences in variation between the pairs of distributions they were 
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comparing such as “more spread out” or “more dense”. However, most of the students relied on 

an equivalent mean or median to infer that the classes scored equally well. This could have been 

due to the timing of the first task-based interviews which took place early in their study of 

introductory statistics. It is possible that there had not yet been the opportunity for the teachers to 

have explored deeply the implications of differing variabilities between data sets. Additionally, 

the statistics instruction that students would have been exposed to prior to this introductory 

statistics class would have primarily focused on measures of center rather than variability. 

Therefore, recognizing variation and also grasping its significance by using it to draw 

conclusions would indicate a development in informal inferential reasoning when comparing 

distributions of data. 

 As the 14 interviewees compared distributions of data in the first task-based interview, 

there was evidence that they were responding at the second level of the unistructural-

multistructural-relational (U-M-R) learning cycle used by Watson and Moritz (1999) in their 

study of informal inference with students in grades three through nine. At this second level, 

multistructural, students were seeing several characteristics in the data they were comparing (i.e. 

center, spread, skewness); however, these characteristics were not working together when 

making an inference. Watson and Moritz found that this often created a conflict for students that 

they were not able to reason through. For the 14 interviewees in my study, there was evidence 

that they recognized the characteristics of center, spread, and skewness in the distributions they 

were comparing, but the majority of the interviewees relied on the measure of center to draw 

inferences about those distributions. This did not cause a conflict for most of the interviewees; 

only three students remained undecided as to whether one class scored better or they scored 

equally well when presented with two symmetrical histograms with the same number of test 
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scores and the same mean and median but different variability. These three students knew that 

the differences in variability should be taken into consideration; but they were unclear as to 

exactly what this meant in a statistical sense when comparing the two distributions. 

 Referring to Wild and Pfannkuch’s (1999) four-dimensional framework for statistical 

thinking, in their Dimension 2: Types of Thinking, variation is a fundamental component of 

statistical thinking. They described four characteristics in thinking statistically about variation, 

two of which pertain to the statistical thinking needed for the comparing distributions task: 

noticing and acknowledging variation; and explaining and dealing with variation. Evidence from 

the task-based interviews suggested that, except for three students, the remaining 11 interviewees 

only focused on one of these components, noticing and acknowledging variation. In the majority 

of instances, as stated previously, the interviewees pointed out the variation; however, they 

proceeded to base their inferences on the measure of center alone. Caitlin, Nathan, and Pete were 

further along the spectrum in their informal inferential reasoning when comparing distributions. 

They showed evidence of attempting to explain and deal with the differences in variation 

between the two distributions of scores. The conflict for Caitlin, Nathan, and Pete was whether 

the difference in variability was enough cause for determining that the class with less variation in 

their test scores had scored better. This may have been due to the small sample size of the class 

data of test scores. It is possible that a difference of two test scores was simply not convincing 

enough to conclude that the class with less variability scored better. It is also possible that the 

majority of the students understood scoring “better” as a question about the center. I will discuss 

this in more detail in the limitations section of this chapter. In addition, as stated previously, 

these first task-based interviews took place early in the introductory statistics course; therefore 

these students may have had little experience in their classrooms with ways of explaining and 
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dealing with variability. This is an area that deserves further research and I will discuss that later 

in this chapter as well. 

 In the fifth part of the interview when students needed to reason proportionally about the 

variability in making an inference, four students did not and inferred that the class with the 

largest set of data scored better overall even though it had the same mean and median with larger 

variability. Caitlin reverted to using just the measure of center as did six other students. These 

students simply did not take the variation into consideration. Only Nathan and Pete showed a 

progression in their informal inferential reasoning when they inferred correctly based on the 

measure of center and the variation. Nathan focused on the effect of low scores on each of the 

distributions. He stated that the Orange class would not be greatly affected by a low score of two, 

for example; however, the Grey class would be affected by a low score. This represented another 

way of expressing the variability in terms of proportional reasoning due to the different class 

sizes. His partner Pete agreed with this thinking and went on to mention that data with a smaller 

range would show a “very tight” boxplot. Nathan and Pete are demonstrating a more global view 

of the differences in variation that they are seeing than the other interviewees. 

 Drawing conclusions with the sampling distribution. 

 When it came to drawing informal inferences with the sampling distribution in the last 

part of the third task-based interviews, the majority of the interviewees exhibited uneasiness in 

relying on a single sample of data. Overall the students had a general knowledge of the sampling 

distribution. In most college level introductory statistics courses, the focus is contained to 

sampling distributions that are approximately normal. They knew it took on the shape of a 

normal distribution and they made references to the decrease in variability as the sample size 

increased. They also identified sample data values that would be considered likely and rare based 
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on probabilities associated with the normality of sampling distributions. Rather than rely on a 

single sample proportion, students wanted to compare distributions of samples proportions by 

generating another sampling distribution; however, this could not be done due to time 

constraints. Additionally, although their sample results were close to the peak of the sampling 

distribution, the majority of them did not use the probabilities and variability associated with the 

normality of the sampling distribution in drawing their conclusions. It is possible that since the 

interviewees already had experience with tossing houses, it seemed reasonable to toss the hotels 

in the same manner. That inclination may have been too strong to put aside and rely on the 

sampling distribution that had been given to them. The fact that they did not generate that 

sampling distribution themselves may not have led them to view that as a sampling distribution 

with all of the characteristics they had just reviewed in the previous parts of the task. 

 In light of the research on students’ understandings of the sampling distribution, Saldanha 

and Thompson (2002) found the majority of their students compared a single sample statistic to 

the population parameter rather than to the sampling distribution of all such statistics when asked 

to determine if it was unusual. These authors used computer simulations in which students took 

many samples from a variety of populations with known parameters. When asked if they could 

determine if the probability that a hotel would land upright was the same as that for a house, the 

students in my study were also hesitant to compare their sample proportions to the sampling 

distribution presented to them. They were not able to compare to a population parameter as in 

Saldanha and Thompson’s study since the true p was not known and there was no clear 

theoretical distribution for the population of houses landing upright when tossed. One of the 

pairs, however, correctly drew a conclusion by comparing their sample proportion of hotels 

landing upright to the proportion of houses landing upright that they approximated in the second 
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task. Saldanha and Thompson found that students were able to reason about the variability 

among samples; however, this reasoning did not necessarily translate to the variation that existed 

in sample statistics. The students in my study wanted to take many samples, exhibiting similar 

reasoning, to diminish the effects of the variability that could occur between samples. However, 

like the students in Saldanha and Thompson’s study, this realization of variability did not 

translate to the variability associated with the sampling distribution of sample statistics. This 

prevented them from having confidence that they could draw a conclusion based on just one or 

even a small number of samples. Taking many samples with the hotels may have felt like a much 

more concrete method for inferring about the probability that a hotel would land upright. 

Possibly relying on this sampling distribution that they did not create and could not be sure of the 

circumstances under which it was created, was viewed as another dimension of variability that 

they chose to avoid. 

 Pratt and colleagues (Pratt et al., 2008) examined local and global thinking when students 

reasoned informally. Using software designed by Pratt for the study, students had the ability to 

add to an existing sample or generate a new sample. In either situation, students tended to focus 

on the changes in subsequent displays of the data, similar to the students in Saldanha and 

Thompson’s study. At times when they did express a global understanding by referring to the 

stability found when considering all of the samples, they were still frustrated by the fluctuations 

they saw in the individual samples. This suggested that an important aspect of informal inference 

is in finding the invariance that is present even among all of the local changes. The majority of 

the students in my study viewed their samples in a local sense. They were concerned about those 

samples being accurate enough to draw a conclusion. They were not viewing their samples in a 

global sense when comparing them to the sampling distribution; and, therefore, could not rely on 
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the variability associated with its normality. If they had, a result of 1/10 hotels landing upright, 

for example, would not have triggered a response that this result differed from the 2/10 peak of 

the sampling distribution for the proportion of houses landing upright as it did for several of the 

interviewees.  

 Procedural knowledge in formal statistical inference. 

 The final finding emerged as the student pairs worked through the last task-based 

interviews on formal inference. It became clear that they were primarily depending upon a 

procedural knowledge while constructing a confidence interval and conducting a hypothesis test. 

In addition, to begin the tasks for the final interview, the majority of them did not want to rely on 

one sample for constructing a confidence interval. This was similar to their work when drawing 

an informal inference based on the sampling distribution. It was clear that students were still not 

relying on the power of the sampling distribution; therefore, they had to depend upon their 

procedural knowledge in completing the formal inference tasks. 

 This reliance on procedural knowledge for formal inference was evident in the 

interviewees’ responses to the confidence interval questions on the posttest. Thirteen of the 14 

interviewees responded correctly to the valid interpretation; however, nine of those 13 also 

responded that a second incorrect interpretation was valid as well. These results were consistent 

with the findings of delMas, Garfield, Ooms, and Chance (2007) as they were developing CAOS, 

an assessment to capture students’ understandings of statistical concepts including their 

probabilistic reasoning at the completion of an introductory statistics course. They found that for 

both p-values and confidence intervals, students demonstrated that they could recognize a correct 

interpretation but also indicated that incorrect interpretations were valid. Additionally, they 

misinterpreted the p-value as the probability that a treatment was not effective and a confidence 
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level as the percentage of sample data falling in the interval. The interviewees for this study were 

questioned about p-values; and, although they could not define p-value during the task-based 

interviews, the majority of them could recognize a valid interpretation of the p-value on the 

posttest. However, when asked to choose the most accurate interpretation of the p-value in 

another posttest question, only six students chose the correct interpretation of the p-value. Seven 

of the eight students responding incorrectly chose the statement that the p-value was the 

probability that the null hypothesis was true. 

 This result is consistent with research conducted by Castro Sotos, Vanhoof, Noortgate, 

and Onghena (2009). They found students were prone to confusing the probabilistic meaning of 

the p-value. Twenty-one percent of their students identified the p-value as the probability of the 

null hypothesis and 16% identified it as the probability of incorrectly rejecting the null 

hypothesis. Castro Sotos and colleagues also found students showed a lack of understanding of 

exactly what the result of a hypothesis test means. Twenty percent of the students in their study 

responded that a hypothesis test proves or disproves the null hypothesis. In contrast, the students 

in my study did not demonstrate this as they all were able to draw an appropriate conclusion 

based on their hypothesis tests.  

Conclusions 

 Through the quantitative analysis of the pre/posttest administered to all 136 introductory 

statistics students, there were indications that students’ informal inferential reasoning did 

develop with their regular classroom instruction. This was seen in the significant improvement in 

student responses to the informal statistical inference questions particularly when sampling and 

estimating a probability and inferring about a population based on a sample of data. 
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 Analysis of the task-based interviews revealed additional insight into the characteristics 

of the interviewees’ informal inferential reasoning. During the first interview when students were 

comparing distributions of class test scores, they focused on the mean and/or median to draw 

their conclusions. Many of them also referred to the differences in variability between the 

distributions. During the third task-based interview when students were asked to draw a 

conclusion based on a sampling distribution, the majority of them wanted to return to comparing 

distributions by generating another sampling distribution for the proportion of hotels landing 

upright. I interpreted this as the comparing of means or medians providing these students with a 

higher degree of certainty than relying on the normality of the sampling distribution. This 

presented a barrier for them in using the sampling distribution to draw a conclusion. 

 During the second task-based interviews when students took their own samples to 

approximate population parameters for the proportion of houses landing upright when tossed and 

for the proportion of green beads in the container, they demonstrated a clear understanding of the 

law of large numbers. Students had difficulty in transferring this concept to the sampling 

distribution which was generated from a large number of samples. During the third task-based 

interviews, they held on to their accurate concept of the law of large numbers, wanting to take 

many more samples to compare to the sampling distribution. While this was an attempt to reduce 

variability, which is a correct intuition, using the known variability that exists in the sampling 

distribution of all such samples is a more efficient method. This same type of reasoning appeared 

during the final task-based interviews on formal statistical inference when many of these 

students wanted to take several samples for the proportion estimate to construct a confidence 

interval. These characteristics then provided insight for addressing the relationship between 

students' informal inferential reasoning and their formal inferential reasoning. 
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 Whether students’ difficulties in relying on the sampling distribution stemmed from not 

considering the sampling distribution a powerful tool generated from a large number of samples 

or whether they found more certainty in comparing measures of center, this prevented them from 

making the necessary connections for formal statistical inference. The sampling distribution is 

the key to formal statistical inference and without a deep understanding of its power, relying on 

it for formal statistical inference is not possible. Therefore, as students learned the procedures for 

formal statistical inference, the sampling distribution was likely not paramount. Those 

procedures for formal statistical inference and the underlying concepts related to the sampling 

distribution may have had little connection for students. Therefore, concepts like the p-value 

remain unclear. This sheds light on the reason that introductory statistics students experience 

difficulty interpreting p-values. Without this connection, they could only rely on their procedural 

knowledge. 

 The quantitative analysis revealed that high school attended had an impact on the strength 

of the relationship between students’ informal and formal inferential reasoning. In conducting 

the qualitative analysis, there were two instances in which the differences between students’ 

responses differed by the high school they attended. The first occurred in the third classroom 

activity on sampling distributions. Finding z-values and using formulas to construct confidence 

intervals indicated that the Deerfield students were using procedures of formal statistical 

inference to draw a conclusion for an informal statistical inference problem. The students from 

Rosemont did not use formal procedures or calculations indicating that they may have had more 

experience with drawing conclusions without the formalities of calculating z-values or 

constructing confidence intervals. The second occurrence of differences between students from 

the two high schools took place when students were completing the hypothesis testing task 
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during the last task-based interview on formal statistical inference. The three pairs of students 

from Rosemont drew the normal curve when completing the task. Two of these three pairs also 

referred to the corresponding confidence interval they had just found to confirm their results of 

the hypothesis test. These students had an understanding of the relationship between their 90% 

confidence interval and the results of their hypothesis test at the 5% level of significance. 

However, none of the four pairs of interviewees from Deerfield drew a normal curve as they 

completed the hypothesis test. In addition, they all found the p-value with their calculators. 

These two occurrences together may explain the significant correlation between informal and 

formal statistical inference found for the Rosemont students. This would suggest that waiting to 

introduce formal procedures would benefit students’ informal inferential reasoning in support of 

their formal inferential reasoning. 

Limitations of this Research 

 There were several limitations of this study which I will describe. The first was the nature 

of the high schools involved in the study. There were only two suburban high schools that took 

part, therefore the results may not generalize to a large number of high school introductory 

statistics classes with students taking the course for college credit. However, the study did reveal 

results that were consistent over the different classes of students, which strengthened the external 

validity of the study. 

 Another limitation of this study involved the selection of the participants for the student 

interviews, posing a threat to external validity. These students were not randomly selected, but 

instead were selected with the assistance of the classroom teachers. To ensure that these task-

based interviews would be productive, I asked the teachers to recommend students who would be 

inclined to discuss freely their ideas as they worked through the tasks. In addition, I asked the 
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teachers to recommend students they believed were at differing levels of mathematical 

achievements as evidenced by previous accomplishments as well as accomplishments in the first 

several weeks of their introductory statistics class. These parameters were subjective; however, 

the students chosen by these teachers all freely took part in the four task-based interviews with 

these interviews proving to contain worthwhile conversation. These criteria for selecting the 

interviewees allowed for a comprehensive analysis of their understandings of key statistical 

concepts and the development of their informal inferential reasoning. 

 Having observed these statistics classes only three times (once during each of the 

classroom activities), I was limited in my knowledge of the nature of the instruction that took 

place on a daily basis in these classrooms. Since the scope of my study was focused on students’ 

informal inferential reasoning, I chose to concentrate on students’ work rather than observing the 

classroom teachers. Clearly the classroom instruction had an impact on the students’ statistical 

reasoning and the addition of this data would have been beneficial. Time and resource 

constraints did not make the collection of this data feasible. While this posed a threat to internal, 

external, and statistical conclusion validity, the fact that these classes were introductory statistics 

classes offered consistency in the curriculum topics that provided support for the task-based 

interviews and quantitative assessments.  

 After analyzing students’ responses, I would make some changes to the tasks used in the 

task-based interviews. I would first make a change to the five pairs of histograms the 

interviewees compared in the first task-based interview. I would increase the sample sizes of 

these distributions so the distributions would be more consistent with those displayed on the 

pre/posttest. I think that the small sample sizes may have made the differences in variability 

appear too minimal for many of the students to seriously consider. Another change that I would 
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consider is including comparing distribution questions similar to those on the pre/posttest. In 

particular, in Questions 3 and 4 on the pre/posttest, students were shown four sets of boxplots 

comparing running times of athletes split according to those who were in a weight training 

program and those who were not weight training. Students were asked to identify the set of 

boxplots providing the most convincing evidence and then the least convincing evidence that the 

weight training program was effective. This type of question requires students to compare 

medians and to compare the differences in variability. I think an interview with questions of this 

nature would provide more insight into how students are reasoning about differences in 

variability.  

 There is also a change that I would make to the bead task in the second task-based 

interview. During that probability task, as students sampled from the container of beads to 

determine the proportion of green beads, one pair was approximating this proportion initially by 

sight. The container was transparent and rather than taking samples, this pair examined the 

container to approximate the proportion of green beads. I would modify this container so that 

would not be a possibility. This would ensure that this task aligned with the tossing pigs 

classroom activity and the tossing Monopoly houses task in that same interview. In those 

instances, the only method for approximating the probabilities was to take samples as there was 

no clear theoretical probability.  

 One more change I would make is to the third task-based interview when students 

worked with the sampling distribution of houses. Rather than give them that distribution, I would 

ask them to generate it by taking samples. This would take more time to complete, but I think it 

may enhance students’ understanding that this sampling distribution has the characteristics they 

know exist for sampling distributions in general. 



170 

 

 

Implications for Practice and Future Research 

 The statistics education community would benefit from studies that analyze teaching 

strategies and sequences to determine if students’ informal inferential reasoning could develop to 

a level that would facilitate a seamless transition to formal statistical inference. This is the nature 

of the future research I suggest. 

 Based on the results of the first task-based interviews and the concept of variability, I 

believe students would benefit from conversations about when variability is an important factor 

in comparing distributions. For example, if students were asked during the first task of 

comparing class test scores which class they would choose to team up with for a math 

competition, this might draw out more of their reasoning about variability and its importance. 

Students could identify particular circumstances when consistency is important and others when 

it is not. This may also draw out the remaining two components of statistical thinking about 

variation proposed by Wild and Pfannkuch (1999), measuring and modeling variation for the 

purposes of prediction, explanation, or control and investigative strategies. A study designed to 

engage students in practical ways of dealing with variability may illuminate teaching strategies 

that will support their informal inferential reasoning. 

 It would be worthwhile to investigate how students would feel about the need for more 

samples in a task like the one with the Monopoly houses and hotels in the third task-based 

interview if they were able to generate another sampling distribution to compare as many of the 

pairs initially wanted. Allowing students to explore their notions with the sampling distribution 

and the sample size may help them to understand that this will not necessarily provide them with 

more certainty in their conclusions. Discussions about efficiency as well as accuracy in data 

collection could take place. These students likely do not have any practical experience with 
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working within budget or time constraints for using data to draw conclusions; therefore, 

recreating the sampling distribution to draw a comparison to make a decision may have seemed 

like the only certain method. Students need experiences that will help them to understand that 

one sample can be enough to draw an inference with the sampling distribution. Therefore, a 

study allowing them to explore their notions regarding samples and comparing them to the 

sampling distribution may assist the statistics education community in developing activities to 

support informal inferential reasoning that will, in turn, support their formal inferential 

reasoning. 

 In addition to giving students more experiences with efficiency in data collection and 

drawing conclusions, more time could be spent on inferring with the sampling distribution before 

heading into formal statistical inference. This may help students to see the need for the 

significance level in hypothesis testing as the “cut off” between reasonably likely and unlikely. 

This may also enhance their understanding of the significance of z-values and then p-values in 

formal statistical inference. Research efforts to determine if more exposure to drawing informal 

inferences with the sampling distribution before teaching the procedures of formal statistical 

inference would support students’ transition to formal statistical inference would also benefit the 

statistics education community. 

Final Remarks 

 With this study, I sought to add to the knowledge base of the development of informal 

inferential reasoning and its connection to student’s formal inferential reasoning. For the 

majority of introductory statistics students in this study, their informal inferential reasoning did 

develop due to their regular classroom instruction. Expanding upon this development with 

informal statistical inference tasks such as those completed by the interviewees in this study may 
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help students to bridge the gap between descriptive and inferential statistics. There was some 

evidence of this as the interviewees were stronger formal inferential reasoners than the other 

introductory statistics students in the study. 

 Students demonstrating above average informal inferential reasoning at the beginning of 

their study of introductory statistics posted significant gains in their informal inferential 

reasoning as did other students in this study. At the end of the study, they were also stronger 

formal inferential reasoners compared to the other students. In addition, the strongest relationship 

between their informal and formal inferential reasoning occurred between their informal 

inferential reasoning related to the sampling distribution and their formal inferential reasoning. 

With the sampling distribution as the key to formal statistical inference, this is indeed a desirable 

outcome. This points to the benefit of the development of informal inferential reasoning in the K-

12 curriculum to facilitate a successful transition to formal statistical inference. 

 Following the interviewees’ informal inferential reasoning through their study of 

introductory statistics suggests that delaying the use of the formal procedures of statistical 

inference would give students the opportunity to grasp the power of the sampling distribution. 

Prior to learning the formal procedures for constructing confidence intervals and conducting 

hypothesis tests, students need to fully comprehend the keys to formal inference that exist with 

the sampling distribution. Without this, students will only have their procedural knowledge of 

formal inference to guide them. Proper interpretation of any statistical analysis requires a 

comprehensive understanding of the underlying features of formal statistical inference.  
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Appendix A 

Classroom Activities 

 

Comparing Distributions Activity    Name_________________________ 

1. Examine the following box plots to help compare the number of raisins per box for two 

different brands. Sixty ½ ounce boxes of each brand of raisins were examined. 

 

 
            number of raisins 

You have a friend who loves raisins. Which brand of raisins would you recommend he/she buy? 

How would you convince him/her to buy that brand? 

 

 

2. Would your recommendation be the same if there were three brands of raisins? 

 
       number of raisins 

B
ra

n
d

_
A

B
ra

n
d

_
B

24 26 28 30 32 34 36 38 40

Raisins Box Plot
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Raisins Box Plot
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3. What if there were four brands of raisins? 

 
       number of raisins 

 

 

 

 

4. Stephen wants to investigate the spending habits of males and females. He compares the 

amounts spent per week on reading materials by males and females in a random sample of 

college students by generating the following plots.  

 

 

What can Stephen conclude? 

 

 

 

 

 

5. When comparing these distributions, what did you think were the most important aspects to 

consider? 
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Sampling to Estimate Probability Activity   Name_________________________ 

 

Tossing Pigs Activity 

 

 

 

With your group members, predict the probability that the pig lands on its back when it is tossed. 

Record the details of your investigation and be prepared to support your prediction with those 

details. 

 

 

 

 

 

 

 

 

Tossing pigs from the 

Pass the Pigs game 
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Sampling Distribution Activity    Name_________________________ 

 

PART 1 

The distribution for a population of test scores is displayed below on the left.  Each of the other 

five graphs labeled A through E represents possible distributions of sample means for random 

samples drawn from the population. 
 

 

 

1. Which graph represents a distribution of sample means for 500 samples of size 4? (circle one) 

  A B C D E 

 

2. I expect this sampling distribution to have (circle one) less, the same, more variability than 

the population? 

 

3. Which graph represents a distribution of sample means for 500 samples of size 16? (circle 

one)   A B C D E 

 

4.  I expect this sampling distribution to have (circle one) less, the same, more variability than 

the first sampling distribution? 
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PART 2 

 

1. The student body at many community colleges is considered a commuter population.  The 

following question was asked of the Student Affairs Office: “How far (one way) does the 

average community college student commute daily?”  The office answered: “Approximately 10 

miles.”  Sam, a student, believed it was more than 10 miles and decided to test the statement.  He 

took a sample of 50 students. The population standard deviation () is known to be 5 miles.   

 

a. What is the unknown population parameter? __________________________________ 

 

 

b. Construct the Sampling Distribution for samples of 50 students’ commuting distances. 

 

 

 

 

 

 

c. Suppose Sam found the average commuting distance, X , of his sample of 50 students to be 

10.75 miles. What do you think about the original statement of 10 miles? 

 

 

 

 

 

 

 

2. A psychologist wants to determine whether the average time it takes an adult to react to a 

certain emergency situation is really 0.56 seconds as claimed by others.  From similar studies, 

she can assume the standard deviation is 0.1 seconds.  She decides to use a random sample of 35 

adults. 

 

a. What is the unknown population parameter? __________________________________ 

 

 

b. Construct the Sampling Distribution for samples of 35 adult reaction times. 

 

 

 

 

 

 

c. Suppose the psychologist found the average reaction time, X , of her sample of 35 adults to be 

0.61 seconds. What do you think about the claim of 0.56 seconds? 
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Appendix B 

First Task-Based Interview: Comparing Distributions 

Two schools are comparing some classes to see which is better at quick recall of 9 math facts. In 

each part of this question you will be asked to compare different classes. Each box is one 

person’s test score.  

PART 1 

 

Scores for Blue Class:  

 2, 2, 2, 2, 3, 3 

  

 

 

 

 

 

Scores for Red Class:  

 6, 6, 6, 7, 7, 7 

 

 

 

 

 

Did the two classes score equally well or did one of the classes score better?  

 

 

 

  Blue 

Number 

of 

People 

 

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 

  Red 

Number 

of 

People 

 

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 
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PART 2 

 

 

Scores for Green Class:  

 3, 4, 4, 5, 5, 5, 5, 6, 6, 6 

 

 

 

 

 

 

 

Scores for Purple Class:  

 3, 4, 4, 4, 4, 5, 5, 6, 6, 7 

 

 

 

 

 

 

 

Did the two classes score equally well or did one of the classes score better?  

 

 

 

  Green 

Number 

of 

People 

 

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 

  Purple 

Number 

of 

People 

 

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 
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PART 3 

 

 

Scores for Yellow Class:  

 4, 4, 5, 5, 5, 5, 5, 6, 6 

 

 

 

 

 

 

 

Scores for Brown Class:  

 3, 4, 4, 5, 5, 5, 6, 6, 7 

 

 

 

 

 

 

 

Did the two classes score equally well or did one of the classes score better?  

 

 

 

  Yellow 

Number 

of 

People 

 

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 

  Brown 

Number 

of 

People 

 

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 
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PART 4 

 

 

Scores for Pink Class:    

 2, 3, 3, 3, 3, 4, 4, 4, 4, 4, 4, 5, 5, 5, 5, 5,  

 5, 5, 6, 6, 6, 6, 6, 6, 6, 7, 7, 7, 7, 7, 7, 8,  

 8, 8, 8, 9 

 

 

 

 

 

 

Scores for Black Class:  

 2, 3, 4, 4, 5, 5, 6, 6, 6, 6, 7, 7, 7, 7, 7, 7,  

 8, 8, 8, 8, 9  

 

 

 

 

 

Did the two classes score equally well or did one of the classes score better?  

 

 

 

  Pink 

 7          

 6          

Number 

of 

People 

 

 

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 

  Black 

 7          

 6          

Number 

of 

People 

 

 

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 
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PART 5 

 

Scores for Orange Class:    

 2, 3, 3, 3, 4, 4, 4, 4, 4, 4, 4, 4, 5, 5, 5, 5,  5, 

5, 5, 5, 5, 5, 5, 5, 6, 6, 6, 6, 6, 6, 6, 6,  7, 7, 7, 8 

  

 

 

 

 

 

 

 

Scores for Grey Class:  

 3, 4, 4, 4, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5,  

 5, 5, 6, 6, 6, 7  

   

 

 

 

 

 

 

 

Did the two classes score equally well or did one of the classes score better?  

 

  Orange 

 13          

Number 

of 

People 

 

 

12          

11          

10          

9          

8          

7          

6          

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 

  Grey 

 13          

Number 

of 

People 

 

 

12          

11          

10          

9          

8          

7          

6          

5          

4          

3          

2          

1          

 1 2 3 4 5 6 7 8 9 

  Number Correct 
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Protocol for the First Task-Based Interview: Comparing Distributions 

 

Classroom  In the Comparing Distributions Activity, you wrote that the most  

Activity important aspects to consider were_____________________. Can you talk  

  about that a little more? 

 

PART 1 After students answer the question: 

   > How would you convince someone else of this? 

PART 2 After students answer the question: 

   > How would you convince someone else of this? 

  If students answer that the Green class scored better: 

   > What if someone else said that the Purple class scored better   

   because one student scored a 7 and no one scored a 7 in the Green   

   class? How would you convince this person that the Green class   

   scored better? 

  If students answer that the Purple class scored better: 

   > What if someone else said that the Green class scored better   

   because more students scored 5 and 6 in the Green class? How   

   would you convince this person that the Purple class scored better? 

PART 3 If students answer that the classes scored equally well or that the Yellow   

  class scored better: 

   > What if someone else said that the Brown class scored better   

   because one student scored a 7 and no one scored a 7 in the Yellow  

   class? How would you argue that? 

  If students answer that the Brown class scored better: 

   > What if someone else said that the Yellow class scored better   

   because more students scored a 5 than in the Brown class? How   

   would you convince this person that the Brown class scored better? 
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PART 4 If students answer that the classes scored equally well: 

   > What if someone else said that the Pink class scored better   

   because more students scored 5 and 6 than in the Black class? How  

   would you argue that? 

   > What if someone else said that the Black class scored better   

   because most of their students scored a 7? How would you argue   

   that? 

  If students answer that the Black class scored better: 

   > What if someone else said that the Pink class scored better   

   because more students scored 5 and 6 than in the Black class? How  

   would you argue that? 

  If students answer that the Pink class scored better: 

   > What if someone else said that the Black class scored better   

   because most of their students scored a 7? How would you    

   convince this person that the Pink class scored better? 

 

PART 5 If students answer that the classes scored equally well: 

   > What if someone else said that the Orange class scored better   

   because one student scored an 8? or because more students scored   

   4 and 6 than in the Grey class? How would you argue that? 

   > What if someone else said that the Grey class scored better   

   because more students scored a 5 than in the Orange class? How   

   would you argue that? 

  If students answer that the Orange class scored better: 

   > What if someone else said that the Grey class scored better   

   because more students scored a 5 than in the Orange class? How   

   would you argue that? 

  If students answer that the Grey class scored better: 

   > What if someone else said that the Orange class scored better   

   because one student scored an 8? or because more students scored   

   4 and 6 than in the Grey class? How would you argue that? 
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Appendix C 

Second Task-Based Interview: Estimating a Probability 

 

PART 1 

Tossing Monopoly Houses Activity 

    Here are my results from 1,000 tosses of the Monopoly house.  

House landed Number 

Upright 176 

On roof 525 

On side 299 

 

 

 

 

 

PART 2 

Green Beads Activity 

This jar contains approximately 2000 colored beads. Could you give an estimate of the number 

of green beads in the jar? How would this be reported as a proportion? 
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Protocol for Second Task-Based Interview: Estimating a Probability 

 

Classroom  In the Tossing Pigs Activity, you predicted the probability that the pig Activity 

  would land on its back to be_____________________. Can you tell me   

  how you decided on that? 

 

PART 1 a. If you were to toss this Monopoly house, how do you think it would   

  most likely land? 

   >Why do you think it is most likely to land that way? 

   > How would you convince someone that this is the side that is   

   most likely to land that way? 

  b. What do you think the probability is that the house will land upright? 

   >How did you decide on that probability? 

  c. Could you find the probability that the Monopoly house will land   

  upright?  

   > Do you have a strategy in mind for how you will find the    

   probability?      

   > How would you convince another classmate that this is the   

   probability? 

  d. Here are my results from 1,000 tosses of the Monopoly house. Would   

  that help you? 

   If students do not use the results from 1,000 tosses: 

   > What if a classmate said the probability was .176 based on these   

   results? How would you respond to that? 

PART 2 Before students begin: 

   >What are some of the ways you could go about estimating this   

   number? 

  Once students begin to take samples with the slotted paddle: 

   > Do you have a strategy in mind for how you will estimate the   

   number of green beads? 
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Appendix D 

Third Task-Based Interview: Sampling Distribution 

PART 1 

The distribution for a population of test scores is displayed below on the left.  Each of the other 

five graphs labeled A through E represents possible distributions of sample means for random 

samples drawn from the population. 

 

1. Which graph represents a distribution of sample means for 500 samples of size 4? (circle one) 

  A B C D E 

 

2. I expect this sampling distribution to have (circle one) less, the same, more variability than 

the population? 

 

3. Which graph represents a distribution of sample means for 500 samples of size 16? (circle 

one)   A B C D E 

 

4.  I expect this sampling distribution to have (circle one) less, the same, more variability than 

the first sampling distribution? 
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PART 2 

 

 

n=5 

 

 

n=10 

 

  

n=25 

 

(1) Approximately what values of the 

sample mean for samples of size 5 would 

be reasonably likely? 

 

(2) Rare events are defined as those that 

will occur less than 5% of the time. What 

values of the sample mean for samples of 

size 5 would you consider rare? 

(1) Approximately what values of the 

sample mean for samples of size 10 would 

be reasonably likely? 

 

(2) What values of the sample mean for 

samples of size 10 would you consider 

rare? 

(1) Approximately what values of the 

sample mean for samples of size 25 would 

be reasonably likely? 

 

(2) What values of the sample mean for 

samples of size 25 would you consider 

rare? 
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PART 3 
 

Return to the Monopoly Houses Activity 

 

You estimated the probability that a house would land upright to be __________. 

 

 

Below is the distribution for 200 samples of size 10 for the proportion of houses that landed 

upright.  

 

 

 

 
    0/10   1/10    2/10   3/10   4/10   5/10    6/10 

 

 

 

 

 

 

Can you determine if the probability that a hotel will land upright is the same as that for a house? 
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Protocol for Third Task-Based Interview: Sampling Distribution 

 

Classroom  In the Sampling Distribution Activity, you wrote that you thought the  

Activity original statement of 10 miles was_____________________. Can you talk  

  about that a little more? 

  You also wrote that the claim of 0.56 seconds was _________________.   

  Can you talk about that a little more? 

 

PART 1  Questions 1 and 2: 

 

    >How confident are you that you chose the correct graph? 

 

   >Can you talk about why you expected this sampling distribution   

   to have less, the same, or more variability than the population?    

    

 

  Questions 3 and 4: 

 

    >How confident are you that you chose the correct graph? 

 

   > Can you talk about why you expected this sampling distribution   

   to have less, the same, or more variability than the population?    

 

    

 

PART 2 Random Rectangles in Fathom 

 

  Show students how the sampling distribution of mean areas is generated   

  from samples of rectangles and their areas. Explore what happens to the   

  sampling distribution of 200 sample means when the sample size changes   

  from 5 to 10 to 25. 

  

   >Is the sampling distribution affected by the change in sample   

   size? 

 

   >If yes, how so? 

 

   >Is there an aspect of the sampling distribution that seems    

   unaffected by the change in sample size? 

 

   > How would you explain these changes? Or the aspects that do   

   not change? 
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  Examine the sampling distribution graphs of the sample sizes of 5, 10, and  

  25 and briefly discuss mean areas that would be likely or expected and   

  those that would be unlikely or rare. 

 

   >What about these sampling distributions indicate what mean   

   areas you would consider likely and those you would consider   

   rare? 

 

PART 3 After introducing the sampling distribution graph: 

 

   >Is there a way you could describe how this graph might have   

   been created to someone else? 

 

  Before answering the question about the hotels: 

 

   > I have Monopoly hotels that resemble the houses. Do you think   

   the hotels will behave the same as the houses? 

 

   >How do you think the distribution for 200 samples of size 10   

   might look for the hotels that land upright? 

   

  Question about hotels:  

 

   > Can you determine if the probability that a hotel will land   

   upright is the same as that for a house? 

 

  Once students answer the question about the hotels: 

 

   >Can you explain how you determined that these probabilities are   

   the same (or different)? 

 

   >What convinces you that the probability that a hotel will land   

   upright is the same (or different) than the probability that a house   

   will land upright? 

 

  If students have difficulty getting started: 

 

   >How could this distribution of 200 sample proportions help you   

   to determine if the probabilities are the same? 

 

   >How did you determine this probability for the Monopoly    

   houses? 
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Appendix E 

Fourth Task-Based Interview: Formal Statistical Inference 

PART 1 Below are ten 90% confidence intervals for the proportion of red beads in the container based 

on class results from 10 random samples. 

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

  

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1  

 

In our second meeting, you estimated the proportion of green beads in the container to be ______.  

 

Based on these intervals, can you say anything about the proportion of red beads? 
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PART 2 

1. Draw a sample from the jar of 2000 beads. Estimate the proportion of red beads in the 

population with a 90% confidence interval.  

 

 

 

 

2. Interpret this interval. 

 

 

 

 

 

 

 

PART 3 

A student believes the proportion of red beads in the container is 70%. Use your sample from 

Part 2 to test this hypothesis. Would you agree? 
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Protocol for Fourth Task-Based Interview: Formal Statistical Inference 

 

 

PART 1  If students have difficulties answering the question about these confidence  

  intervals: 

   >What makes these confidence intervals different from one   

   another? 

   >Are there similarities between these confidence intervals? 

   >What does it mean to be “90% confident”? 

   >What does this tell you about the proportion of red beads in the   

   container? 

 

 

PART 2  If students have difficulty getting started: 

   >How could your sample help in constructing the confidence   

   interval? 

   >What are the components of a confidence interval? 

  If students have difficulty with the formula, it will be provided:    

  
ˆ ˆ(1 )

ˆ *
p p

p z
n


  

   >Can you tell me what p̂  represents? 

   >Can you tell me what 
ˆ ˆ(1 )p p

n


 represents? 

  Once students have constructed the confidence interval: 

   >If another classmate did not know what this confidence interval   

   meant,  how would you explain what it means to him/her? 
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PART 3 If students have difficulty getting started: 

   >How can you use your result in Part 2? 

   >Would constructing the sampling distribution be helpful? 

  If students have difficulty with the formula for the test statistic, it will be   

  provided: 
ˆ

(1 )

o

o o

p p
z

p p

n





 

   >What is a z-value? 

   >Can you tell me what    -    represents? 
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Appendix F 

Pre/Posttest Assessment 

Pretest       Name_________________________ 

 

A drug company developed a new formula for their headache medication. To test the 

effectiveness of this new formula, 250 people were randomly selected from a larger population 

of patients with headaches. 100 of these people were randomly assigned to receive the new 

formula medication when they had a headache, and the other 150 people received the old 

formula medication. The time it took, in minutes, for each patient to no longer have a headache 

was recorded. The results from both of these clinical trials are shown below.  

 

The items below present statements made by two different statistics students. For each statement, 

indicate whether you think the student’s conclusion is valid. 

 

1. The old formula works better. Two people who took the old formula felt relief in less than 20 

minutes, compared to none who took the new formula. Also, the worst result - near 120 minutes - 

was with the new formula. 

 a. Valid  b. Not valid 

2. The average time for the new formula to relieve a headache is lower than the average time for 

the old formula. I would conclude that people taking the new formula will tend to feel relief 

about 20 minutes sooner than those taking the old formula. 

 a. Valid  b. Not valid 
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Suppose that there is a special summer camp for track athletes. There is one group of 100 

athletes that run a particular race, and they are all pretty similar in their height, weight, and 

strength. They are randomly assigned to one of two groups. One group gets an additional weight-

training program. The other group gets the regular training program without weights. All the 

students from both groups run the race and their times are recorded, so that the data could be 

used to compare the effectiveness of the two training programs. 

Presented below are some possible graphs that show boxplots for different scenarios, where the 

running times are compared for the students in the two different training programs (one with 

weight training and one with no weight training). Examine each pair of graphs and think about 

whether or not the sample data would lead you to believe that the difference in running times is 

caused by these two different training programs. (Assume that everything else was the same for 

the students and this was a true, well-designed experiment.) 

  

  

 

3. Which set of boxplots show the MOST convincing evidence that the weight-training program 

was more effective in DECREASING athletes’ running times? 

 A  B  C  D 

 

4. Which set of boxplots shows the LEAST convincing evidence that the weight-training 

program was more effective?  

 A  B  C  D 

Training

No_Traini...

20 30 40 50 60 70 80 90 100

A Box Plot

Training

No_Traini...

20 30 40 50 60 70 80 90 100

B Box Plot

Training

No_Traini...

20 30 40 50 60 70 80 90 100

C Box Plot

Training

No_Traini...

20 30 40 50 60 70 80 90 100

D Box Plot
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A game company created a little plastic dog that can be tossed in the air. It can land either with 

all four feet on the ground, lying on its back, lying on its right side, or lying on its left side. 

However, the company does not know the probability of each of these outcomes. They want to 

estimate the probabilities. 

 

5. Which of the following methods is most appropriate? 

 

 a. Since there are four possible outcomes, assign a probability of 1/4 to each outcome. 

 

 b. Toss the plastic dog many times and see what percent of the time each outcome  occurs. 

 

 c. Simulate the data using a model that has four equally likely outcomes. 

 

 d. None of the above. 

 

Below are the results of 10, 100, and 1,000 spins of the same spinner.  

           10 spins                  100 spins                     1,000 spins 

      

                  

6. What is the best approximation of the probability of getting yellow when using this spinner?  

 a. 0.4   b. 0.28   c. 0.323 

 

A certain manufacturer claims that they produce 50% brown candies. Sam buys a large family 

size bag of these candies and Kerry buys a small fun size bag.  

7. Sam discovers that his bag contains 20% brown candies. Is this surprising? 

 Yes    No 

8. Kerry discovers that her bag contains 80% brown candies. Is this surprising? 

 Yes    No 
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Below is a model for the sampling distribution of the proportion of heads you would expect 

when a fair coin is balanced 10 times on its edge. The model was created using simulation for the 

“fair” process of obtaining heads 50% of the time. 

 

 

 

Two people balance a coin 10 times. One person obtains a proportion of heads of 0.7 and the 

other 0.9. These results are marked on the distribution. 

 

9. Is it reasonable to conclude that the coin is “fair” with a sample proportion of 0.7 heads? 

 Yes    No 

 

10. Is it reasonable to conclude that the coin is “unfair” with a sample proportion of 0.9 heads? 

 Yes    No  

 

 

 

 

 

 

0.9 

0.7 
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Shown below is a graph of scores from many sections of students who have taken a particular 

exam. For this population, the average score is 74. 

 

   

   

 

A random sample of 50 students in the class this year, given the exact same exam, had a mean 

exam score of 78. 

 

11. Do you think that the teacher can say that this year’s students did better on average than what 

would be expected?  

 Yes    No 

 

 

12. Do you think this higher sample average score could just be due to chance? 

 Yes    No 
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Additional Questions on the Posttest 

A high school statistics class wants to estimate the average number of chocolate chips in a 

generic brand of chocolate chip cookies. They collect a random sample of cookies, count the 

chips in each cookie, and calculate a 95% confidence interval for the average number of chips 

per cookie (18.6 to 21.3). Indicate if each interpretation is valid or invalid. 

13. We expect 95% of the cookies to have between 18.6 and 21.3 chocolate chips. 

 a. Valid  b. Invalid  c. Unsure 

 

14. We would expect about 95% of all possible sample means from this population to be 

between 18.6 and 21.3 chocolate chips. 

 a. Valid  b. Invalid  c. Unsure 

 

15. We are 95% certain that the confidence interval of 18.6 to 21.3 includes the true average 

number of chocolate chips per cookie. 

 a. Valid  b. Invalid  c. Unsure 

 

 

16. Two different samples will be taken from the same population of test scores where the 

population mean and standard deviation are unknown. The first sample will have 25 data values, 

and the second sample will have 64 data values. A 95% confidence interval will be constructed 

for each sample to estimate the population mean. Which confidence interval would you expect to 

have greater precision (a smaller width) for estimating the population mean? 

a. I expect the confidence interval based on the sample of 64 data values to be more precise. 

b. I expect both confidence intervals to have the same precision. 

c. I expect the confidence interval based on the sample of 25 data values to be more precise. 

 

 



202 

 

 

Each of the 110 students in a statistics class selects a different random sample of 35 Quiz scores 

from a population of 5000 scores they are given. Using their data, each student constructs a 90% 

confidence interval for μ the average Quiz score of the 5000 students. 

17. Which of the following conclusions is correct? 

 a. About 10% of the sample means will not be included in the confidence intervals. 

 b. About 90% of the confidence intervals will contain μ. 

 c. It is probable that 90% of the confidence intervals will be identical. 

 d. About 10% of the raw scores in the samples will not be found in these confidence intervals. 

 

A research article reports the results of a new drug test. The drug is to be used to decrease vision 

loss in people with Macular Degeneration. The article gives a p-value of .04 in the analysis 

section. Indicate if each interpretation is valid or invalid. 

18. The p-value of .04 is the probability of getting results as extreme as or more extreme than the 

ones in this study if the drug is actually not effective. 

 a. Valid  b. Invalid  c. Unsure 

 

19. The p-value of .04 is the probability that the drug is effective. 

 a. Valid  b. Invalid  c. Unsure 

 

20. A research article gives a p-value of .001 in the analysis section. Which definition of a p-

value is the most accurate? 

 a. the probability that the observed outcome will occur again. 

 b. the probability of observing an outcome as extreme or more extreme than the one 

 observed if the null hypothesis is true. 

 c. the value that an observed outcome must reach in order to be considered significant  under 

 the null hypothesis. 

 d. the probability that the null hypothesis is true. 
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It has been established that under normal environmental conditions, adult largemouth bass in 

Silver Lake have an average length of 12.3 inches with a standard deviation of 3 inches. People 

who have been fishing Silver Lake for some time claim that this year they are catching smaller 

than usual largemouth bass.  

A research group from the Department of Natural Resources took a random sample of 100 adult 

largemouth bass from Silver Lake and found the mean of this sample to be 11.2 inches.  

21. Which of the following is the most appropriate statistical conclusion? 

 a. The researchers can conclude that the fish are smaller than what is normal because the 

 sample mean should be almost identical to the population mean with a large sample of 100 

 fish. 

 b. The researchers can conclude that the fish are smaller than what is normal because the 

 difference between 12.3 inches and 11.2 inches is much larger than the expected sampling 

 error. 

 c. The researchers cannot conclude that the fish are smaller than what is normal because 11.2 

 inches is less than one standard deviation from the established mean (12.3 inches) for this 

 species. 

 

It is reported that scores on a particular test of historical trivia given to high school students are 

approximately normally distributed with a mean of 85. Mrs. Rose believes that her 5 classes of 

high school seniors will score significantly better than the national average on this test. At the 

end of the semester, Mrs. Rose administers the historical trivia test to her students. The students 

score an average of 89 on this test. After conducting the appropriate statistical test, Mrs. Rose 

finds that the p-value is .0025. 

22. Which of the following is the best interpretation of the p-value? 

 a. A p-value of .0025 provides strong evidence that Mrs. Rose's class outperformed  high 

 school students across the nation. 

 b. A p-value of .0025 indicates that there is a very small chance that Mrs. Rose's class 

 outperformed high school students across the nation. 

 c. A p-value of .0025 provides evidence that Mrs. Rose is an exceptional teacher who  was 

 able to prepare her students well for this national test. 

 d. None of the above. 
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