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Primordial Perturbations in Einstein-Aether and BPSH Theories
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We study the primordial perturbations generated during a stage of single-field inflation in Einstein-aether theories. Quantum fluctuations of the inflaton and aether fields seed long wavelength adiabatic and isocurvature scalar perturbations, as well as transverse vector perturbations. Geometrically, the isocurvature mode is the potential for the velocity field of the aether with respect to matter. For a certain range of parameters, this mode may lead to a sizable random velocity of the aether within the observable universe. The adiabatic mode corresponds to curvature perturbations of co-moving slices (where matter is at rest). In contrast with the standard case, it has a non-vanishing anisotropic stress on large scales. Scalar and vector perturbations may leave significant imprints on the cosmic microwave background. We calculate their primordial spectra, analyze their contributions to the temperature anisotropies, and formulate some of the phenomenological constraints that follow from observations. These may be used to further tighten the existing limits on the parameters for this class of theories. The results for the scalar sector also apply to the extension of Hořava gravity recently proposed by Blas, Pujolàs and Sibiryakov.

I. INTRODUCTION

The enigmas of dark matter and cosmic acceleration have motivated the exploration of theories where gravity is “modified” at large distances. On the other hand, the range of possibilities for constructing such theories is severely limited by the requirement of general covariance, and for that reason, most of the proposed alternatives to General Relativity (GR) can in fact be cast as GR coupled to new fields.¹

Cosmic acceleration may be due to a scalar field slowly rolling down a potential [4,5], or simply sitting in one of its local minima [9]. Alternatively, it can be driven by the non-minimal kinetic term of a k-essence scalar field with a Lagrangian of the form $\rho(X, \phi)$, where $X = \partial_{\mu} \phi \partial^{\mu} \phi$. This form is quite versatile, and can be used to mimic cosmic fluids with a wide range of possibilities for the effective equation of state and speed of sound, including those which are characteristic of dark energy and cold dark matter [10].

The gradient of the k-essence field, $\partial_{\mu} \phi$, is a time-like vector which spontaneously breaks Lorentz invariance, in a way that is parametrically independent of its effects on the time evolution of the background geometry. In particular, Lorentz invariance can be spontaneously broken by $\partial_{\mu} \phi$ while the background spacetime remains maximally symmetric, a situation which is known as ghost condensation [11]. Still, the “fluid” responds to the gravitational pull of ordinary matter, leading to modifications of the long range potentials.

More generally, theories with a massive graviton can be written in a covariant form as GR coupled to a set of “Stückelberg” scalar fields $\phi^A$ with non-minimal kinetic terms, whose gradients have non-vanishing expectation values [12,13]. Depending on the interactions and the expectation values of the condensates, this can describe different phases of massive gravity. Aside from the Lorentz preserving Fierz-Pauli phase [12] (see also [14]), Lorentz breaking phases have been investigated in [13]. Some of these have interesting phenomenology, such as the absence of ghosts in the linearized spectrum, a massive graviton with just two transverse polarizations, and weak gravitational potentials which differ from those in standard GR by terms proportional to the square of the graviton mass [13,15,16].

Additional fields of spin 2 have been considered in bi-gravity (or multi-gravity) theories [17], where spacetime is endowed with several metrics interacting with each other non-derivatively. Due to general covariance, only one of the gravitons in the linearized spectrum stays massless, while the remaining ones acquire masses proportional to the non-derivative interaction terms. Lorentz invariance can be broken spontaneously even in cases where all metrics are flat, provided that their light-cones have different limiting speeds. This leads to phenomenology [18] similar to that of certain phases of Lorentz breaking massive gravity referred to above [13,15,16], of which multigravity can be seen as a particular realization.

Finally, additional vector fields have received considerable attention in cosmology. Effective field theories for vectors are strongly constrained by stability requirements. Typically, those with non-trivial cosmological dynamics contain a massive ghost [19], which can be removed from the spectrum by sending its mass to infinity. This amounts to imposing a fixed-norm constraint on the

¹ A counterexample is the DGP brane-world scenario, where gravity is modified in the infrared by a continuum of Kaluza-Klein gravitons [1]. Because of the continuum, DGP cannot be formulated as a standard four dimensional GR with additional fields. See also [2] and [3], for recent related proposals in the four dimensional context.
vector, which in turn forces a Lorentz-breaking vacuum expectation value. This led Jacobson and Mattingly to dub this type of models Einstein-aether theories \[20, 21\]. Their low-energy excitations are the Goldstone bosons of the broken Lorentz symmetry,\(^2\) which will participate in the dynamics of the long range gravitational interactions.

An interesting recent development is the proposal by Hofava \[25\] that a Lorentz-breaking theory of gravity may be renormalizable and UV complete. The breaking of Lorentz invariance in this case is implemented by introducing a preferred foliation of space-time, but no additional structure. As pointed out in \[20\], any theory with a preferred foliation can be written in a generally covariant form by treating the time parameter which labels the different hypersurfaces as a St"uckelberg scalar field \(T\). The foliation is considered to be physical, but not the parametrization, and therefore the covariant theory should be invariant under field redefinitions \(T \rightarrow f(T)\). In other words, the Lagrangian can have a dependence on the unit normal to the hypersurfaces, but not on the magnitude of the gradient \(T_{\mu}\) (in contrast with the examples of k-essence and ghost condensation mentioned above). From this observation, Blas, Pujol"as and Sibiryakov showed \[27\] that Hofava gravity could be extended by including in the action all terms compatible with reparametrization symmetry, and consistent with power counting renormalizability. Interestingly enough, this extension also cured certain problems in the scalar sector of the original proposal (such as instabilities and strong coupling at low energies \[26\]). Jacobson \[28\], has recently clarified the relation between the Einstein-aether theory and this extended version of Hofava gravity, which he dubbed BPSH gravity. In particular, he pointed out that any solution of Einstein-aether where the vector field is hypersurface orthogonal is also a solution of the low energy limit of BPSH gravity.

Since the aether only interacts gravitationally, any signal of it must be proportional to a power of \((E/M_P)^2\), where \(M_P\) is the reduced Planck mass, and \(E\) is an energy scale. Thus, even though the aether contains massless fields, its presence is hard to detect. In that respect, inflation provides an interesting window to probe the aether and its implications. During inflation, short-range vector, which will participate in the dynamics of the long range gravitational interactions.

A previous work on the impact of adiabatic scalar perturbations on the cosmic microwave background radiation (CMB) and large scale structure in (generalized) aether theories, see \[31, 32\].

While this paper was being prepared, an interesting related paper by Kobayashi, Urakawa and Yamaguchi appeared \[33\], which analyzes the post-inflationary evolution of the adiabatic scalar mode in BPSH theory. Where we overlap, our conclusions agree.

The plan of the paper is the following. In Section \[II\] we review the basics of Einstein-aether theory and the homogeneous cosmological solutions. Sections \[III, IV, V\] are devoted to the analysis of tensor, scalar and transverse vector perturbations respectively. Section \[VI\] analyzes the contribution of vector modes to the CMB spectrum.

Readers familiar with the details Einstein-aether or BPSH theory are encouraged to jump directly to the concluding Section \[VII\] for a self contained summary of the main results.

Appendix \[A\] summarizes the existing bounds on the parameters of Einstein-aether theories. Appendix \[B\] discusses the equations of motion for the scalar sector of the theory in the longitudinal gauge. Appendix \[C\] deals with the canonical reduction of the scalar sector to the two physical degrees of freedom (a necessary step for the proper normalization of the vacuum fluctuations). Appendix \[D\] contains a derivation of the long wavelength adiabatic and isocurvature scalar modes, for generic matter content and expansion history. Appendix \[E\] derives the CMB temperature anisotropies due to vector modes.

\[\text{II. EINSTEIN-AETHER THEORIES}\]

The Einstein-aether is described by the most general Lagrangian with two derivatives acting on a vector field of constrained norm \[20\],

\[
\mathcal{L}_A = c_1 \nabla_\alpha A^\gamma \nabla^\alpha A_\gamma + c_2 \nabla_\alpha A^\alpha \nabla_\gamma A^\gamma + c_3 \nabla_\alpha A^\gamma \nabla_\gamma A^\alpha - c_4 A^\alpha \nabla_\beta A^\gamma \nabla_\beta A_\gamma + \lambda (A^\alpha A_\alpha + 1). \tag{1}
\]

Here, the \(c_i\) are dimensionless coefficients, and \(\lambda\) is a Lagrange multiplier that enforces the constraint

\[
A^\mu A_\mu = -1. \tag{2}
\]
The Lagrangian \([1]\) can be thought of as the low-energy description of a theory in which boost invariance is spontaneously broken by the expectation value of \(A_\mu\), while spatial rotations and translations remain unbroken. The fixed-norm constraint eliminates the "radial" degree of freedom in field space, which is typically a ghost. We assume that \(A_\mu\) is "minimally coupled" to gravity and to the rest of matter, so the total action is of the form,

\[
S = \frac{M_P^2}{2} \int d^4x \sqrt{-g} \left( R + \mathcal{L}_A \right) + \int d^4x \sqrt{-g} \mathcal{L}_m. \tag{3}
\]

Here \(M_P\) is the reduced Planck mass, and \(\mathcal{L}_m\) is the Lagrangian of ordinary matter, which we assume does not contain couplings to the aether field.

The gravitational equations involve the energy-momentum tensor of the vector, \(T_{\mu\nu} = (-1/\sqrt{-g})(\delta S_A/\delta g^{\mu\nu})\). This is given by

\[
T_{\mu\nu} = \nabla_\sigma \left( J^{\sigma}_\mu A_\nu - J^{\sigma}_\nu A_\mu \right) - J^{\sigma}_\mu A^{\sigma} + Y_{\mu\nu} + \frac{1}{2} g_{\mu\nu} \mathcal{L}_A + \lambda A_\mu A_\nu - c_4 A^\alpha A^\beta \nabla_\alpha A_\beta, \tag{4}
\]

where

\[
J^{\alpha}_\sigma = c_1 \nabla^\alpha A_\sigma + c_2 \delta^\alpha_\sigma \nabla^\beta A_\beta + c_3 \nabla_\alpha A^\beta - c_4 A^\alpha A^\beta \nabla_\beta A_\sigma,
\]

and

\[
Y_{\alpha\beta} = c_1 \left[ (\nabla_\gamma A_\alpha)(\nabla_\beta A_\gamma) - (\nabla_\gamma A_\beta)(\nabla_\alpha A_\gamma) \right]. \tag{5}
\]

Variation of the Lagrangian density \([1]\) with respect to \(A\) leads to the field equation

\[
\nabla_\alpha \left( J^{\alpha}_\beta \right) + c_4 A^\alpha \left( \nabla_\alpha A^\gamma \right) (\nabla_\beta A_\gamma) = \lambda A_\beta, \tag{6}
\]

while variation of the Lagrangian density with respect to the Lagrange multiplier \(\lambda\) imposes the fixed norm constraint \([2]\).

The coefficients \(c_i\) are subject to both theoretical and phenomenological restrictions, which we collect in Appendix \([A]\) and summarize in Table \([1]\). Their magnitude, relative to the symmetry breaking scale, can be estimated from dimensional analysis. The field redefinition \(A_\mu = \tilde{A}_\mu/M\) leads to the fixed norm constraint \(\tilde{A}_\mu \tilde{A}^\mu = -M^2\), from which we may interpret \(M\) as the scale at which Lorentz symmetry is spontaneously broken. In terms of the coefficients \(\tilde{c}_i\) that would multiply the action for the rescaled field \(A\), the original coefficients are given by

\[
c_{1,2,3} = \left( \frac{M}{M_P} \right)^2 \tilde{c}_{1,2,3} \quad \text{and} \quad c_4 = \left( \frac{M}{M_P} \right)^2 \tilde{c}_4.
\]

We expect the dimensionless \(\tilde{c}_{1,2,3}\) to be of order one, and the dimensionful \(\tilde{c}_4\) to be of order \(M^{-2}\), which leads to

\[
c_i \sim \frac{M^2}{M_P}. \tag{8}
\]

For convenience, in what follows we use the abbreviations

\[
c_{13} = c_1 + c_3, \quad c_{14} = c_1 + c_4, \quad \alpha = c_1 + 3c_2 + c_3, \quad \beta = c_1 + c_2 + c_3. \tag{9}
\]

Note that \(\alpha = 3\beta - 2c_1\), so these abbreviations are not supposed to be an independent parametrization. Note also that our coefficients \(c_i\) and those of other works in the aether literature may have opposite signs.

### Cosmological dynamics

Let us consider the dynamics of a spatially flat unperturbed Friedman-Robertson-Walker universe in the presence of the aether. Homogeneity and isotropy constrains the form of the metric and of the aether. With the line element given by \(ds^2 = a^2(\eta) \left[ -d\eta^2 + d\vec{x}^2 \right]\) we have, from Eq. \([2]\),

\[
A^\mu = (a^{-1}, 0, 0, 0). \tag{10}
\]

Substituting into the expression for the energy-momentum tensor \([4]\), we find that the energy density and pressure of the vector field are respectively given by

\[
\rho_A = \frac{3\alpha}{16\pi G a^2} \mathcal{H}^2, \quad p_A = -\frac{\alpha}{16\pi G a^2} \left( \mathcal{H}^2 + 2 \mathcal{H}' \right), \tag{11}
\]

where \(G = 1/8\pi M_P^2\), \(\mathcal{H} = a'/a\) and a prime denotes a derivative with respect to conformal time. Thus, Einstein’s equations read

\[
\mathcal{H}^2 = \frac{8\pi G \cos a^2 \rho}{3}, \quad \mathcal{H}' = -\frac{4\pi G \cos a^2 (\rho + 3p)}, \tag{12a}
\]

where \(\rho\) and \(p\) are the energy density and pressure of the remaining matter fields (aether excluded) and

\[
G_{\cos} = \left( 1 - \frac{\alpha}{2} \right)^{-1} G. \tag{13}
\]

A comparison with the same equations in the absence of the aether shows that the effect of the vector field is merely to "renormalize" the value of Newton’s gravitational constant \([24]\): the energy density and pressure of the vector field mimic that of the remaining components in the universe.

On the other hand, the gravitational field created by isolated bodies is not exactly the same as that of General Relativity, and in that sense the aether is a bona-fide modification of gravity. To lowest order in a post-Newtonian expansion, the potential sourced by a static and spherically symmetric body satisfies the Poisson equation \(\Delta \phi = 4\pi G_N \rho\), but with a modified gravitational constant \([57]\)

\[
G_N = \left( 1 + \frac{c_{14}}{2} \right)^{-1} G. \tag{14}
\]

Hence, the aether also renormalizes the gravitational constant measured in "local" experiments, but by a different amount than in the cosmological case. Post-Newtonian
corrections lead to further deviations of General Relativity, which place severe constraints on the aether parameters. A summary of these and other constraints is given in Appendix A. Nucleosynthesis, in particular, places a bound on the relative magnitude of the two Newton constants, of the form \[ G_{\text{cos}} - 1 \mid < 10\%. \] \[ \text{(15)} \]

Note that, for positive matter energy density and positive Newton’s constant \( G \), Eq. (12a) can only be solved if

\[ \alpha < 2. \] \[ \text{(16)} \]

Remarkably, this condition does not follow from any of the perturbative stability arguments which we shall consider below, but merely from the existence of a cosmological solution with positive energy density for ordinary matter. Note also that the Lagrange multiplier has a finite value along the cosmological solutions. Contracting the vector field equations of motion (7) with \( A^0 \) we have

\[ \lambda = \frac{3}{a^2} \left( \beta H^2 - c_2 H' \right). \] \[ \text{(17)} \]

For later reference, let us consider the case where the matter sector consists of a scalar field with an exponential potential,

\[ \mathcal{L}_m = -\frac{1}{2} \partial_{\mu} \varphi \partial^{\mu} \varphi - V_0 \exp \left[ -\frac{\mu}{M_P} \varphi \right]. \] \[ \text{(18)} \]

It is well-known that this potential leads to power-law inflation \[ \text{(35)} \], with a constant equation of state parameter \( w = \rho_k / \rho \) determined by the coefficient \( \mu \) in the exponential. With a constant equation of state \( w \) the solution of Eqs. (12a) and (12b) is then

\[ a \propto (-\eta)^q, \quad \text{with} \quad q = \frac{2}{1 + 3w} = \frac{1}{\epsilon - 1}, \] \[ \text{(19)} \]

where

\[ \epsilon \equiv -H'/(aH^2) = \frac{2 - \alpha}{4} \mu^2, \] \[ \text{(20)} \]

is the conventional slow-roll parameter. Note that if \( 2 - \alpha \) is sufficiently small, inflation may be de Sitter like even if \( \mu \) is of order one. This broadens the class of “natural” inflationary models that do not require particularly flat potentials, though we shall not explore this possibility here.

**Cosmological Perturbations**

The background vector field \( A^0 \) preserves rotational invariance, and so it is still convenient to use the standard decomposition of perturbations in scalars, vector and tensors under spatial rotations:

\[ ds^2 = a^2(\eta) \left[ - (1 + 2\varphi)d\eta^2 + 2(E_{,i} + S_i) d\eta dx^i + (\delta_{ij} - 2\psi \delta_{ij} + E_{,ij} + F_{i,j} + F_{j,i} + h_{ij}) dx^i dx^j \right], \] \[ \text{(21)} \]

and

\[ A^0 = \frac{1}{a} + \delta A^0, \quad A^i = \frac{1}{a} \left( C_{,i} + V_i - S_i \right). \] \[ \text{(22)} \]

---

3 We could have \( \alpha > 2 \) if we allow \( G < 0 \). However, this leads to instabilities in the tensor modes, as we shall discuss in Section III.
Since the metric and vector fields are related to the Lagrange multiplier by Eq. \( \text{[7]} \), we also need to perturb the Lagrange multiplier,

\[
\lambda = \lambda_0 + \delta \lambda,
\]

where \( \lambda_0 \) is the background value, given by Eq. \( \text{[17]} \). Variation of the second order action with respect to \( \delta \lambda \) leads to the linearized form of the constraint \( \text{[2]} \),

\[
\delta A^0 = -\frac{\phi}{a}.
\]

Here, \( \phi, B, \psi, E, C \) are scalars, \( S_i, F_i, V_i \) are transverse vectors, and \( h_{ij} \) is a transverse and traceless tensor. Note that \( h_{ij} \) and \( V_i \) are gauge-invariant. Scalars, vectors and tensors decouple from each other in the linearized theory, so we consider each sector separately. In momentum space, our convention for the Fourier components is

\[
f_{k}(\eta) \equiv f(\eta, k) = \int \frac{d^3x}{(2\pi)^{3/2}} f(\eta, x) \exp(-ik \cdot x). \tag{25}
\]

### III. TENSOR PERTURBATIONS

As discussed in \( \text{[29]} \), the presence of the aether modifies the propagator and the dispersion relation of the tensor modes. Substituting Eq. \( \text{[21]} \) into the action \( \text{[3]} \), with matter Lagrangian given by \( \text{[18]} \), expanding to quadratic modes. Substituting Eq. \( \text{[21]} \) into the action \( \text{[3]} \), with the propagator and the dispersion relation of the tensor

\[
L^{(2)}_i = \frac{M_P^2 a^2}{8} \left[ (1 + c_{13}) h' \cdot h' - \partial_i h \cdot \partial^i h \right], \tag{26}
\]

where \( h \) stands for a matrix with components \( h_{ij} \) and the dot indicates contraction of both indices (with the Euclidean metric). On short (subhorizon) scales, gravity waves propagate at a speed \( \text{[36]} \)

\[
c_i^2 = \frac{1}{1 + c_{13}}. \tag{27}
\]

Classical stability of tensors thus imposes the condition

\[
1 + c_{13} > 0, \tag{28}
\]

since, otherwise, high frequency modes grow exponentially fast.

In the previous section we noted that the background solution only exists for \( \alpha < 2 \), implicitly assuming that the “bare” Newton’s constant is positive \( G > 0 \). Here, we note that for \( M_P^2 < 0 \), the coefficient in front of the kinetic term of \( h_{ij} \) has the “wrong” sign, and the two independent transverse and traceless tensor modes are ghosts.

A theory with ghosts is quantum mechanically unstable. The vacuum can decay by emitting positive energy particle plus negative energy quanta while conserving energy. In a Lorentz-invariant theory, the phase space available for the decay of the vacuum would be infinite, and the lifetime of the vacuum is then infinitely short, which makes the theory unviable. In a non-Lorentz invariant theory, the decay rate may be finite, and the vacuum may be sufficiently long-lived (see for instance \( \text{[27]} \)). In our case, Lorentz invariance is spontaneously broken, and the effective theory we are using is supposed to be valid only well below the symmetry breaking scale \( M \). The decay rate is UV sensitive, so strictly speaking it is unclear whether the theory can be made sense of in the presence of ghosts. However, to be conservative, we shall systematically exclude from parameter space the cases when ghosts are present.

The primordial spectrum of tensor modes seeded during inflation is immediately obtained from \( \text{[26]} \), and is inversely proportional to their propagation speed,

\[
\mathcal{P}_h(k) = \frac{1}{\pi^2 c_i M_P^2} \left| H_i \right|^2. \tag{29}
\]

Hence, the amplitude of the primordial tensor modes differs from that in general relativity (for the same values of \( H \) and \( M_P \)).

### IV. SCALAR PERTURBATIONS

The scalar sector of Einstein-aether theories consists of the five scalars \( \phi, \psi, B, E, C \) defined in Eqs. \( \text{[21]} \) and \( \text{[22]} \). Thus, the aether enlarges the scalar sector by the aether perturbation \( C \).

It is convenient to introduce a gauge-invariant description of the dynamical degrees of freedom. To this end, following \( \text{[27]} \) we note that the scalar part of the aether field \( A_{\mu} \) can be represented by means of an auxiliary scalar field \( T \) through the identification

\[
A_{\mu} \equiv \frac{-T_{\mu\nu}}{\left(-T_{\nu\nu} T^{-1}\right)^{1/2}},
\]

where it is assumed that the gradient of \( T \) is everywhere time-like. Surfaces of constant \( T \) define a foliation of space-like surfaces, and we can think of \( T \) as a time variable. Since the background \( A_{\mu} \) is aligned with the FRW temporal coordinate, the background field is given by \( T = T(\eta) \). The perturbations \( \delta T(\eta, x) \) lead to the linearized spatial components \( A_i = -(a/T) \delta T_{,i} \). From Eq. \( \text{[22]} \) we have \( A_i = a \partial_\eta (B + C) \), so it follows that

\[
\frac{\delta T}{T} = -(B + C). \tag{30}
\]

In addition to the Einstein-aether sector, we must also include the matter sector. When the dominant matter
component is the inflaton field $\varphi$, a convenient set of gauge-invariant variables is given by:

$$\zeta_a \equiv \psi - \mathcal{H}(B + C),$$  \hspace{1cm} (31a)$$
$$\delta N \equiv \frac{\mathcal{H}}{\varphi} \delta \varphi + \mathcal{H}(B + C).$$  \hspace{1cm} (31b)$$

Geometrically, these can be interpreted as follows (see Fig. 1). Using (30), it is clear that the variable $\zeta_a$ is the curvature perturbation on surfaces of constant field $\mathcal{T}$ (i.e., on hypersurfaces orthogonal to the aether field $A^\mu$). From the definition of $\zeta_a$ and $\delta N$ it also follows that

$$\zeta \equiv \zeta_a + \delta N$$  \hspace{1cm} (32)$$
is the curvature perturbation on surfaces of constant inflaton $\varphi$. At the end of inflation and afterwards, $\zeta$ will describe the curvature perturbation on hypersurfaces co-moving with matter (excluding the aether.) On the other hand,

$$\delta N = \mathcal{H} \left( \frac{\delta \varphi}{\varphi} - \frac{\delta T}{T} \right) = \mathcal{H} \delta \eta,$$  \hspace{1cm} (33)$$

where $\delta \eta$ is the amount of conformal time separating the surfaces of constant $\varphi$ from the surfaces of constant $\mathcal{T}$. Hence $\delta N$ can be interpreted as the differential conformal number between these two types of surfaces. The velocity of aether with respect to the matter is given by

$$v_i = \delta \eta_{,i} = \mathcal{H}^{-1} \delta N_{,i}.$$  \hspace{1cm} (34)$$

Hence, we can also think of the isocurvature perturbation $\mathcal{H}^{-1} \delta N$ as a velocity potential for the aether with respect to matter.

In what follows, we consider the case of an exponential inflaton potential, Eq. (18). This somewhat simplifies the analysis because the background solutions have a constant equation of state parameter $p = w \rho$.

In addition, the behaviour of long wavelength perturbations of such a scalar field can mimic those of radiation and matter dominated eras for $w = 1/3$ and $w = 0$ respectively. The “equivalence” applies only on large scales, because scalar perturbations and fluid perturbations have different sound speeds. Nonetheless, in Appendix D we derive the form of the long wavelength adiabatic and isocurvature scalar modes for generic matter content and expansion history.

### A. Short wavelength Lagrangian and stability.

In Appendix C we discuss the Lagrangian for the scalar sector, and its reduction to a set of two gauge-invariant degrees of freedom ($\zeta_a, \delta N$) given by Eqs. (31a, 31b). In the short wavelength limit, this Lagrangian is

$$\mathcal{L} = \frac{a^2}{2Z_N} (\delta N)^2 - k^2 (\delta N)^2 + \frac{a^2}{2Z_a} (c_a^2 - c_a^2 k^2 \zeta_a^2) + \ldots,$$  \hspace{1cm} (35)$$

where $Z_N = \frac{4\pi G \cos}{\epsilon}, \quad Z_a = -2\pi c_a^2 \beta \cos$, \hspace{1cm} (36)$$

and

$$c_a^2 = \frac{G \cos}{G_N c_{14}} \frac{\beta}{c_a^2}.$$  \hspace{1cm} (37)$$

Here we have also introduced the slow roll parameter $\epsilon = (3/2)(1 + w)$ and $G_N$ as given in Eq. (14). For constant scale factor $a$, the residue $Z_a$ and sound speed $c_a$ agree with the corresponding quantities in a perturbed flat space, as discussed in 36. Quantum stability requires $Z_a > 0$, and classical stability requires $c_a^2 \geq 0$. Recalling that stability of tensors demands $c_T^2 > 0$, and that (16) requires $G_{\cos} > 0$, we are led to the conditions

$$-2 \leq c_{14} < 0 \quad \text{and} \quad \beta < 0,$$  \hspace{1cm} (38)$$

which in turn guarantees $G_N > 0$. (The case $c_{14} = 0$ is singular, and has to be treated separately.)

From Eq. (35) we can read off the normalization of the positive frequency modes associated with the “in”

5 The above expressions are singular for $\beta = 0$, but it is easy to show, following the derivation in Appendix C that $\zeta_a$ is not dynamical in this case.
vacuum in the limit $k|\eta| \to \infty$, corresponding to wavelengths well within the horizon. The two independent mode functions are given by

$$
\begin{align*}
\zeta^{(\varphi)}_a &\to 0, \\
\zeta^{(\alpha)}_a &\to \frac{Z^{1/2}_a}{a} \frac{e^{-i c_a k \eta}}{\sqrt{2 c_a k}}, \quad \delta N^{(\varphi)} \to \frac{Z^{1/2}_a}{a} \frac{e^{-i k \eta}}{\sqrt{2k}}, \quad (39a) \\
\zeta^{(\alpha)}_a &\to \frac{Z^{1/2}_a}{a} \frac{e^{-i c_a k \eta}}{\sqrt{2 c_a k}}, \quad \delta N^{(\alpha)} \to 0. \quad (39b)
\end{align*}
$$

In the first mode, where $\zeta_a \to 0$, the surfaces of constant aether field coincide initially with the so-called flat slicing, and $\delta N$ is the number of e-folds separating the surfaces of constant inflaton field from the flat slicing. This mode survives in the limit when there is no aether field (since one can still define the flat slicing surfaces). Hence, we may call this the inflaton perturbation. In the second mode, where $\delta N \to 0$, the inflaton is initially aligned with the aether, so that there is no inflaton perturbation in the aether frame. This mode survives in the flat space limit even when there is no inflaton field. Hence, we call this the aether perturbation. This can be thought of as one of the Goldstone bosons of the spontaneous Lorentz symmetry breaking.

In the previous discussion we have assumed that the action (39) gives an accurate description of the aether up to sufficiently high momenta, so that (39) applies to scales well within the horizon. Hence, we require that the Einstein-aether as an effective theory should be valid up to sufficiently high momenta, so that (39) applies to action (3) gives an accurate description of the aether symmetry breaking.

Here the ellipsis denotes subdominant terms and the dominant ones are given by

$$
\mathcal{L}_\zeta = \left( \frac{4}{3(1 + w)} - \beta c_i^2 \right)^{-1} \frac{a^2}{4\pi G \cos} \zeta^2,
$$

and

$$
\mathcal{L}_{\delta N} = -c_{14}(1 + 3w) \frac{a^2 (k \eta)^2}{64\pi G} \left[ (\delta N)^2 + \kappa \eta^2 (\delta N)^2 \right],
$$

where we have introduced

$$
\kappa = -6 \left( 1 + \frac{\alpha}{c_{14}} \right) \frac{1 + w}{(1 + 3w)^2}.
$$

As we shall see, there are a total of four independent long wavelength modes, which we derive in Appendix B. Two of them have the property that $\delta N = 0$. For these, matter and aether are mutually at rest, and so we call these modes adiabatic. The other two have $\delta N \neq 0$ and $\zeta = 0$, so we call them isocurvature, since there is no curvature perturbation on co-moving hypersurfaces.

1. Adiabatic modes ($\delta N = 0$)

In standard single field inflation, the non-decaying solution for the "adiabatic" perturbation $\zeta$, which we denote by $\zeta_1$, stays constant on superhorizon scales. In Appendix D we show that the same is true in the presence of the aether:

$$
\zeta_1 = \text{const.} \quad (44)
$$

for any expansion history (including the case where the equation of state changes abruptly in time). The corresponding gravitational potentials in the longitudinal gauge are given by Eqs. (D19a).

$$
\begin{align*}
\phi_1 &= \frac{3(1 + w)}{(5 + 3w)} c_i^2 \zeta_1, \\
\psi_1 &= \phi_1 + c_{13} c_i^2 \zeta_1. \quad (45a)
\end{align*}
$$

The form of the two adiabatic modes (non-decaying and decaying) for an arbitrary expansion history and matter content is derived in Appendix D. The decaying adiabatic mode is given by (D8), and it is characterized by

$$
\begin{align*}
\phi_2 &= \psi_2 \propto \mathcal{H} a^{-2}, \\
\zeta_2 &= 0. \quad (46a)
\end{align*}
$$

It is worth mentioning that, although these adiabatic modes have the properties described in (39), they do not share the properties postulated in [40–42]. In particular, for the first adiabatic mode $\zeta_1$, the anisotropic stress is non-vanishing ($\phi_1 \neq \psi_1$).
2. Isocurvature modes ($\delta N \neq 0, \zeta = 0$)

As shown in Appendix B for the case where the background equation of state parameter $w$ is constant, the two isocurvature modes behave as powers of conformal time:

$$\delta N \propto (-\eta)^t,$$

where the exponents $t$ are given by

$$t_{\pm} = -\frac{1}{2} \left( \frac{5 + 3w}{1 + 3w} \right) \pm \frac{1}{4} \left( \frac{5 + 3w}{1 + 3w} \right)^2 \kappa,$$

and $\kappa$ is given in Eq. (43). Note that for $\kappa > 0$, there is always a growing isocurvature mode. If we don’t want this mode to grow out of control, then $\kappa$ should not be too large and positive,

$$-\infty < \kappa \ll 1.$$

In the following subsection we shall be more precise about the upper limit of this range (after discussing the overall normalization of the corresponding power spectrum). Note that for $\alpha = -c_{14}$, we have $\kappa = 0$ and the dominant isocurvature mode stays constant on large scales, just like the adiabatic one. Hence, from the point of view of observability of isocurvature modes, the interesting range of parameters is around $\alpha \approx -c_{14}$.

From Eq. (42c), the gravitational potentials for the isocurvature modes are given in terms of $\delta N$ by

$$\psi = -c_{13} \epsilon_i^2 \delta N.$$

and

$$\frac{\psi - \phi}{\phi} \sim 1.$$

Hence, isocurvature modes have sizable anisotropic stress. It is also straightforward to check from the relations in the Appendix B that for the long wavelength isocurvature mode, the velocity of the aether with respect to matter is given by

$$v_i = \mathcal{H}^{-1} \delta N_{,i} = c_i^2 C_{,i},$$

where in the first equality, we use Eq. (34) and $C$ is the scalar aether perturbation in the longitudinal gauge. From Eq. (41) in Appendix B, it is clear that at the time of a sudden transition in the equation of state parameter, the variable $C$ and its derivative remain continuous for the long wavelength isocurvature mode. This means that the velocity field matches trivially:

$$[v_i] = [v_i'] = 0,$$

where the square brackets indicate the discontinuity at the time of the transition. On the other hand, since the pressure changes abruptly at the transition, so does $\mathcal{H}$, and therefore the matching conditions for $\delta N$ are $[\delta N] = 0$, $[\delta N'] = (3/2)w \mathcal{H} \delta N$.

C. Power spectra

As shown in Subsection IV A, the variables $\zeta_a$ and $\delta N$ are uncorrelated on subhorizon scales. Hence, from Eqs. (32) and (39), it is clear that, at short wavelengths, the power spectra associated to $\delta N$ and $\zeta$ are given by

$$P_{\delta N} = \frac{Z_N}{(2\pi)^2} \left( \frac{k}{a} \right)^2,$$

$$P_{\zeta} = P_{\zeta_a} + P_{\delta N} = \frac{Z_a + Z_N}{(2\pi)^2} \left( \frac{k}{a} \right)^2.$$

These spectra are valid for $k\eta \gg 1$.6

1. Adiabatic modes

For wavelengths comparable to the cosmological horizon, $\delta N$ and $\zeta$ are coupled to each other, and their evolution will not have a simple form. Nonetheless, the evolution of $\delta N$ and $\zeta$ is again simple in the long wavelength limit, as we saw in the previous subsection. In particular, $\zeta$ stays constant at long wavelengths. The power spectrum for $\zeta$ will be approximately equal to its value at the time of horizon crossing, which we can estimate from (54a) by setting $k/a = H$

$$P_{\zeta} \sim \frac{Z_a + Z_N}{(2\pi)^2} H^2,$$

where $H^2$ is evaluated at the time of horizon crossing.

From Eqs. (36) and (37) we have

$$Z_N + Z_a = \left( 1 - \frac{\beta \epsilon c_i^2}{2} \right) Z_N.$$

Note that $Z_a$ is parametrically suppressed with respect to $Z_N$ by one power of aether parameters $c_i \sim (M/M_p)^2 \ll 1$ and by one power of the slow roll parameter $\epsilon$. Hence

$$P_{\zeta}(k|\eta| \ll 1) \approx \frac{8G_m^2 \rho}{3 \epsilon \eta_k} \left( 1 + O(\beta \epsilon c_i^2) \right),$$

where $\rho$ the energy density and $\eta_k$ is the time of horizon exit during inflation. Up to the small corrections introduced by the fluctuation of the aether, which are controlled by $Z_a$, this expression is the same as the one in Einstein gravity, with Newton’s constant $G$ replaced

6 Here, and for the rest of this section, we shall assume that the speed of propagation of aether is larger than or comparable to 1. This is convenient so we do not have to introduce the scale of sound horizon crossing in the discussion of the adiabatic mode. Also, this assumption avoids the need of imposing the constraints due to Cherenkov radiation discussed in the Appendix.
with the effective Newton’s constant $G_{\text{cosm}}$ which appears in the Friedmann equation (12a).

In summary, due to the smallness of the aether parameters $c_i$, the spectrum of primordial adiabatic modes does not change significantly with respect to the case of standard Einstein gravity. As we saw in the previous subsection, in the presence of the aether the adiabatic modes do not have the properties generally attributed to adiabatic perturbations. In particular, from Eq. (45b), on super-horizon scales the non-decaying adiabatic mode has a non-vanishing anisotropic stress

$$\frac{\psi_{\text{adiab}} - \phi_{\text{adiab}}}{\phi_{\text{adiab}}} \sim c_{13}$$

both in the matter and radiation dominated era. It is easy to see from Eq. (B6) that for $\alpha + c_{14} = 0$, the aether perturbation $C$ behaves exactly like a massless field which propagates at the speed $c_a$. Hence $C$ oscillates while its amplitude decays as the inverse of the scale factor, $C \propto (1/a)e^{-ic_a k \eta}$. It then follows from (B4) that $\phi - \psi$ also decays in inverse proportion to the scale factor, and hence it is suppressed by a factor of $a(t_k)/a(t_0)$, where $t_k$ is the time of horizon crossing. For modes which cross the horizon during the matter era, this means that the effect is suppressed with distance as $7$

$$\frac{\psi - \phi}{\phi} \sim c_{13} (kt_0)^{-2} \quad (t_{eq} \ll k^{-1} \ll t_0, \quad \alpha \approx -c_{14}),$$

where we adopt the standard convention $a(t_0) = 1$. On the other hand, for modes that crossed the horizon during the radiation era, the scaling is with $k^{-1}$. This is in agreement with the result that at small scales the post-Newtonian parameter $\psi/\phi$ equals one, as in general relativity [43]. Nonetheless, as a matter of principle, there could still be a distinct phenomenological signatures in the adiabatic sector imprinted on large scales.

Constraints on the ratio $\psi/\phi$ on cosmological scales have been derived under several different assumptions, using combinations of different large scale structure probes [44,47]. At present, however, the constraints are quite weak, and it appears that values of $\psi/\phi$ of order one are still consistent with the data.

2. Isocurvature modes

Next, let us consider the spectrum of long wavelength isocurvature modes $P_{\delta N}$. The phenomenological situation depends on whether $\alpha + c_{14}$ is positive or negative. If $\alpha < -c_{14}$, then $\delta N$ decays on superhorizon scales, during and after inflation. Hence, these modes will remain insignificant with respect to the adiabatic ones. If $\alpha = -c_{14}$, then there is a constant non-decaying isocurvature mode, and $\delta N$ stays constant on superhorizon scales. Finally, for $\alpha > -c_{14}$ there is a growing mode and $\delta N$ can be very large at the time of re-entry even if it was small at the time of horizon exit.

Phenomenologically, the most interesting case seems to be the limit $|\alpha + c_{14}| \ll |c_{14}|$, in which the supercurvature mode $\delta N$ stays approximately constant on large scales. Otherwise, either the mode is too suppressed to be of any significance, or it grows too fast to be compatible with observations. In this case, the exponent $t_{\delta}$ for the dominant mode can be approximated by

$$t \approx \frac{1 + 3w}{5 + 3w} \kappa,$$

where $\kappa$ is given in (43), and we have $|\hat{\delta}t| \ll 1$ both during inflation and afterwards. At the time of horizon crossing, the adiabatic and isocurvature modes have comparable amplitudes, $P \sim (2\pi)^{-2}Z_N H^2$, and these will remain roughly comparable throughout cosmic history up to the present time provided that $\hat{t}$ is sufficiently close to zero. In order to assess how small it would have to be, we can make a rough estimate of the evolution of the amplitude of $\delta N$ from the time of horizon crossing during inflation to the time of equality:

$$(\delta N)_{\text{eq}} \sim Z_{\text{eq}}^{1/2} e^{-i_r N} \left(\frac{\eta_{\text{eq}}}{\eta_h}\right)^{i_r} \sim Z_{\text{eq}}^{1/2} e^{-i_r N} \lesssim 1.$$
horizon. Note also that, according to \([50]\), the contribution of the isocurvature mode to the gravitational potential is suppressed by \(c_{13}\).

\[
\psi_{\text{isoc}} = -c_{13} c_{1}^2 \delta N \lesssim 10^{-5},
\]

where the last inequality is the observational bound on the gravitational potentials. For \(c_{13} c_{1}^2 \lesssim 10^{-5}\), \(\psi_{\text{isoc}}\) can remain small enough even if the inequality \([64]\) is saturated, so that \(\delta N \sim 1\). Also \(\psi_{\text{isoc}}\) becomes comparable to the contribution of the adiabatic mode \(\psi_{\text{adiab}}\), when the inequality \(\kappa \lesssim -3 \ln|c_{13} c_{1}^2|/4N\) is saturated, and combining with \([64]\), we require

\[
\kappa \lesssim \frac{3}{N} \min\{\ln(10^3), -\ln|c_{13} c_{1}^2|\}. \quad (66)
\]

Let us estimate what the physical implications of the isocurvature perturbations might be. On one hand, they would induce maximal anisotropic stress on large scales, as can be seen from Eq. \([51]\),

\[
\frac{\psi_{\text{isoc}} - \psi_{\text{isoc}}}{\psi_{\text{isoc}}} \sim 1,
\]

which means that there would be a sizable difference between the two gravitational potentials \(\phi\) and \(\psi\) provided that the contribution of the isocurvature mode is comparable to that of the adiabatic mode. For \(\kappa = 0\) we have \(\psi_{\text{isoc}} \sim c_{13} c_{1}^2 \delta N \sim c_{13} c_{1}^2 \psi_{\text{adiab}}\), and so from \([58]\) both adiabatic and isocurvature modes contribute to the anisotropic stress in a similar amount (unless \(c_{1}^2\) is very large). However, if \(\kappa\) is small and positive, then the isocurvature mode grows on superhorizon scales, and will contribute more to the anisotropic stress than the adiabatic one. As argued in the previous subsection, the difference \(1 - (\phi/\psi)\) decays after horizon crossing, and so does its magnitude as a function of co-moving scale, which roughly goes as \(k^{-2}\) for modes which crossed the horizon during the matter era, and as \(k^{-1}\) for modes that crossed before the time of equality [see Eqs. \([60]\), \([61]\)].

Another possible signature might be due to preferred-frame effects due to the motion of matter with respect to the aether \([48],[49]\), such as a dipole anisotropy in the gravitational potential of massive bodies. The primordial perturbations cause the aether to point in different directions at different places in the observable universe. Hence, the velocity of matter with respect to the aether (and the corresponding gravitational dipole, for instance) would have a random distribution. From \([54]\) an isocurvature perturbation with wave-number \(k\), induces a relative speed of the aether with respect to matter given by

\[
v = \frac{k}{H} \delta N.
\]

When the mode reenters the horizon during the radiation or matter era, at time \(t_k \sim a/k\), we have

\[
v \sim \delta N(t_k).
\]

This has to be compared to the peculiar velocities in bound objects at the same scale, which is of order \(\zeta^{1/2} \sim 10^{-3}\). Hence, the effect of the peculiar velocity of the aether will be subdominant unless \(\delta N\) has grown from the time of horizon exit, in such a way that at the time of reentry it is at least of the order \(\zeta^{1/2}\). This possibility exists, since we have seen that \(\delta N\) has a growing mode for \(\alpha > -c_{14}\). Because of that, the velocity of the aether at the time of horizon crossing could even approach moderately relativistic speeds without compromising the validity of the linear approximation and without contradicting current observations. [Note from Eqs. \([50]\) and \([61]\), that the gravitational potentials along the isocurvature mode, and hence their effects on the CMB, are suppressed by a factor \(c_{13}\), which can be very small].

The velocity field of the aether is strongly correlated with the amplitude of adiabatic modes, since both have a common origin in the amplitude of the short wavelength mode \(\delta N\) when it first crosses the horizon during inflation. Should the velocity field of the aether be detected, such correlation would indicate that the velocity field has a primordial inflationary origin.

We may define a power spectrum \(P_{v}\) for the longitudinal velocity field of the aether through the equation

\[
\langle v_i(\eta,k)v_j(\eta,k') \rangle \equiv \frac{2\pi^2}{k^3} P_v(\eta,k) \frac{k_i k_j}{k^2} \delta(k-k'). \quad (67)
\]

Note that at the time of horizon exit during inflation, we have

\[
P_v \sim P_{\delta N} \sim P_{\zeta} \sim 10^{-5}, \quad (68)
\]

where the last estimate follows from observations. However, since the perturbation \(\delta N\) grows on large scales for \(0 < \kappa \ll 1\), we can have \(P_v \sim P_{\delta N} \gg P_{\zeta}\) at the time of horizon reentry. As we shall see in the next section, vector perturbations can give an additional contribution to the velocity field (which can of course be disentangled from the scalar isocurvature contribution from the fact that the corresponding velocity field is transverse). It turns out that the scalar component and transverse vector component of the velocity field obey the same equation of motion on large scales. Hence, we defer the discussion of the spectral properties of \(P_v\) on currently observable scales to the next section.

V. VECTOR PERTURBATIONS

In a universe dominated by a scalar field there are no vector perturbations. Perfect fluids do support vector perturbations, but they decay as the universe expands. By contrast, the aether contains a massless vector field (under spatial rotations), which renders vector metric perturbations dynamical. For a certain range of parameters, these modes can grow on large scales, leading to potentially interesting signals, or to constraints on the parameters of Einstein-aether theories.
A. Short wavelength stability

As in the case of the tensor modes, we can read off from the action for the vector perturbations whether the vector sector in Einstein-aether theories is both quantum and classically stable on short scales. Inserting the expansions (21) and (22) into the action (3), expanding to quadratic order in the vectors \( p \) and classically stable on short scales. Inserting the expansions (21) and (22) into the action (3), expanding to quadratic order in the vectors \( p \) and \( \mathbf{V} \), and using the background equations of motion, we obtain the following Lagrangian for the vector perturbations

\[
L_v^{(2)} = \frac{M_P^2 a^2}{2} \left[ -c_{14} \mathbf{V}^2 + \frac{1}{2} (1 + c_{13}) \partial_i \mathbf{Q} \cdot \partial^i \mathbf{Q} + c_1 \partial_i \mathbf{V} \cdot \partial^i \mathbf{V} + c_{13} \partial_i \mathbf{Q} \cdot \partial^i \mathbf{V} + \alpha (\mathcal{H}^2 - \mathcal{H}') \mathbf{V}^2 + c_{14} (\mathcal{H}^2 + \mathcal{H}') \mathbf{V}^2 \right],
\]

(69)

where we have introduced the gauge-invARIANT combination

\[
\mathbf{Q} = \mathbf{F}' - \mathbf{S}
\]

(70)

(the vector perturbation \( \mathbf{V} \) is also gauge-invariant). Note that \( \mathbf{Q} \) is not a bona-fide Lagrangian variable, since its definition (70) relates it to the time derivative of \( \mathbf{F} \). Hence, we shall merely think of it as shorthand for the right hand side of (70). Variation of Eq. (69) with respect to \( \mathbf{S} \) gives the response of the metric to a given perturbation of the aether field,

\[
\mathbf{Q} = -c_{13} c_v^2 \mathbf{V}.
\]

(71)

In the canonical (first order) formalism, this equation corresponds to the vanishing of the canonical momentum conjugate to \( \mathbf{F} \), \( \Pi_\mathbf{F} = 0 \). Upon substitution of this constraint back into the first order Lagrangian, one is left with a Lagrangian for the single canonical pair formed by \( \mathbf{V} \) and its conjugate momentum \( \Pi_\mathbf{V} \). Rewriting this reduced Lagrangian back in second order form gives

\[
\mathcal{L}_v^{(2)} = \frac{M_P^2}{2} \left[ -c_{14} \xi'^2 + \alpha (\mathcal{H}^2 - \mathcal{H}') \xi'^2 + c_1 \left( 1 - \frac{c_{13} c_v^2}{2 c_1} \right) \partial_i \xi \cdot \partial^i \xi \right],
\]

(72)

where, for convenience, we have introduced the rescaled variable

\[
\xi_i = a \mathbf{V}_i.
\]

(73)

As in the tensor case, the absence of ghosts requires the coefficient in front of \( \xi'^2 \) in the Lagrangian (72) to be positive, and classical stability requires that the squared speed \( c_v^2 \) be non-negative. Therefore, stability in the vector sector demands both

\[
c_{14} \leq 0 \quad \text{and} \quad c_1 \leq \frac{c_{13}^2}{2(1 + c_{13})}.
\]

(75)

In a Minkowski background, the two modes in the vector sector are massless fields, which we may interpret as two of the Goldstone modes of the broken boost invariance. The broken generators transform as a spatial vector under the unbroken group of spatial rotations, so the corresponding Goldstone bosons transform as a vector. This can be decomposed into a transverse part and a longitudinal part. The longitudinal Goldstone (with helicity zero) is of course part of the scalar sector, which we discussed in the previous section. It should be noted that Lorentz invariance is generically broken in any curved spacetime. For instance, if the spacetime curvature is non-constant, the gradient \( \nabla_\mu R \) defines a non-zero vector field which is not invariant under Lorentz-transformations. What is particular about the Einstein-aether is that the breaking of Lorentz-invariance has physical consequences, namely, the existence of Nambu-Goldstone bosons, whose dispersion relations approach non-relativistic expressions in the high-momentum limit, and whose masses vanish in flat space.\(^8\)

B. Solutions during Power-Law Inflation

Variation of (72) with respect to \( \xi \) leads to the equation of motion for the vector perturbations,

\[
\xi''_i + c_v^2 k^2 \xi_i + \frac{\alpha}{c_{14}} (\mathcal{H}^2 - \mathcal{H}') \xi_i = 0.
\]

(76)

In terms of the original variable \( \mathbf{V}_i = \xi_i / a \), we have

\[
\mathbf{V}''_i + 2 \mathcal{H} \mathbf{V}'_i + c_v^2 k^2 \mathbf{V}_i + \left[ \left( 1 + \frac{\alpha}{c_{14}} \right) \mathcal{H}^2 + \left( 1 - \frac{\alpha}{c_{14}} \right) \mathcal{H}' \right] \mathbf{V}_i = 0.
\]

(77)

In a universe that undergoes power-law inflation (19) this can be solved in terms of Bessel functions and we have

\[
\mathbf{V}_i = \frac{1}{2 M_P} \sqrt{\frac{\pi}{-c_{14}}} \frac{(-\eta)^{1/2}}{a} H_{1}^{(1)}(-c_v k \eta) \mathbf{V}_i.
\]

(78)

Here,

\[
\nu = \frac{t_+ - t_-}{2} = \sqrt{\frac{1}{4} - \frac{\alpha q (q + 1)}{c_{14}}}.
\]

(79)

\(^8\) In an arbitrary spacetime, the “mass” of these bosons is non-zero, as illustrated in the case of a FRW universe by the contribution to the effective mass of the last term in the Lagrangian (72).
where \( t_+ \) is given in [48]. The parameter \( q \) is defined in Eq. (19) and \( e_i \) is a normalized transverse polarization vector, \( \mathbf{e} \cdot \mathbf{k} = 0 \) and \( e^2 = 1 \). For a given wave number \( k \), there are two such linearly independent polarizations, orthogonal to \( \mathbf{k} \). We have chosen the amplitude of \( V_i \) in Eq. (78) so that the solution has the appropriate normalization of a positive frequency mode in the limit \( \eta \to -\infty \). Note that the factor \( q(q + 1) \) is non-negative if the null energy condition is satisfied (\( w \geq -1 \)).

The long wavelength power spectrum of vector perturbations created during inflation is defined by

\[
(V_i(\eta,k)V_j(\eta,k')) = \frac{2\pi^2}{k^3} P_V(k,\eta) \Pi_{ij} \delta(k-k'),
\]

where \( \Pi_{ij} = \delta_{ij} - k_i k_j / k^2 \) projects onto the subspace orthogonal to \( \mathbf{k} \). At the time of reheating \( \eta_r \), we have

\[
\mathcal{P}_V^{rh}(k) = A_V^2 \times \left( \frac{k}{k_N} \right)^{n_v},
\]

\[
n_v \equiv 3 - 2\nu,
\]

\[
A_V^2 \equiv \frac{H_{rh}^2}{M_P^2} \left( \frac{1}{c_{14} q^2} \right)^2 \frac{\Gamma^2(\nu)}{(2\pi)^3} \left( \frac{c}{2} \right)^{-2\nu} \exp \left( \frac{N_{n_v}}{q} \right).
\]

In Eqs. (81), \( H_{rh} \) is the value of the Hubble constant at the end of inflation, and \( k_N \) is the mode that crossed the cosmic horizon \( N \) e-folds before the end of inflation (\( \left| k_N N \right| = 1 \)). For the mode that is entering the horizon today, the value of \( N \) depends logarithmically on the unknown reheating temperature, and typically equals 50 to 70 e-folds (see for instance [50]). It is important to realize that the time at which the spectrum is evaluated matters, since the vector modes do not freeze out at horizon crossing. The superscript “rh” is meant to imply that the power spectrum describes the amplitude of the modes just before the end of inflation. Likewise, we may define the spectrum of the corresponding metric perturbation, which according to Eq. (71) is given by

\[
\mathcal{P}_Q^{rh}(k) = A_Q^2 \times \left( \frac{k}{k_N} \right)^{n_v},
\]

\[
A_Q^2 = e_i^2 e_j^2 A_V^2.
\]

In the limit in which de Sitter inflation is approached (\( q \to -1 \)) the index \( \nu \) tends to 1/2, so the amplitude of long-wavelength perturbations is proportional to \( \exp(-2N) \). Hence, velocity perturbations on observationally accessible scales are very small in this limit [29, 30]. On the other hand, in typical inflationary models \( q \) differs from -1 and the rate of decay can be smaller. In fact, if

\[
\alpha > \frac{-2c_{14}}{q(q + 1)} = \frac{-2c_{14}}{\epsilon} (1 - \epsilon)^2
\]

the combination \( 3 - 2\nu \) would be negative, and long-wavelength perturbations would be amplified exponentially with \( N \), in stark contrast with the de Sitter case.

It turns out, however, that we do not need to deviate much from \( \nu = 1/2 \) in order to have an observable signal. As we shall see, even if the long wavelength velocity field is very tiny at the end of inflation, it may resurface from obscurity during the radiation and matter era, so that it can be quite sizable at the moment of horizon reentry.

Indeed, the behaviour of long wavelength vector perturbations is completely analogous to that of the scalar component of the velocity field \( v_1 \), which we studied in the previous section. To see this, we note that in the long wavelength limit, Eq. (77) is the same as Eq. (D11) for the isocurvature perturbation. The latter is written in terms of the variable \( C \) in the longitudinal gauge, which according to Eq. (52) is proportional to the longitudinal velocity field of the aether \( v_1 \). Hence, on superhorizon scales, longitudinal and transverse velocity fields satisfy the same equation of motion Eq. (73). In particular

\[
V \propto v \propto (k/a) H^{-1} \delta N \propto \nu^{-q + \epsilon + \nu} \quad (k\eta \ll 1),
\]

where \( t_+ \) is given in [48]. For \( \alpha = -c_{14} \), the velocity field decays exponentially during inflation. Nonetheless, as we saw in the previous section, the isocurvature perturbation \( \delta N \) stays frozen on superhorizon scales (except at the transitions where the equation of state changes, where the dominant mode changes also by factors of order one). This can lead to a sizable velocity field \( v \) of order \( \delta N \) at horizon reentry. The overall normalization of \( v \) and \( V \) is different, but it is clear that the relative size of \( V \) and \( v \) at horizon reentry is determined by their relative size at the time when they exit the horizon during inflation. In other words, the spectra of long wavelength modes are related by

\[
\frac{\mathcal{P}_V(\eta,k)}{\mathcal{P}_V(\eta,k)} = \frac{\mathcal{P}_V(\eta,k)}{\mathcal{P}_V(\eta,k)} \sim Z_N \frac{c_{14}}{M_P^2} \sim \frac{c_{14}}{\epsilon},
\]

where the relative normalization can be read off from the corresponding short wavelength actions, and \( \epsilon \) is the slow roll parameter during inflation. Note that \( \epsilon \) is of order of a few percent, while the Einstein aether parameters such as \( c_{14} \sim (M/M_P)^4 \) are suppressed by the square of the symmetry breaking scale over the Planck scale. Unless \( M \) and \( M_P \) are very close, we expect \( c_{14} \ll \epsilon \). Therefore, parametrically, we expect that the transverse vectors may give a much bigger contribution than the scalar isocurvature modes. For that reason, it is very important to assess their impact on observables such as the CMB, as we do in Subsection VTB.

One may worry that if the primordial amplitude of vectors due to quantum fluctuations generated at horizon crossing decays during inflation, then it may be insignificant compared with the contribution of non-linear effects which source the vector modes at later times. However, in order to construct a vector from a quadratic expression involving scalars and tensors, it is necessary to use at least one derivative. Because of that, the terms which may source the vectors from the scalar and tensor sector
are momentum suppressed, and hence they also decay in inverse proportion to the scale factor. We conclude that if the initial amplitude of the vectors at horizon crossing is sizable, compared to that of scalars and tensors, then we can safely use linear evolution in order to determine its amplitude at the end of inflation (even if that amplitude is exceedingly small). Vector modes can still grow during radiation and matter domination from that initial tiny amplitude, so that their effect on cosmological observables may be important.

**VI. VECTOR CONTRIBUTION TO CMB TEMPERATURE ANISOTROPIES**

As we discussed above, the power spectrum of the transverse velocity field may easily dominate over that of the longitudinal component. It is therefore of interest to determine the imprint that this power spectrum may have on CMB observations, to which this section is devoted.

**A. Solutions During Radiation and Matter Domination**

In order to find the power spectrum of the vector modes at the time of recombination, we must first evolve it from the time of thermalization through the radiation and matter dominated epochs. For a set of perfect fluids which do not interact with each other, the conservation equation $\nabla_\mu T^\mu_{\nu}(k) = 0$ holds for each fluid component, which we label by $(k)$. This leads to a homogeneous equation for the gauge-invariant velocity perturbation $\delta u_i(k)$ that does not contain metric perturbations,

$$\frac{\partial}{\partial \eta} \left[ a^3(\rho_k + p_k) \delta u_i(k) \right] = 0,$$

from which it follows that $\delta u_i/a \propto 1/[a^4(\rho + p)]$. Eq. (86) tells us that if $\delta u_i = 0$ initially, then it will not be generated as long as the perfect fluid description is valid. Furthermore, $\delta u_i/a$ decreases during cosmological evolution, except in the radiation dominated stage, where it stays constant. Hence, in what follows, we assume that $\delta u_i(k) = 0$ for matter and radiation. Then, the only contribution to the metric perturbations stems from the aether, and it can be shown that the equations of motion in the vector sector are still given by Eqs. (71) and (76).

The general solution of Eq. (76) during a stage of cosmic expansion in which $a \propto \eta^q$ is proportional to a linear combination of Bessel functions. For our present purposes, it will suffice to work with the long-wavelength approximations

$$\xi = A_+ \left( \frac{\eta}{\eta_s} \right)^{1+\nu} + A_- \left( \frac{\eta}{\eta_s} \right)^{1-\nu},$$

where $\nu$ is given by Eq. (79) and $\xi_i \equiv \xi \cdot e_i$. For real values of $\nu$, $A_+$ is the amplitude of the dominant mode, and $A_-$ is the amplitude of the subdominant mode.

In order to determine the mode amplitudes $A_+$ and $A_-$ during radiation domination, we simply demand that $\xi$ and its time derivative be continuous at a sudden transition from inflation to radiation domination. We expect this approximation to be valid for scales much longer than the duration of reheating. Proceeding in this manner, and dropping the contribution from the subdominant mode we find that the amplitude of the dominant mode changes during reheating by a factor

$$\frac{A_r'}{A_r} = \frac{\nu' + \nu^r}{2\nu^r},$$

where the superscripts label the expansion epoch ($i$ for inflation and $r$ for radiation domination), and the subscripts label the different modes (+ for the dominant mode and − for the subdominant one.)

Eq. (70) has an exact solution at long-wavelengths during radiation and matter domination, which we can use to determine the change in the mode amplitudes during the transition from radiation to matter domination. Since this change is typically of order one, we shall neglect it, and assume that the amplitude of the growing mode at the transition remains unchanged.

Once a mode enters the “sound horizon”, $c_v k \eta = 1$, the field starts oscillating. In the limit $c_v k \eta \gg 1$, the solution of Eq. (76) that approaches the growing mode at early times is

$$\xi(\eta) = A_+ C_{osc} \cos[c_v k \eta - \varphi],$$

and $\varphi$ is k-independent phase. Note that the amplitude of the oscillations $A_+ C_{osc}$ is roughly the value of $\xi$ at horizon entry.

Collecting then the results from Eqs. (73), (76) and (88) we find that during matter domination the transfer function for the vector perturbations $T_k$, which we implicitly define by the relation $Q(\eta) = T_k(\eta)Q(\eta_{rh})$ is

$$T_k \approx T \times \begin{cases} \left( \frac{a_{eq}}{a_{rh}} \right)^{1+\nu^r} \left( \frac{\eta}{\eta_{eq}} \right)^{1+\nu^m}, & k\eta_{eq} \ll k \eta \ll c_v^{-1}, \\
\left( \frac{a_{eq}}{a_{rh}} \right)^{1+\nu^r} C_{osc}^{\nu^r \cos(c_v k \eta)}, & k\eta_{eq} \ll c_v^{-1} \ll k \eta, \\
C_{osc}^{\nu^r \cos(c_v k \eta)}, & c_v^{-1} \ll k\eta_{eq} \ll k \eta, \end{cases}$$

where

$$T = \frac{a_{rh} \nu^i + \nu^r}{2\nu^r} \left( \frac{a}{a_{eq}} \right)^{1+\nu^r},$$

and in $C_{osc}^{\nu^r}$ the transition time $\eta_s$ equals $\eta_{rh}$ for $p = r$ and $\eta_{eq}$ for $p = m$. The first line in Eq. (90a) holds for those modes that have not entered the sound horizon at
time $\eta$. The second applies to those which enter between the time $\eta_{deq}$ of equality between matter and radiation densities and time $\eta$, and the third one to the ones which enter between reheating and the time of equality. The power spectrum of $Q$ at any time after reheating is given by

$$P_Q(\eta) = |T_k(\eta)|^2 P^\text{th}. \quad (91)$$

### B. Impact on the CMB

We derive in Appendix E the contribution of vector perturbations to the temperature anisotropies in the cosmic microwave background radiation. In order to determine the angular power spectrum and relate it to the primordial spectrum, it is convenient to rewrite Eq. (E21) in Fourier space,

$$\left( \frac{\delta T}{T_0} \right)_0 = e^{-i k \cdot n_0} \int d^3 k \left[ \delta T(n) \delta T^{\text{dec}}(k) \right] \exp (i k \cdot n_0) \left( \eta, k \right) \exp (i k \cdot \eta) \right]. \quad (92)$$

The contribution of the two terms on the right-hand-side of (92) is similar to that of scalar perturbations. The first term is the analogue of the Sachs-Wolfe effect, which relates the temperature anisotropies to the state of the perturbations at last scattering. The second term is the analogue of the integrated Sachs-Wolfe effect, which relates the temperature anisotropies to the state of the perturbations at the time of last scattering. Inserting Eq. (92) into the left-hand-side of Eq. (93), using Eq. (80), and comparing to the right-hand-side of Eq. (93) we find after some work that the contribution of vector perturbations to the angular power spectrum is given by

$$C_\ell^V = 4 \pi \ell (\ell + 1) \int \frac{dk}{k} P^\text{th}_Q |N - I|^2, \quad (94a)$$

$$N = \frac{T_k(\eta_{\text{dec}}) j_l(x_{\text{dec}})}{x_{\text{dec}}}, \quad (94b)$$

$$I = \int_0^x \frac{dx}{x} \frac{d T_k}{d x} j(x), \quad (94c)$$

In these equations $x \equiv k(\eta_0 - \eta)$, the $j_l$ are the spherical Bessel functions of the first kind, the primordial spectrum is given by Eqs. (82) and the transfer function $T_k$ by Eqs. (90). After an integration by parts, Eqs. (94) agree with the expression derived in [51] by somewhat different methods. Note that $x$ is the ratio of the comoving distance to time $\eta$ divided by the wavelength of the perturbation $1/k$. Thus, $x$ is the inverse of the angle that an object of comoving size $1/k$ at (comoving) distance $\eta_0 - \eta$ would subtend on the sky at time $\eta_0$. It will be useful to consider separately those modes that enter well before and well after decoupling. These contribute to the temperature anisotropies, respectively, on small and large angular scales.

The structure of expressions (94) still reflects the two contributions to the temperature anisotropies we mentioned above. The value of $N$ captures the analogue of the Sachs-Wolfe effect, while the value of the integrated term $I$ captures the analogue of the integrated Sachs-Wolfe effect. For scalar perturbations, the Sachs-Wolfe effect is dominant except on the largest scales, because the gravitational potential remains constant until relatively recently. For vector perturbations however, this is not always the case. To see this, it is useful to realize that we can employ the same approximations developed to study the contribution of tensor modes to the temperature anisotropies [52]. We begin by noting that, for $\ell \gg 1$, the Bessel function can be approximated by [53]

$$j_l(x) \approx \begin{cases} 0, & x < \ell + \frac{1}{2} \\ \cos \left[ \sqrt{y} - (\ell + \frac{1}{2}) \arccos \left( \frac{x + \frac{1}{2}}{x} \right) \right], & x > \ell + \frac{1}{2} \end{cases}$$

where $y \equiv x^2 - (\ell + 1/2)^2$. Because the integrand is negligible for $x < \ell + 1/2$, only modes that have entered the horizon by today, $x_{\text{dec}} \approx k(\eta_0 - \ell + 1/2)$ can contribute to the temperature anisotropies on angular scales $\ell \gg 1$.

### Large Angular Scales

Large angular scales correspond to modes that cross the sound horizon after decoupling. Let us estimate the contribution of the integrated term $I$ on those scales first. From Eq. (90a), the derivative of the transfer function $d T_k/d x$ is dominant during the interval $x_{\text{dec}} \lesssim x \lesssim x_{\text{dec}}$. After horizon crossing, this function oscillates with period $2\pi/c_v$ and a slowly varying amplitude. On the other hand, the ratio $j(x)/x$ changes slowly in the interval $\Delta x \lesssim 1 \ll l \lesssim x$. Assuming that $c_v$ is not much smaller than 1, we have $\Delta x = x_{\text{dec}} - x \approx k(\eta_0 - \eta) = 1/c_v \lesssim 1$, and we can pull the factor $j(x)/x$ out of the integral. What remains is a
boundary term that can be readily evaluated,
\[ I \equiv \int_0^{x_{\text{dec}}} dx \frac{dT_k}{dT} j(x) x \approx j(x_{\text{dec}}) \left[ T_k(\eta_{\text{dec}}) - T_k(\eta_0) \right], \] (96)

where the effective lower limit of integration \( \eta_0 \) is of order \( \eta_k \).

The dominant term in the right hand side of Eq. (96) depends on whether the long wavelength modes are decaying (which happens for \( \nu^m < 3/2 \)), or growing (\( \nu^m > 3/2 \)) before horizon crossing. In the first case we have
\[ I \approx \frac{j(x_{\text{dec}}) x}{x_{\text{dec}}} T_k(\eta_{\text{dec}}), \] (97)

while in the second case we have instead
\[ I \sim -\frac{j(x_{\text{dec}}) x}{x_{\text{dec}}} T_k(\eta_k). \] (98)

Therefore, comparison of Eqs. (97) and (98) with (94b) shows that \( N \) and \( I \) are of the same order if there is no growing mode during matter domination \((1/2 + \nu^m \leq 2)\), and that \( I \gg N \) otherwise \((\nu^m > 3/2)\).

We are ready now to calculate the angular power spectrum on large angular scales, which are dominated by modes that crossed the vector sound horizon after decoupling \((c_v k_{\text{dec}} < 1)\). The relevant expression for the transfer function is given by the first line of Eq. (90a) at \( \eta = \eta_{\text{dec}} \). If there is no growing mode during matter domination, the contributions from the integrated and non-integrated terms in (94) are roughly equal, and substituting Eqs. (82) and (91) into (94) we get
\[ C^V_{\ell} \approx 4\pi A_Q^2 T_k(\eta_{\text{dec}}) \int \frac{d x_0 \ell(\ell + 1) x_0^{n_v} J^2(x_0)}{x_0^{1/2} x_0^{1/2}} \nu^m, \] (99)

where we have chosen \( k_N \) in Eq. (81) to be the mode that is crossing the horizon today, \( k_N \eta_0 = 1 \), and used that \( x_{\text{dec}} \approx x_0 \equiv k \eta_0 \).

From reheating to the time of decoupling, the amplitude of the vector modes changes by \( T_k(\eta_{\text{dec}}) \). The spectrum is thus proportional to the square of the transfer function times the primordial amplitude \( A_Q^2 \). This factor is independent of angular scale, since we are taking the long wavelength limit. The angular dependence in the last equation can be estimated as follows. The Bessel function is negligible for \( x_0 \lesssim \ell \), and rapidly decays at \( x_0 > \ell \), so the anisotropies are dominated by \( x_0 \sim \ell \). In the integrand, the maximum of the Bessel function is of order \( 1/x_0 \), and the two remaining factors of \( x_0 \) in the denominator “cancel” the enhancement proportional to \( \ell(\ell + 1) \) one would otherwise have. In summary, we have
\[ C^V_{\ell} \propto \ell^{n_v - 2}. \]

More precisely, since the period of oscillations of the Bessel function is much shorter than any other characteristic scale in the integrand of Eq. (99), we may replace the oscillations with their average, \( 1/2 \). If the spectral index \( n_v \) is not too blue \((n_v < 4)\), the dominant contribution to the integral is given by the value of the integrand at \( x \approx \ell \), so the angular power spectrum becomes for \( \nu^m < 3/2 \)
\[ \ell(\ell + 1) C^V_{\ell} \sim 2\pi A_Q^2 \left( \frac{\nu^i + \nu^r}{2\nu^r} \right)^2 \frac{a_{\text{dec}}}{a_{\text{rh}}} \frac{a_{\text{dec}}}{a_{\text{eq}}} \nu^m - 2 \nu^r - \frac{1}{2} \ell^{n_v}. \] (100)

This expression is valid for those scales that entered the vector horizon after recombination, which corresponds to \( \ell \lesssim 50/c_v \) (for a ΛCDM model with \( \Omega_\Lambda = 0.7 \)).

If there is a growing mode during matter domination, the integrated term \( \Delta C_{\ell} \) yields the dominant contribution to the temperature anisotropies. Proceeding along the same lines as above, we find that in this case the angular power spectrum is for \( \nu^m > 3/2 \)
\[ \ell(\ell + 1) C^V_{\ell} \sim 2\pi A_Q^2 \left( \frac{\nu^i + \nu^r}{2\nu^r} \right)^2 \frac{a_{\text{dec}}}{a_{\text{rh}}} \frac{a_{\text{dec}}}{a_{\text{eq}}} \nu^m - 2 \nu^r - \frac{1}{2} \ell^{n_v + 3 - 2\nu^m}. \] (101)

Of course, in the crossover case \( \nu^m = 3/2 \) the two angular power spectra (100) and (101) agree.

**Small Angular Scales**

For the scales that enter the vector horizon before decoupling a precise estimate of the integrated term in (94c) becomes more difficult. For these modes the derivative of the transfer function is an oscillatory function, whose amplitude decreases in time. Hence, it is most important at earlier times \( x \approx x_{\text{dec}} \) and sharply decays within an interval \( \Delta x = k \eta_{\text{dec}} \). Whereas the latter is small for modes that cross after decoupling, for those scales that enter the horizon well before that time \( \Delta x = k \eta_{\text{dec}} \) is large, and the approximation of a constant Bessel function that led to (97) breaks down. Nonetheless, if we are interested in the order of magnitude of the Bessel function, and not in the oscillations, we can still use Eq. (97), since the “amplitude” of \( j(x) \) only changes significantly within \( \Delta x = x_{\text{dec}} \approx k \eta_0 \gg k \eta_{\text{dec}} \). In that case, the integrated term is at most of the same order of magnitude as the non-integrated one, and Eqs. (94) imply that the temperature anisotropies at any given angular scale will depend on the vector anisotropies on the appropriate comoving distance at the time of decoupling.

Under the assumption that \( N \) and \( I \) are of the same order, the angular power spectrum on small angular scales can be now calculated as before. For simplicity, let us concentrate on relatively small scales, which cross the sound horizon before equality of matter and radiation densities. The relevant expression for the transfer function is given by the third line of Eq. (90a). Substituting
Eqs. (82) and (90a) into (94) we obtain

\[
C_{\ell}^V \approx 4\pi A_Q^2 T^2_{\sigma} (\eta_{\text{dec}}) \times \\
\times \int \frac{dx_0}{x_0} \frac{\ell(\ell + 1)}{x_0^2} x_0^{n_v - 2\nu + 1} \cos^2 \left( \frac{c_v \eta_{\text{dec}}}{\eta_0} x_0 \right) j_\ell^2(x_0). 
\]  

(102)

As before, the power is proportional to the primordial contribution $x^{n_v}$ times an additional factor $x^{-2\nu - 1}$, which just reflects that modes enter the horizon at different times, and thus evolve differently. The cosine represents a snapshot of the “acoustic oscillations” of the vector perturbations at decoupling.

Before we proceed, we should mention an additional effect that influences the anisotropies on very small scales. So far, we have been assuming that the decoupling of the photons from the baryons is instantaneous. This is an accurate approximation for scales in which the argument of the cosine in Eq. (90a) does not change much during the duration of decoupling. On scales in which the cosine does change significantly, the spread in time at which a photon last scatters dampens the fluctuations by an exponential factor $\exp \left( -x_0^2/2\sigma^2 \right)$ [52]. A similar suppression is also due to Silk-damping, which originates from the breakdown of the tight-coupling approximation at scales of the order of the mean free path of photons in the plasma. For the observed values of the cosmological parameters, both effects yield an overall value of the suppression scale $\sigma \approx 500$.

Due to the exponential damping, the integral over modes converges for any power-law spectrum. As before, if the effective spectral index is not too blue, the dominant contribution to the integral is given by the value of the integral at $x_0 \approx \ell$, so the angular power spectrum becomes

\[
\ell(\ell + 1)C_{\ell}^V \sim \\
2\epsilon_3^2 (\nu_v + 1) A_Q^2 \left( \frac{\nu_v + \nu_r}{2\nu_r} \right)^2 \left( \frac{\sigma_{\text{th}}}{\sigma_{\text{dec}}} \right)^2 \left( \frac{2\eta_0}{c_v \eta_{\text{dec}}} \right)^{2\nu - 1} \times \\
\times \ell^{n_v - 2\nu - 1} \cos^2 \left( \frac{c_v \eta_{\text{dec}}}{\eta_0} \ell \right) e^{-\ell^2/2\sigma^2}. 
\]  

(103)

This equation is qualitatively valid at small angular scales, those corresponding to modes that crossed the horizon before equality, $\ell \gtrsim 120/c_v$. The acoustic oscillations subtend an angle $c_v \eta_{\text{dec}}/\eta_0$ on the sky, the ratio of the comoving size of the sound horizon at decoupling to the comoving distance to the last scattering surface. A plot of the angular power spectrum for vector modes for a specific set of parameters is shown in Figure 2.

**Comparison with Tensor Modes**

It is also illustrative to compare the contribution of the vector modes to the angular power spectrum [51] to that of the tensor modes [52, 54], which, in the limit of instantaneous decoupling, is given by

\[
C_{\ell}^h = \pi \left( \frac{\ell + 2}{(\ell - 2)!} \right)^2 \int \frac{dk}{k} T^2_k \left| \int dx \frac{dT_k j_\ell(x)}{dx} x^2 \right|^2, 
\]  

(104)

where this time $T_k$ is the transfer function of the tensor modes. Up to a factor $\sim (\ell/x)^2$ this is just what the vector modes would contribute if the non-integrated term in [54] were negligible. In fact, because each power of $x$ in the integral over momenta typically yields a factor $\ell$, this scales with $\ell$ in the same way as the contribution from the integrated term of the vector modes.

The amplitude of the tensor modes remains constant on superhorizon scales and decays also with $1/a$ inside the horizon. Thus, for modes that cross the horizon after decoupling but well before the present, the analogue of the large-scale approximation [57] is

\[
\int_0^{x_{\text{dec}}} dx \frac{dT_k j_\ell(x)}{dx} x^{-2} \approx T_k(\eta_{\text{dec}}) \frac{j_\ell(x_{\text{dec}})}{x_{\text{dec}}^2} x^2. 
\]  

(105)

Substituting then Eq. (105) into (104) and following the same steps as before we obtain

\[
\ell(\ell + 1)C_{\ell}^h \approx \frac{\pi}{2} A_Q^2 \ell^m, 
\]  

(106)

FIG. 2: The contribution of vector modes to the temperature anisotropy power spectrum for models with $c_{14} = -\alpha$ and $c_v = 1$ (the normalization is arbitrary.) The black (continuous) curve is the added contribution of the integrated and non-integrated terms, Eq. (94). The contribution of the integrated term alone is shown in red (dashed-dotted), while the contribution of the non-integrated term alone is shown in blue (dashed). On large angular scales, the spectrum is well approximated by Eq. (101). On small scales, Eq. (103) gives a qualitatively correct approximation.
roughly agree if the spectral indices are the same, and there is no growing mode in the vector sector. On small scales, the situation is different though. Along the same lines as before, the contribution of the integrated term can be estimated qualitatively by Eq. (105). Carrying out the same approximations as for the vector modes, the angular power spectrum from the tensor modes then becomes

\[ \ell(\ell+1)C_\ell^T \approx \frac{\pi}{2} A^2 \left( \frac{a_{eq}}{a_{dec}} \right)^2 \left( \frac{\eta_0}{\eta_{eq}} \right)^2 \times \ell \nu_\ell - 2 \cos^2 \left( \frac{\eta_{dec} \ell}{\eta_0} \right) \exp \left( -\frac{1}{2} \ell^2 \sigma^2 \right). \]  

(107)

This result agrees qualitatively well with numerical simulations and lends further support to the approximation for the vector modes on small scales. It shows that, at these scales, the angular power spectrum of vector modes with spectral index \( n_v \) is essentially the same as the angular power spectrum of tensor modes with spectral index

\[ n_t = n_v + 1 - 2\nu^2. \]  

(108)

A particularly relevant example of the equivalence arises for \( \alpha + c_{14} = 0 \), which leads to \( \nu^2 = 3/2, \nu^m = 5/2 \). In this case, the spectral index of the vector modes is \( n_v \approx 2 \), which is just the spectral index of a massless field in flat spacetime. Even though the amplitude of this spectrum is negligible on large scales at the end of inflation, because there is a growing mode during radiation domination, the amplitude of the spectrum at decoupling may be sizable. In any case, during radiation domination the spectrum at time is \( \eta \) is proportional to \((kn)^2\), so all modes enter the sound horizon \( c_s k \eta = 1 \) with the same amplitude. After horizon crossing the amplitude decays as \( 1/a \), as for tensor modes. Hence, up to the frequency of the acoustic oscillations, this case is almost equivalent to that of tensor modes with a nearly scale-invariant primordial spectrum, as stated by (108). The equivalence also extends to large angular scales. With \( \nu^m = 5/2 \), Eq. (101) yields a flat plateau in the contribution of vector modes to the temperature anisotropies, just as for a scale-invariant spectrum of gravitational waves.

**Comparison with Observations**

Present measurements of the CMB temperature anisotropies seem to be well-fit by a nearly scale-invariant spectrum of scalar perturbations. Therefore, if vector modes do contribute to the temperature anisotropies at observable scales, their contribution must be subdominant. This requirement places constraints on the parameters of aether theories, which follow from demanding

\[ C_\ell^V \ll C_\ell^T. \]  

(109)

Let us obtain a very rough estimate of the contribution of vector modes to the temperature anisotropies on large scales. It follows from Eqs. (81), (100) and (101) that the bulk part of the contribution stems from the four large factors

\[ \ell(\ell+1)C_\ell^V \sim \frac{c^2_{13} H^2_{eq}}{c_{14} M_P^2} \exp \left( N n_v \frac{a_{eq}}{a_{dec}} \right) 2^{\nu^2 - 1} \approx \frac{c^2_{13} H^2_{eq}}{c_{14} M_P^2} \left( \frac{a_{eq}}{a_{dec}} \right) 2^{\nu^2 - n_v - 1}. \]  

(110)

Here, we have ignored the (recent) stage of cosmic acceleration, the difference between equality and decoupling, and the redshift to the time of equality of matter and radiation densities. Using Eqs. (79) and (81b) we find

\[ 2\nu^2 - n_v - 1 \approx -4 + \sqrt{1 + 4\kappa} + 3\sqrt{1 + (4/9)\kappa} \approx \frac{2}{3} \kappa \]  

(111)

where \( \kappa \) is defined in (113), and the indices \( i \) and \( r \) refer to inflation and the radiation era respectively. We have also expanded for small \( \kappa \) in the last step, and neglected \( \kappa_i \) in front of \( \kappa_r \), because of a relative slow roll suppression factor. The sign of \( \kappa \) is determined by the sign of \((1 + \alpha/c_{14})\). Hence, if \((1 + \alpha/c_{14}) > 0\), vector modes are primordially suppressed, and the subsequent growth during radiation domination cannot compensate for this suppression. On the other hand if \((1 + \alpha/c_{14}) < 0\), the growth during radiation domination may bring the signal well above what is observationally allowed. Hence, it seems that the range which is the most interesting from the point of view of observation is when \(|1 + \alpha/c_{14}| \ll 1\), which corresponds to \( \kappa \ll 1 \). Therefore, it is not excluded that the present amplitude of these modes is quite sizable, producing detectable signals in the CMB, or dipole contributions to the gravitational potentials of massive bodies through the effect of the velocity field of the vector modes of the aether with respect to matter, as discussed at the end of the previous section.

An interesting question is whether, in the range where \(|1 + \alpha/c_{14}| \ll 1\), the contribution of the scalar isocurvature mode to observables will be larger or smaller than that of the vector modes. As we noted around Eq. (85), the relative amplitude of the longitudinal to the transverse velocity field power spectra is of order \( c_{14}/(1 + w) \), which is likely to be quite small if the scale of Lorentz symmetry breaking is low. Nonetheless, depending on parameters, both situations seem possible. Furthermore, in a theory such as BPSH, the vector mode is completely absent, and we only have the scalar contribution. A full analysis of the CMB signatures for the scalar mode is left for further research.

**VII. SUMMARY AND CONCLUSIONS**

In this article we have studied cosmological perturbations in Einstein-aether theory, where the scalar and transverse vector sectors of general relativity are enlarged...
by an additional dynamical field each. We find that inflation can induce sizable perturbations in both of these new massless fields on observable scales. Our analysis also applies to the low energy limit of BPSH gravity, where the transverse vector is missing by construction [28].

For the purposes of summarizing our results, we shall assume that the aether parameters \( c_i \) \( (i = 1, \ldots, 4) \) are small. This is natural, since they can be thought of as proportional to the square of the ratio of the symmetry breaking scale \( M \) to the Planck scale \( c_i \sim (M/M_P)^2 \ll 1 \).

To motivate the choice of the range of parameters we shall use below, let us recall that in the Einstein-aether theory, the effective gravitational constant on small scales \( G_N \) can be different from the effective gravitational constant which appears in the Friedmann equation \( G \cos \). We shall call \( \alpha \) and \( c_{14} \) the parameters which relate these two constants to the bare Newton’s constant \( G \). They are given in Eqs. [29] as linear combinations of the standard \( c_i \). In terms of \( \alpha \) and \( c_{14} \) the effective gravitational constants are given by

\[
G = \left(1 - \frac{\alpha}{2}\right) G_{\cos} = \left(1 + \frac{c_{14}}{2}\right) G_N. \tag{112}
\]

Note that for \( \alpha + c_{14} = 0 \) we have \( G_{\cos} = G_N \). The difference \( G_{\cos} - G_N \) is constrained by nucleosynthesis to be less than 10 \%, so it seems natural to consider the range

\[
|\tilde{\kappa}| \ll 1, \text{ where } \tilde{\kappa} \equiv -\left(1 + \frac{\alpha}{c_{14}}\right). \tag{113}
\]

This range guarantees the similarity of \( G_{\cos} \) and \( G_N \), but it is typically more restrictive than required by the nucleosynthesis bound, since \( c_{14} \sim (M/M_P)^2 \) is naturally small. If the parameters are such that we are outside of the range \([113]\), the effects we are investigating would be either too small to be of phenomenological interest, or too large to be compatible with observations.

The main results of the paper are the following. First, we find that in the scalar sector, aside from the standard adiabatic mode \( \zeta \) (which corresponds to the curvature of surfaces of constant matter density), there is an additional isocurvature mode which can be important for phenomenology. Geometrically, the isocurvature mode can be described as the differential e-folding number \( \delta N \) which separates the surfaces of constant matter density from the surfaces orthogonal to the aether. This plays the role of a velocity potential \( \phi \) for the aether with respect to matter. At the time of horizon exit during inflation, the amplitudes of \( \delta N \) and \( v \) are comparable to that of the standard adiabatic mode \( \zeta \):

\[
v \sim \delta N \sim \zeta \sim \frac{H}{M_P} \epsilon^{-1/2} \quad \text{(horizon exit).} \tag{114}\]

Here \( H \) is the Hubble rate and \( \epsilon \ll 1 \) is the slow roll parameter during inflation, which is independent of the aether parameters.

After horizon crossing, the curvature perturbation \( \zeta \) stays constant, while the behaviour of \( \delta N \) depends on the parameter \( \kappa \) defined above. For \( \kappa < 0 \), the isocurvature perturbation slowly decays on large scales, while for \( \kappa > 0 \) it grows. On the other hand, the velocity perturbation is given by \( v \sim \frac{\kappa}{\epsilon} \delta N \), where \( k \) is the comoving wave number and \( \dot{a} \) is the derivative of the scale factor with respect to proper time. Hence, during inflation, when \( \dot{a} \) grows, the long wavelength velocity field decays, roughly in proportion to the inverse of the scale factor. After inflaton, the universe decelerates and the velocity field grows again. At the time of horizon reentry, on cosmologically relevant scales, we have

\[
v \sim \delta N \sim e^{\kappa_\epsilon} \zeta \sim e^{\kappa_\epsilon} 10^{-5} \lesssim 1, \quad \text{(horizon reentry)} \tag{115}\]

where \( N \sim 60 \) is the number of e-foldings of inflation since the time when the cosmological scale first crossed the horizon. The last inequality indicates the limit of validity of the linear approximation. Note that for \( \kappa = 0 \), the isocurvature perturbation and the velocity field of the aether are comparable to \( \zeta \sim 10^{-5} \) at horizon reentry. However, with \( \kappa \lesssim 10/N \), we can have \( \delta N \lesssim 1 \). If \( \kappa \) is large enough to saturate the inequality, this still allows for mildly relativistic speeds for the aether field \( v \sim 1 \) within the observable universe.

Similar results hold for the vector sector. Denoting by \( V \) the transverse component of the aether velocity field with respect to matter, we find that on superhorizon scales

\[
V \sim \left(\frac{\epsilon}{c_{14}}\right)^{1/2} v. \]

Hence, if \( c_{14} < \epsilon \) (which seems quite natural if the scale of Lorentz symmetry breaking is low), the vector contribution to the velocity field will be dominant with respect to that of the longitudinal component. On the other hand, in a theory such as BPSH, the transverse component \( V \) is missing, and the scalar part \( v \) is the dominant one.

We also find that the longitudinal gauge gravitational potentials \( \phi \) and \( \psi \) can be different even for the adiabatic mode. On superhorizon scales, we find that this effect (which can be attributed to anisotropic stress of the aether energy momentum tensor) is of order:

\[
(\phi - \psi)_{\text{adiab}} \sim \phi_{\text{adiab}} c_{13} \sim \zeta c_{13} \sim 10^{-5} c_{13}, \tag{116}\]

where \( c_{13} \sim (M/M_P)^2 \) is another combination of the aether parameters \( c_i \), given in Eqs. [29]. Physically, this parameter can be expressed in terms of the propagation speed of tensor modes \( c_{13} = c_t^{-2} - 1 \). The isocurvature mode contributes maximally to the anisotropic stress, but the potential due to the isocurvature mode is suppressed by \( c_{13} \):

\[
(\phi - \psi)_{\text{isoc}} \sim \phi_{\text{isoc}} \sim c_{13} \delta N. \tag{117}\]

Since \( \delta N \) can be larger than \( \zeta \), the anisotropic stress can be dominated by the isocurvature mode. The anisotropic stress on observable scales is suppressed from its value at horizon crossing, due to the dynamics of the aether on
subhorizon scales. For $κ = 0$, the effect scales like $k^{-2}$ for modes that crossed the horizon during the matter era. For modes that crossed the horizon during the radiation era, the behaviour changes to $k^{-1}$. Current constraints on $ϕ - ψ$ on cosmological scales are not very restrictive, and $|c_{13}| \lesssim 1$ seems to be allowed by observations.

The aether manifests itself in PPN parameters through frame dependent effects, which cause anisotropies in the gravitational field of bodies which move with respect to the aether. In this way, the velocity field generated during inflation might be detectable. It should be noted, however, that it seems difficult with present technology to observe the statistical properties of the random field from this particular type of observations. Even if the velocity field were relativistic on cosmological scales $v \sim 1$, it falls with scale as $k^{-2}$. In particular, the component which varies on scales of the order of 100 Mpc would then be below the virial velocity $v_{\text{vir}} \sim 10^{-3}$ of objects bound in galaxies, and it seems unlikely that we can directly sample frame dependent effects in objects which are located at distances larger than that. On the other hand, at the relatively small distances where the observation of frame dependent effects is accessible, we may still detect a large but fairly homogeneous velocity field, even one that is much larger than the virial velocity of bound objects.

Finally, we have computed the contribution of transverse vector fields $V$ to the angular power spectrum of CMB anisotropies. We find that for $κ = 0$, the spectrum of multipole coefficients $C_ℓ^V$ has the same shape as that of tensor modes. The amplitude, on the other hand, is related to the spectrum $C_ℓ^h$ for tensor modes and $C_ℓ^κ$ for the adiabatic scalar mode as

$$C_ℓ^V \sim \frac{c_{13}^2}{c_{14}} e^{2Nκ} C_ℓ^h \sim \frac{ε}{c_{13}} e^{2Nκ} C_ℓ^κ.$$  \hspace{1cm} (118)

This means that the vector modes in Einstein-aether theory can easily dominate the signal from tensor modes. The analysis of polarization induced by the vector modes is therefore of phenomenological interest, and is left for further research. Moreover, we know that the CMB is well-fit with a primordial spectrum of scalar adiabatic perturbations. This imposes additional phenomenological restriction amongst the parameters $c_{13}$ and $κ$ of Einstein-aether theories, of the form

$$κ \lesssim \frac{1}{2N} \ln \left| \frac{c_{14}}{ε c_{13}} \right|.$$  \hspace{1cm} (119)

So far, we have not included the constraints which follow from the frame-dependent effects on the PPN parameters. These are summarized in Appendix A and take the form

$$ω α_1 \lesssim 10^{-7}, \quad ω^2 α_2 \lesssim 10^{-13}.$$  \hspace{1cm} (120)

Here, $ω = \max\{V, v, v_{\text{vir}}\}$, is the velocity of the aether with respect to the object whose gravitational field is being tested at post-Newtonian order, and $v_{\text{vir}} \sim 10^{-3}$ is the typical virial velocity for bound objects with respect to the CMB frame. The post-Newtonian parameters $α_1$ and $α_2$ are combinations of the four aether parameters $(α, c_{14}, c_+, c_-)$. Here, following [57], we have introduced $c_+ ≡ c_{13} = c_1 + c_2$ and $c_- ≡ c_1 - c_2$. Phenomenologically, it is possible to set $α_1 = α_2 = 0$, which determines $α$ and $c_1$ as functions of the other two parameters in the model,

$$α = -c_{14} = -2 \frac{c_+ c_-}{c_+ + c_-}.$$  \hspace{1cm} (121)

The parameters $c_+$ and $c_-$ remain rather unconstrained by observations. Stability requirements and superluminality (or Cherenkov) constraints are satisfied provided that $-1 \leq c_+ \leq 0$, $c_+/3(1 + c_+) \leq c_- \leq 0$. Constraints from radiation damping in binary systems determine further constraints on the $(c_+, c_-)$ plane, but a sizable coefficient $|c_{13}| \lesssim 1$ (122) still seems to be allowed by all observations [57]. This is important, since the gravitational effects of the aether are suppressed by this coefficient. For instance the contribution of vectors to the CMB anisotropies is of order

$$C_ℓ^V \sim \frac{c_1^2}{c_{14}^2} V^2,$$  \hspace{1cm} (123)

where $V \lesssim 1$ is the aether velocity field. Hence, the observability of the effect depends crucially on $c_{13}$ being sufficiently large.

This brings us to the question of fine tuning amongst the parameters of the model. In a low energy theory, one might have expected all dimensionless parameters to be of the same order,

$$c_1 \sim (M/M_\odot)^2.$$  \hspace{1cm}

Observability of $C_ℓ^V$ requires an inequality of the form

$$c_{13} V \gtrsim 10^{-6},$$

which would be natural provided that

$$(M/M_\odot)^2 \gtrsim 10^{-6} V^{-1}.$$  \hspace{1cm} (124)

On the other hand, in Eq. (121) we have adjusted the parameters so that $α_1 = α_2 = 0$, but the actual restriction (120) is of the form $α_2 \lesssim 10^{-13} ω^{-2}$. Hence, $α_2$ must be well below the natural scale (124) by a considerable suppression factor

$$α_2 \lesssim 10^{-7} ω^{-1}(V/ω)(M/M_\odot)^2 \lesssim 10^{-7} ω^{-1}(V/ω)(M/M_\odot)^2 \lesssim 10^{-13} ω^{-2}.$$  \hspace{1cm} (125)

with $10^{-3} < ω < 1$. In the classical theory, the parameter $α_2$ can always be chosen by hand to have any particular value. However, in an effective field theory (EFT) a parameter is considered to be finely tuned or technically unnatural if quantum corrections to it are larger than the desired renormalized value of the parameter. The question, therefore is whether the very small values of $α_2 \lesssim (M/M_\odot)^2$ are stable or not under quantum corrections. Withers [55] has recently analyzed the Einstein-Aether theory as an EFT, with the conclusion that the
parameters $c_i$ receive only negligible logarithmic corrections. A similar result may hold in BPSH theory [27]. This subject is left for further study.

To conclude, the results presented here show that the preferred frame singled out by the aether field $A^i$ or by the preferred foliation of the BPSH theory, may have picked up a large random velocity field seeded by quantum fluctuations during inflation. Depending on the parameters, this may even be mildly relativistic on cosmological scales. The effects of this velocity field may be detectable in observations of frame dependent PPN effects, or in specific features in the CMB spectrum such as a sizable contribution from vector modes. These issues deserve further investigation.
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Appendix A: Other Constraints

In this article we have derived the constraints on the parameters of Einstein-aether theories that follow from classical and quantum stability, and from phenomenological considerations related to the primordial perturbations. In addition to these constraints, there are further conditions that the $c_i$’s have to satisfy, which arise from the Post-Newtonian limit of the theory, Big-Bang nucleosynthesis, and from the arrival of high-energy cosmic rays to earth. An extensive summary of these constraints can be found in [57].

Post-Newtonian Limits

In any metric theory, the gravitational field created by non-relativistic bodies can be characterized beyond the Newtonian limit by a set of post-Newtonian PPN parameters, whose values are tightly constrained by solar system tests of gravity [8]. The parameters $\beta$ and $c_{13}$ in aether theories agree with those of general relativity, and also agree with the measured ones [43]. But because the aether defines a preferred frame, it also introduces additional departures from general relativity, which manifest themselves as gravitational potentials that depend on the velocity of the interacting bodies with respect to the aether. These preferred-frame effects are encoded in the PPN parameters $\alpha_1$ and $\alpha_2$. One of the most stringent limits on the value of $\alpha_1$ comes from measurements of the eccentricity of the binary pulsar J2317+1439 (which would change if $\alpha_1$ were non-zero) [58], while one of the most stringent limits on $\alpha_2$ stems from the alignment of the sun spin with the solar system angular momentum (a non-zero $\alpha_2$ would lead to a misalignment) [59]. These limits lead to the conditions

$$\alpha_1 = \frac{-8(c_1 c_4 + c_3^2)}{2c_1 - c_1^2 + c_3^2} \leq 1.7 \times 10^{-4}, \quad (A1a)$$

$$\alpha_2 = \frac{\alpha_1}{2} - \frac{(2c_{13} - c_{14})(\alpha + c_{14})}{\beta(2 - c_{14})} \leq 1.2 \times 10^{-7}. \quad (A1b)$$

It is important to stress that both limits assume that the velocity of the sun with respect to the aether $\omega$ is the velocity with respect to the frame in which CMB dipole vanishes, $\omega \sim 10^{-3}$. Roughly speaking, the limit on $\alpha_1$ is actually a limit on $\alpha_1 \omega$, while the limit on $\alpha_2$ actually constrains $\alpha_2 \omega^2$. Thus, if $\omega$ were larger that assumed, as the results of our work seem to allow, the limits on $\alpha_1$ and $\alpha_2$ would be actually tighter. In other words, the constraints on the PPN parameters $\alpha_1$ and $\alpha_2$ actually are

$$\alpha_1 \lesssim 10^{-4} \times \left(\frac{10^{-3}}{\omega}\right), \quad (A2a)$$

$$\alpha_2 \lesssim 10^{-7} \times \left(\frac{10^{-3}}{\omega}\right)^2, \quad (A2b)$$

where $\omega$ is again the velocity of the sun with respect to the preferred frame. The constraints [A1] are typically satisfied if the norm of the $\tilde{A}$, defined in Section [11] is of order $\sim 10^{-4}M_P$.

Big-Bang Nucleosynthesis

The agreement between the predicted light element abundances, and those actually observed (or indirectly measured using CMB observations [50]) constrains the value of the Hubble constant at the time the light elements formed, at temperatures of about $T \approx 10^9$ K. Because the expansion rate depends on the value of the renormalized Newton constant $G_{\text{cos}} = 2G/(2 - \alpha)$ through Eq. [12a], and because the latter is related to the “Newtonian” gravitational constant by Eq. [14], given the measured value of $G_N$ on small scales and the number of relativistic species during nucleosynthesis, one can determine how light element abundances depend on the parameters $\alpha$ and $c_{14}$. Agreement of such a prediction with observations then implies

$$\frac{c_{14} + \alpha}{2 - \alpha} \lesssim 10\%.$$  (A3)
Cherenkov Radiation

If any of the propagation speeds of tensor, vector or scalar modes we have discussed were sufficiently smaller than the speed of light, highly relativistic particles traveling close to the speed of light would lose energy into these modes by a process analogous to Cherenkov radiation (this is kinematically possible only if the dispersion relation of the emitted quanta is subluminal.) Although the emission amplitude is inversely proportional to the Planck mass, the fact that we detect these cosmic rays, and that they must originate at atmospheric distances, allows one to place quite stringent limits on the parameters of the aether [60],

\[
\frac{c_{13}}{c_1} < 1 \times 10^{-15} \quad \text{(A4a)}
\]
\[
\frac{c_{13}^2(c_1^2 + 2c_4)}{c_1^2} < 1.4 \times 10^{-31} \quad \text{(A4b)}
\]
\[
\frac{(c_3 - c_4)^2}{|c_{14}|} < 1 \times 10^{-30} \quad \text{(A4c)}
\]
\[
\frac{c_4 - c_2 - c_3}{c_1} < 3 \times 10^{-19} \quad \text{(A4d)}
\]

It is important to realize though that these constraints only apply if the different aether modes propagate subluminally. Under this assumption conditions (A4) can also be taken to imply the bound \( M \leq 10^{-7} M_P \) on the norm of the aether field \( \tilde{A}_\mu \) defined in Section 1.

Propagation Speed

Some authors impose further conditions on the parameters of the aether, namely, that the propagation speed of the perturbations be subluminal. The origin of this requirement goes back to the violations of causality that appear in Lorentz-invariant theories with superluminal signals. As far as we know, there is no link however between superluminality and violations of causality in backgrounds like the ones we are considering. The cosmic aether breaks Lorentz invariance and defines a preferred reference frame. Signals always travel forward in time in this frame, so no closed timelike curves can arise. Even the construction of [61], in which due to the nature of the background closed timelike curves may appear seems difficult to realize here, because the aether satisfies a fixed-norm constraint. Hence, we shall not require subluminal propagation, though because this is a somewhat controversial issue, we collect the appropriate conditions here for completeness. They easily follow from Eqs. (27), (37) and (74). In the limit of small coefficients, \( c_i \ll 1 \) they read

\[
c_{13} \geq 0 \quad \text{(A5a)}
\]
\[
c_1 - c_4 - c_{13}^2 \geq 0 \quad \text{(A5b)}
\]
\[
\beta - c_{14} \geq 0 \quad \text{(A5c)}
\]

Note that because we have taken metric perturbations into account, these conditions differ from those derived in the limit of a decoupled aether [29]. For alternative views on superluminal propagation we refer the reader to the references [61][63].

Appendix B: Scalar equations in the longitudinal gauge

In this appendix we discuss the scalar sector in the longitudinal gauge. This is useful and complementary to the next appendix, which deals with the gauge-invariant formulation.

In the longitudinal gauge, there are five fields in the scalar sector: \( \phi, \psi, C, \delta \lambda \) and the inflaton perturbation \( \delta \phi \). Therefore, we need five independent equations to uniquely determine their values. Contracting Eq. (7) with \( A^i \) and using the constraint \( A^2 A_\beta = -1 \) yields an equation that expresses the Lagrange multiplier in terms of the aether and the metric,

\[
\delta \lambda = \frac{1}{a^2} \left[ -6(\alpha - c_2)H^2 \frac{\dot{\phi}}{a} + 6c_2 \frac{a''}{a} \frac{\ddot{\phi}}{a} + 3c_2 \mathcal{H} \dot{\phi}' + \right.
\]
\[
+ c_3 k^2 \ddot{\phi} - 3(2\beta - c_2)H \psi' + 3c_2 \psi'' - \left. (\beta + c_1) \mathcal{H} k^2 C + (\beta - c_1) k^2 C' \right].
\]

(B1)

which shows explicitly how the Lagrange multiplier can be expressed in terms of the remaining fields. The time component of the linearized aether field Eq. (7) is identically satisfied. The linearized spatial components give

\[
C'' + 2H C' + \left[ \frac{\alpha}{c_{14}} \left( 2H^2 - \frac{a''}{a} \right) + \frac{a''}{a} \right] C + \frac{\beta}{c_{14}} k^2 C + \left( 1 + \frac{\alpha}{c_{14}} \right) \mathcal{H} \phi + \phi' + \left. \frac{\alpha}{c_{14}} \psi' = 0, \right)
\]

(B2)

which combined with the \( ^0_i \) Einstein equation results in

\[
\mathcal{H} \phi + \psi' - \frac{\beta}{2 - \alpha} k^2 C = 4\pi G \frac{2}{2 - \alpha} \mathcal{H} \delta \phi.
\]

(B3)

Eq. (B3) expresses \( \delta \phi \) in terms of the remaining scalars, and allows us to eliminate \( \delta \phi \) from our system of equations. On large scales, this equation has the same form it and allows us to express \( \delta C \) in terms of \( \psi \) and \( C \), and thus eliminate yet another variable from the equations.
Note that scalar fields and perfect fluids cannot source anisotropic stress, which is why a value of $\psi - \phi$ different from zero is sometimes attributed to modified gravity. Finally, the sum of the $0_0$ and the $i_j$ Einstein equations proportional to $\delta^i_j$ is

\[
\psi'' + 5\mathcal{H}\psi' + \mathcal{H}\phi' + 2\left(\frac{a''}{a} + \mathcal{H}^2\right)\phi + \frac{c_{14} - 1}{2 - \alpha} k^2 \phi + \frac{3}{2 - \alpha} k^2 \psi + \frac{c_{14} - c_2}{2 - \alpha} k^2 C' + \frac{c_{14} - 2c_2}{2 - \alpha} \mathcal{H}k^2 C = \frac{8\pi G}{2 - \alpha} 3\mathcal{H}(1 - w)\varphi' \delta \varphi,
\]  

where we have used Eq. (B1) to eliminate $\delta \lambda$, and that during power-law expansion the equation of state parameter $w$ is constant.

Eqs. (B1), (B2), (B3), (B4) and (B5) form a set of five differential equations for the five unknowns. We can use the constraints (B3) and (B4) to eliminate $\phi$ and $\delta \varphi$ from Eqs. (B2) and (B5), arriving at

\[
C'' + \left(2 + \frac{c_{14}(c_{14} + \alpha)}{c_{14}(1 + c_{13})}\right) \mathcal{H}C' + \frac{c_{14} - c_2}{2 - \alpha} k^2 C + \frac{c_{14} + \alpha}{c_{14}(1 + c_{13})} \left(\psi' + \mathcal{H}\psi\right) = 0,
\]  

and

\[
\psi'' + 3(1 + w)\mathcal{H}\psi' + 2\left(\frac{a''}{a} - 2\mathcal{H}^2\right)\psi + 3(1 + w)\mathcal{H}^2 \psi + c_{13} \mathcal{H}C'' + 2c_{13} \left(\frac{a''}{a} - \mathcal{H}^2\right) C' + 3(1 + w)c_{13}\mathcal{H}^2 C' + c_{13} \left(6\frac{a''}{a} - 10\mathcal{H}^2\right) \mathcal{H}C + 6(1 + w)c_{13}\mathcal{H}^3 C + \frac{2 + c_{14}}{2 - \alpha} k^2 \psi + \frac{c_{14}(1 + c_{13}) - \beta}{2 - \alpha} k^2 C' + \frac{c_{14}(1 + 2c_{13}) + 4\beta - a - 3(1 + w)\beta}{2 - \alpha} \mathcal{H}k^2 C = 0.
\]  

Because this is a system of two second order linear differential equations, we need to specify four independent initial conditions, so there must exist four linearly independent solutions. This is also what we expect by simply counting matter fields. In the limit of weak gravitational couplings, we may neglect metric perturbations, so we just have one degree of freedom in the inflaton perturbations and one degree of freedom in the aether field perturbations, for a total of four initial conditions to determine uniquely the evolution of the system. As we deviate from the limit of weak coupling, neglecting metric perturbations ceases to be a good approximation, but the number of degrees of freedom in the theory remains unchanged.

### 1. Short-wavelength Solutions

In the short-wavelength regime, $k|\eta| \gg 1$, the solutions of the equations of motion (B6) and (B7) behave approximately like in flat space. The notion of an approximate solution can be formalized by introducing $k\eta$ as an expansion parameter. In the limit $k|\eta| \gg 1$ the solution of Eqs. (B6) and (B7) can be cast in the form

\[
\psi = \tilde{\psi}(k\eta) \exp(-ic_s k\eta), \quad C = \frac{1}{k} \tilde{C}(k\eta) \psi,
\]  

where, $\tilde{\psi}$ and $\tilde{C}$ are functions whose power series expansion starts at a finite positive power of $k\eta$, and $c_s$ is a “sound speed” to be determined. Substituting the ansatz (B8) into Eqs. (B6) and (B7), and keeping the leading powers of $k\eta$ yields a set of algebraic equations with two positive frequency and two negative frequency solutions, for a total of four solutions, as expected. At leading order, $\tilde{\psi}$ remains unconstrained and can be taken to be constant. The positive frequency solutions are given by

\[
\begin{align*}
(c_\psi)_a &= c_a, \\
\tilde{c}_\psi &= i \frac{\alpha - 2}{\beta} c_a, \\
(c_\varphi)_\varphi &= 1, \\
\tilde{C}_\varphi &= i \frac{c_{14} + \alpha}{\beta - c_{14}(1 + c_{13})},
\end{align*}
\]  

where $c_a$ is the sound speed of the $a$th mode. These two modes correspond to the two independent short wavelength solutions (39a) and (39b) that we found in Subsection [IV.A] To see that this is the case, we may use the expression of $\delta N$ and $\zeta_a$ in the longitudinal gauge

\[
\begin{align*}
\delta N &= \frac{\mathcal{H}\delta \varphi}{\varphi'} + \mathcal{H}C, \\
\zeta_a &= \psi - \mathcal{H}C.
\end{align*}
\]  

In the first equation, $\delta \varphi$ should be expressed in terms of $\psi$ and $C$ through the relation

\[
\delta \varphi = \frac{M_P^2}{\varphi'} \left[(2 - \alpha) \left(\psi' + \mathcal{H}\psi + c_{13}\mathcal{H}C' + 2c_{13}\mathcal{H}^2 C - \beta \mathcal{H}k^2 C\right)\right],
\]  

which follows from (B3) and (B4). By comparison with (39a) and (39b) we also obtain the overall normalization factor $\tilde{\psi}$. For the first mode, we have

\[
\psi_a \rightarrow \frac{Z_a^{1/2}}{a} e^{-ic_a k\eta}, \quad C_a \rightarrow \frac{1}{k} \tilde{C}_a \psi_a,
\]  

where $Z_a$ is given in Eq. (36), and $\tilde{C}_a$ in Eq. (B9a). For the second mode, we have

\[
\psi_\varphi \rightarrow \frac{Z_\varphi^{1/2}}{a} e^{-i\eta k}, \quad C_\varphi \rightarrow \frac{1}{k} \tilde{C}_\varphi \psi_\varphi,
\]  

where $\tilde{C}_\varphi$ is given in Eq. (B9b) and

\[
Z_\varphi^{1/2} \equiv e^{-i\frac{\varphi'}{k M_P^2} \left(2 + \frac{c_{14}(\beta + \alpha(1 + c_{13}))}{\beta - c_{14}(1 + c_{13})} \right)^{-1}}.
\]
Substitution of (B12) into (B10) reproduces Eq. (39b), while substitution of (B13) into (B10), together with the background Eqs. (12), reproduces Eq. (39a). The vacuum is thus characterized by the two independent solutions of Eqs. (B6) and (B7) that approach (B12) and (B13) in the limit \( k|\eta| \to \infty \).

2. Long-wavelength Solutions

In the limit of long wavelengths, \( k|\eta| \ll 1 \), we may neglect terms proportional to \( k^2 \) in Eqs. (B6) and (B7). In this limit, the power-law ansatz

\[ \psi = (-\eta)^t, \quad C = C \cdot (-\eta) \cdot \psi \]  

reduces the two coupled differential equations (B6) and (B7) to an algebraic system for the two constants \( t \) and \( C \),

\[
\left[ t^2 + \frac{c_{14}(1 + c_{13})(5 + 3w) + 2c_{13}(1 + c_{14} + \alpha)}{c_{14}(1 + c_{13})(1 + 3w)} t + \frac{2c_{14} + \alpha}{c_{14}(1 + c_{13})} \right] C = 0
\]

\[
t(5 + t + 3w + 3wt)(1 + 3w - 2C_{13}) = 0.
\]

Because Eqs. (B16) are linear in \( C \), they may be reduced to a single quartic equation for \( t \), with four different solutions, as it should be.

a. Adiabatic Modes (\( \delta N = 0 \))

Two solutions of the coupled equations (B16) follow directly from Eq. (B16b),

\[
t_1 = 0, \quad C_1 = \frac{1 + 3w}{3(1 + w) + c_{13}(5 + 3w)}, \quad \text{(B17a)}
\]

\[
t_2 = \frac{5 + 3w}{1 + 3w}, \quad C_2 = \frac{1 + 3w}{2}.
\]

The corresponding perturbations are the two "adiabatic" modes that always exist at long wavelengths, regardless of the matter content of the universe [39]. Along these two modes, the (spatial) curvature perturbation on comoving slices, \( \zeta \equiv \psi + \frac{2}{3} \frac{H \phi + \psi'}{H(1 + w)} \), and the difference of the two metric potentials (which is proportional to the anisotropic stress) are given by

\[
\zeta_1 = \frac{(5 + 3w)(1 + c_{13})}{3(1 + w) + c_{13}(5 + 3w)} \psi, \quad \phi_1 - \psi_1 = -\frac{c_{13}}{1 + c_{13}} \zeta_1
\]

\[
\zeta_2 = 0, \quad \phi_2 - \psi_2 = 0. \quad \text{(B19b)}
\]

It can be readily checked that for these modes \( \delta N = 0 \), so that matter is at rest in the aether frame. Though these adiabatic modes have the properties described in [39], they do not share the properties postulated in [40–42]. In particular, for the first adiabatic mode, the anisotropic stress is non-zero. The form of the two adiabatic modes for an arbitrary expansion history and matter content is derived in Appendix D.

b. Isocurvature Modes (\( \zeta = 0, \delta N \neq 0 \))

The two remaining solutions of Eqs. (B16) require \( C = (1 + 3w)/2c_{13} \), which gives

\[
\psi = -c_{13}H \zeta \propto (-\eta)^t.
\]

From (B16a), the exponents are given by

\[
2t_\pm = -\frac{(5 + 3w)}{1 + 3w} \pm \sqrt{\frac{5 + 3w}{1 + 3w}^2 + 4\kappa}, \quad \text{(B21)}
\]

where \( \kappa \) is given by Eq. (13). It is straightforward to check that for these modes we have

\[
\zeta_\pm = 0, \quad \text{(B22a)}
\]

\[
\phi_\pm - \psi_\pm = \left(\frac{1 + 3w}{2}\right)t(\mp) \psi_\pm \quad \text{(B22b)}
\]

\[
\delta N_\pm = -\left(\frac{1 + c_{13}}{c_{13}}\right) \psi_\pm \propto (-\eta)^{t(\pm)}. \quad \text{(B22c)}
\]

These are two isocurvature modes, in the sense that the curvature perturbation on comoving slices \( \zeta \) vanishes for any value of \( w \).

From Eq. (B21) it is straightforward to check that, for any value of \( w \), one of the two modes is a decaying one. Whether the second mode is growing or decaying depends on the sign of \( \kappa \), which is in turn determined by the sign of \( 1 + (\alpha/c_{14}) \). For \( \kappa > 0 \) the second solution is also a decaying one, but for \( \kappa < 0 \) there is a growing mode. In the special case \( \kappa = 0 \), there is a constant non-decaying long wavelength solution.

The existence of a growing non-adiabatic isocurvature mode in Einstein-aether theories for \( \alpha/c_{14} < -1 \) can have important phenomenological consequences, as we discuss in the main text.

Appendix C: Canonical reduction of the scalar sector.

The normalization of the spectrum of scalar perturbations follows from the normalization of the action for
the corresponding physical degrees of freedom. Here, we find the reduced set of gauge-invariant dynamical variables, and express the second order Lagrangian in terms of these. This Lagrangian can also be used, of course, to rederive the scalar equations of motion (B6) and (B7).

The starting point is the Lagrangian for scalar perturbations in an arbitrary gauge, which is obtained by substituting the metric (21) into the action (3), and expanding to second order in the scalar perturbations. Using the constraint (2) which is obtained from variation with respect to \( \delta \lambda \), we arrive at

\[
\mathcal{L}^{(2)}_a = -\frac{M_P^2}{2} \left[ 2k^2 \psi^2 - 3(2 - \alpha)\psi \psi^2 - 4k^2 \psi \phi + 4k^2 \psi B - (2 - \alpha)k^2 \psi E' + 2\alpha k^2 \psi C + \beta k^4 (C + \frac{1}{2} E')^2 - c_{14}k^2 (\phi + C')^2 - 6(2 - \alpha)H \phi \psi' - 2(\alpha - c_{14})H k^2 \phi E' + 2(\alpha - c_{14})H k^2 \phi C - (2 - \alpha)(2H^2 + H') \phi^2 + (\alpha(H^2 - H') + c_{14}(H^2 + H'))k^2(C + B)^2 + M_P^2 \left( \delta \phi' \phi - k^2 \delta \phi^2 + 2 \phi' \delta \phi (3\psi' - k^2 B + \frac{k^2 E'}{2}) - 2 \phi' \delta \phi' \phi - a^2 V_{\phi \phi} \delta \phi^2 - 2a^2 V_{\phi} \delta \phi \phi \right) \right].
\]

Not all variables in this Lagrangian are dynamical. Some linear combinations are gauge modes, while others are constrained. We would like to find a Lagrangian that contains dynamical gauge-invariant variables only.

The identification of constraints and the reduction of phase space is best performed in the canonical formalism, where the equations of motion are at most of first order in time. Constraints are equations of motion without any time derivatives, and can be substituted back into the first order Lagrangian. Here, we closely follow Fadeev and Jackiw’s method for dealing with constrained systems [64]. For a discussion of cosmological perturbation theory in this framework, see [65].

We begin by introducing new variables \( U \) and \( W \) through

\[
2W = B + C, \quad 2U = B - C.
\]

The conjugate momenta of the system are given by

\[
\Pi_\phi \equiv \frac{\mathcal{L}^{(2)}_a}{\partial \phi'} = M_P^2 a^2 \left[ \alpha k^2(W - U) + 2k^2(U + W) - \frac{2(2 - \alpha)}{2} k^2 E' - 3(2 - \alpha)(\psi' + \mathcal{H} \phi) + 3M_P^2 \phi' \delta \phi \right],
\]

\[
\Pi_E \equiv \frac{\mathcal{L}^{(2)}_a}{\partial E'} = \frac{1}{2} M_P^2 a^2 k^2 \left[ \beta k^2(W - U + \frac{1}{2} E') - (2 - \alpha)(\psi' + \mathcal{H} \phi) + M_P^2 \phi' \delta \phi \right],
\]

\[
\Pi_\phi \equiv \frac{\mathcal{L}^{(2)}_a}{\partial \phi'} = a^2 (\phi' - \phi \phi'),
\]

\[
\Pi_W \equiv \frac{\mathcal{L}^{(2)}_a}{\partial W} = -2c_{14}M_P^2 a^2 k^2 (\phi + 2W'),
\]

and we can write the first order Lagrangian

\[
\mathcal{L}^{(1)} = \Pi_E E' + \Pi_W W' + \Pi_\phi \phi' - \Pi_\phi \phi - \frac{3\Pi_E}{M_P^2 a^2 k^2 (1 + c_{14})} + \frac{\Pi_W^2}{8c_{14}a^2 M_P^2 a^2} - \frac{\Pi_\phi^2}{2a^2 + \frac{2k^2 \beta W \Pi_\phi}{M_P^2(2 - \alpha)}} + \frac{4M_P^2 a^2 k^2 (2 - \alpha)(1 + c_{14})}{(2 - \alpha)(1 + c_{14})} - 2U \Pi_E - \frac{2(1 - \alpha)W \Pi_\phi}{(1 + c_{14})} - \frac{\phi' \delta \phi \Pi_W}{M_P^2(2 - \alpha)} + \frac{2a^2 V_{\phi \phi} \delta \phi^2}{2} - \frac{3\phi^2}{M_P^2(2 - \alpha)} + \frac{2\alpha a^2 k^2 \phi' \delta \phi W}{(2 - \alpha)} + \frac{\phi [ - 2c_{14}M_P^2 a^2 k^2 \mathcal{H} W - 2M_P^2 a^2 k^2 \psi + \frac{1}{2} \Pi_W + \mathcal{H} \Pi_\phi - \phi' \Pi_\phi - a^2 \delta \phi (a^2 V_{\phi} + 3\mathcal{H} \phi')]}. \tag{C4}
\]

Variation with respect to the independent variables \( \psi, \Pi_\psi, E, \Pi_E, \delta \phi, \Pi_\phi, \delta \phi, W, \Pi_W, U \) and \( \phi \) leads to the same equations of motion as those derived from the variation of (C1) with respect to \( \psi, E, \delta \phi, B, C \) and \( \phi \).

Note that the time derivatives of \( U \) and \( \phi \) do not appear in Eq. (C4), so variation with respect to these variables leads to the two constraints

\[
\Pi_E = 0, \tag{C5a}
\]

\[
\Pi_\phi = -4c_{14}M_P^2 a^2 k^2 \mathcal{H} W - 2a^2 V_{\phi} \phi' - 4M_P^2 a^2 k^2 \psi + \frac{2\phi'}{2\phi'} + \frac{\Pi_W + 2\mathcal{H} \Pi_\psi - 6a^2 \mathcal{H} \phi' \delta \phi}{2\phi'}. \tag{C5b}
\]
Substitution of these constraints also causes $E, \phi$ and $U$ to drop from the Lagrangian, which therefore depends only on the five independent canonical variables $\psi, \Pi_\psi, \delta \varphi, W, \Pi_W$. Five is one too many, since we expect two canonical pairs only. Indeed, one of the variables is redundant, and it corresponds to the residual gauge invariance of the Lagrangian. Let us introduce the gauge-invariant combinations

$$\zeta \equiv \psi + \frac{\mathcal{H}}{\varphi} \delta \varphi,$$

$$\delta N \equiv 2 \mathcal{H} \Omega \equiv 2 \mathcal{H} W + \frac{\mathcal{H}}{\varphi'} \delta \varphi.$$  \hfill (C6a, C6b)

Geometrically, these can be interpreted as follows. The variable $\zeta$ is the curvature perturbation on surfaces of constant inflaton field $\varphi$. The variable $\delta N$ is the same as the one introduced in (33), and can be interpreted as the differential e-folding number between hypersurfaces of constant inflaton field and surfaces orthogonal to the aether field.

The momenta conjugate to the gauge-invariant variables $\zeta$ and $\Omega$ are given by

$$\Pi_\zeta \equiv \Pi_\psi + \frac{2 M_p^2 a^2 k^2}{\varphi} \delta \varphi,$$

$$\Pi_\Omega \equiv \Pi_W + \frac{2 c_{14} M_p^2 a^2 k^2 \mathcal{H}}{\varphi'} \delta \varphi.$$  \hfill (C7a, C7b)

In terms of the new variables, the field perturbation $\delta \varphi$ disappears from the Lagrangian (C4) and we have

$$L_s^{(1)GI} = M_p^2 a^2 k^2 \left[ \zeta^2 + \frac{2 \beta k^2}{(2 - \alpha)(1 + c_{13})} + (c_{14} + \alpha) \mathcal{H}^2 + (c_{14} - \alpha) \mathcal{H}' \right] \Omega^2 - 
\frac{2 M_p^2 a^2 k^2}{\varphi'^2} \left( \zeta + c_{14} \mathcal{H} \Omega \right)^2 + 
\frac{1}{8 c_{14} M_p^2 a^2 k^2} \left( \frac{\mathcal{H}}{2 a^2 \varphi'} - \frac{\mathcal{H}'}{2 a^2 \varphi''} \right) \Pi_\Omega^2 - 
\frac{\mathcal{H}}{2 a^2 \varphi'} \Pi_\zeta - 
\frac{\mathcal{H}}{2 a^2 \varphi''} \Pi_\zeta \Pi_\Omega + 
\frac{\beta}{4 M_p^2 a^2 k^2} \left( 2 \mathcal{H} \Pi_\zeta + \Pi_\Omega \right) \Omega - 
\frac{2 \beta k^2}{(2 - \alpha)(1 + c_{13})} \Pi_\Omega \Omega - 
\frac{2 M_p^2 a^2 k^2}{\varphi'^2} \zeta \Pi_\zeta + 
\frac{2 M_p^2 a^2 k^2}{\varphi'^2} \zeta \Pi_\zeta + \zeta \Omega^2.$$  \hfill (C8)

Expression (C8) gives the first order Lagrangian we have been looking for, since it is a function of two canonical pairs, corresponding to two field degrees of freedom.

To see this more explicitly, we may vary with respect to $\Pi_\Omega$ and $\Pi_\zeta$, and plug the resulting equations back into Eq. (C8) to obtain the second order Lagrangian. For reference we just reproduce the leading terms in the limit $k|\eta| \gg 1$ (the full expression is cumbersome and not very illuminating). In terms of $\zeta$ and $\delta N$, this is given by

$$L_s^{(2)GI} = \frac{M_p^2 a^2}{2} \left[ -4 \left( 2 + c_{14} \right) k^2 \zeta (\delta N) + 
\frac{k^2 (2 + 2 c_{14} \alpha) + c_{14} (\alpha - 2) (1 + 3w)}{2 c_{14}} (\delta N)^2 + 
\frac{2 (2 + c_{14} k^2)}{\beta} \zeta^2 + \frac{4 (2 - \alpha) (1 + c_{13})}{\beta} (\delta N) \zeta' - 
\frac{2 (2 - \alpha) (1 + c_{13})}{\beta} \zeta'^2 - 
\frac{(2 - \alpha) (4 + 1 + c_{13}) - 3 \beta (1 + w)}{2 \beta} (\delta N)^2 + \cdots \right],$$  \hfill (C9)

where the ellipsis denote terms which are subleading in the momentum expansion.

Variation of (C9) with respect to $\zeta$ and $\delta N$ (including the terms that we do not explicitly write down) yields two second order differential equations for $\zeta$ and $\delta N$. These equations of motion are valid in any gauge. To find their form in the longitudinal gauge, we may use Eq. (B11) to express the inflaton perturbations in terms of metric and aether perturbations. Substituting in (C6a) and (C6b), we can cast the equations of motion for $\zeta$ and $\Omega$ as two second order differential equations for the longitudinal gauge variables $\psi$ and $C$. The latter happen to be precisely linear combinations of Eqs. (B6), (B7) and the time derivative of (B7).\footnote{Note in particular that Eqs. (B6) and (B7) cannot follow from a variational principle from a reduced Lagrangian depending quadratically on $C$ and $\psi$. If $\alpha = -c_{14}$, the evolution of $C$ decouples from that of $\psi$, while the evolution of the latter does depend on the evolution of the former.}

In Eq. (C9), the curvature perturbation $\zeta$ on surfaces of constant inflaton field is coupled to the variable $\delta N$. However, if we replace $\zeta$ by the curvature perturbation $\zeta_a = \zeta - \delta N$ on hypersurfaces orthogonal to the aether, this leads to a Lagrangian for two decoupled variables, $\zeta_a$ and $\delta N$:

$$L_{k\eta \gg 1} = \frac{1}{2 Z_N} \left[ (\delta N)^2 - k^2 (\delta N)^2 \right] + \frac{1}{2 Z_a} \left( \zeta_a^2 - c_a^2 \right)^2 + \cdots,$$

$$\frac{3(1 + w)(2 - \alpha)}{2} M_p a^2,$$

and

$$Z_{k\eta \gg 1}^{-1} = \frac{2 (1 + c_{13})(\alpha - 2)}{\beta} M_p^2 a^2, c_a^2 = - \frac{(2 + c_{14}) \beta}{c_{14}(\alpha - 2)(1 + c_{13})}.$$  \hfill (C10, C11, C12)

This form of the Lagrangian will be used in order to normalize the positive frequency modes associated with the initial vacuum fluctuations.
Appendix D: Long Wavelength Adiabatic and Isocurvature Modes

The properties of the two long wavelength adiabatic and isocurvature modes for arbitrary expansion history and fairly general matter content can be also obtained by following a procedure outlined by Weinberg in [39].

1. Adiabatic Modes

Consider the gauge transformations generated by

\[ \eta \rightarrow \eta + \epsilon(\eta) \quad \text{and} \quad x^i \rightarrow x^i + \omega x^i, \quad (D1) \]

where \( \omega \) is a constant. Using the transformation properties of the metric one finds that these transformations preserve the structure of longitudinal gauge. In particular, they induce the following transformations on the metric and aether perturbations,

\[ \phi \rightarrow \phi - \epsilon' - \mathcal{H} \epsilon, \quad \psi \rightarrow \psi + \omega + \mathcal{H} \epsilon, \quad C \rightarrow C + \epsilon. \quad (D2) \]

Because the equations of motion are invariant under gauge transformations, the difference of two sets of perturbations that differ by a gauge transformation is a solution of the linearized equations,

\[ \delta \phi = -\epsilon' - \mathcal{H} \epsilon, \quad \delta \psi = \omega + \mathcal{H} \epsilon, \quad \delta C = \epsilon. \quad (D3) \]

The corresponding values of the remaining perturbation variables can be also determined by their transformation properties under \((D1)\). For instance, for any scalar perturbation \( \delta \varphi \) or any velocity perturbation \( \delta u_i \equiv \partial_i \delta u \) the solutions have

\[ \delta \varphi = -\epsilon \varphi', \quad \delta u = a \epsilon. \quad (D4) \]

Of course, these space-independent solutions are just gauge modes, physically equivalent to no perturbation at all. But they can be extended to actual space-dependent perturbations if the linearized \(0_1\) and \(i_1\) Einstein equations are satisfied for these putative solutions. The \(0_1\) equation is automatically satisfied for the ansatz \((D3)\) and \((D4)\). On the other hand, in the presence of the aether the \(i_1\) Einstein equation \((B4)\) imposes the constraint

\[ \epsilon' + 2 \mathcal{H} \epsilon + \frac{1}{1 + c_{13}} \omega = 0, \quad (D5) \]

where we have assumed that the remaining matter does not contribute to the scalar anisotropic stress. The general solution of Eq. \((D5)\) is the superposition of two solutions, with

\[ \epsilon_1 = \frac{1}{a^2} \frac{\omega}{1 + c_{13}} \int d\tilde{\eta} a^2(\tilde{\eta}), \quad \omega_1 = \omega, \quad (D6a) \]

\[ \epsilon_2 = \frac{C_0}{a^2}, \quad \omega_2 = 0, \quad (D6b) \]

where \( C_0 \) is an integration constant. The first solution yields the non-decaying mode, which in the “gravity” sector reads

\[ \phi_1 = \frac{\omega}{1 + c_{13}} \left( 1 - \frac{\mathcal{H}}{a^2} \int d\tilde{\eta} a^2(\tilde{\eta}) \right), \quad (D7a) \]

\[ \psi_1 = \omega \left( 1 - \frac{\mathcal{H}}{a^2} \frac{1}{1 + c_{13}} \int d\tilde{\eta} a^2(\tilde{\eta}) \right), \quad (D7b) \]

\[ C_1 = -\frac{\omega}{1 + c_{13} a^2} \int d\tilde{\eta} a^2(\tilde{\eta}). \quad (D7c) \]

This reduces to the adiabatic mode \((B17a)\) for a constant equation of state. For this mode the curvature perturbation is constant, \( \zeta = \omega \), and the anisotropic stress is non-zero (if \( c_{13} \neq 0 \)). The second solution in Eq. \((D6a)\) corresponds to a decaying mode, which for a constant equation of state, agrees with the adiabatic mode in Eq. \((B17b)\).

\[ \psi_2 = C_0 \frac{\mathcal{H}}{a^2}, \quad \psi_2 = C_0 \frac{\mathcal{H}}{a^2}, \quad C = \frac{C_0}{a^2} \quad (D8) \]

For this second adiabatic mode, the curvature perturbation vanishes, \( \zeta = 0 \), and so does the anisotropic stress.

2. Isocurvature Modes

An extension of the previous method also unveils the two isocurvature modes, under the assumption that the aether does not couple to matter. Consider the ansatz

\[ \phi = c_{13}(C' + \mathcal{H} C), \quad \psi = -c_{13} \mathcal{H} C, \quad (D9) \]

which arises from the gauge transformation \((D1)\) with \( \omega = 0 \) and \( \epsilon = -c_{13} C \). Acting on any velocity \( u_\mu \) and any scalar \( \varphi \) (not necessarily the inflaton), the same gauge transformation leads to the matter perturbations

\[ \delta \varphi = c_{13} \varphi' C, \quad \delta u = -c_{13} a C. \quad (D10) \]

Since by assumption the aether does not couple to matter, and for the same reasons as in the adiabatic case, we expect Eqs. \((D9)\) and \((D10)\) then to be a solution of the matter equations of motion, no matter what the aether perturbation \( C \) actually is. Of course, for arbitrary values of \( C \), we cannot expect the ansatz to satisfy Einstein’s equations, since the aether does couple to gravity. Inspection of the latter however reveals that the \( 0_0 \), \( 0_i \), and diagonal \( i_j \) equations only contain spatial gradients of the aether field, which can be neglected in the long-wavelength limit. The only equation in which the aether perturbation is not negligible at long wavelengths is \((B4)\), which is actually satisfied by the ansatz \((D9)\).

Hence, it only remains to find out what the aether perturbation \( C \) is. Substituting Eq. \((D9)\) into the aether field equation \((B2)\), results in a differential equation for the yet undetermined aether perturbation,

\[ C'' + 2 \mathcal{H} C' + \left[ 1 + \frac{\alpha}{c_{14}} \right] \mathcal{H}^2 + \left[ 1 - \frac{\alpha}{c_{14}} \right] \mathcal{H} C = 0. \quad (D11) \]
This equation has two independent solutions, which when plugged into (D9) and (D10) give the to two independent isocurvature modes, for which $\zeta = \omega = 0$. None of these solutions can be adiabatic, as the adiabatic mode has $\epsilon = C$, while along these solutions $\epsilon = -c_{13} C$ (recall that $c_{13} = -1$ is a singular case.) A measure of the non-adiabaticity of these modes is the difference in the e-folding number between surfaces comoving with aether, and those comoving with matter, which equals

$$\delta N = (1 + c_{13}) \mathcal{H} C = -\frac{1 + c_{13}}{c_{13}} \psi,$$  \hspace{1cm} (D12)

and thus differs from zero if $c_{13} \neq -1$. Since along these solutions all matter components (aside from the aether) share the same velocity, the two modes describe a matter-aether isocurvature perturbation, which is the only kind of isocurvature perturbation that can be generated if the aether does not couple to matter. For a constant equation of state, these two isocurvature modes reproduce those found in Subsection B2B.

Note that this method of generating solutions would break down if the anisotropic stress of matter on large scales were not negligible, as would happen for instance if the matter sector contained a second aether field.

**Appendix E: CMB anisotropies in the vector sector**

The effect of vector perturbations on the amplitude of CMB anisotropies is easily estimated in the approximation of a sharp transition between thermal equilibrium and complete transparency at the moment of decoupling. Before the transition, photons and baryons are approximated as a perfect fluid, whereas after the transition the radiation will be described in terms of a distribution of free photons.

The number of photons in a phase space cell can be written as

$$dn = n(x, \mathbf{p}) \prod_k dx^k \prod_i dp_i,$$ \hspace{1cm} (E1)

where $x^k$ are space coordinates and $p_k$ are the spatial components of the momentum. For a gas of free photons, the number density in phase space obeys the collisionless Boltzmann equation

$$\frac{\partial n}{\partial \eta} + \frac{\partial n}{\partial x^k} \frac{dx^k}{d\eta} + \frac{\partial n}{\partial p_k} \frac{dp_k}{d\eta} = 0.$$ \hspace{1cm} (E2)

Further, we assume that the distribution of photons traveling in a given direction $\mathbf{l}$ at any given point has the Planckian spectrum,

$$n = n(E/T).$$ \hspace{1cm} (E3)

Here,

$$E = -p_\mu u^\mu = -a^{-1} p_0$$ \hspace{1cm} (E4)

is the energy of a photon as measured by an observer at rest in the coordinates $x$. The four-velocity of this observer is given by $u^\mu = (-g_{00})^{-1/2} g_{0i}^0$, and in the last equality we have used that $-g_{00} = a^2$ is unperturbed in the linearized vector sector. The local temperature

$$T = T_0(\eta) + \delta T(\eta, \mathbf{x}, \mathbf{l})$$ \hspace{1cm} (E5)

depends not only on position, but also on the direction of arrival of the photons,

$$l_i \equiv p_i/p, \quad \text{where} \quad p \equiv (\delta^i_j p_i p_j)^{1/2}.$$ \hspace{1cm} (E6)

Before decoupling, when the system is in thermal equilibrium, the temperature anisotropy is just a dipole, corresponding to the local motion of the photon fluid. This is characterized by the four-velocity $\delta u^\mu$. Note that $n$ is a scalar, and so $T$ is defined in such a way that the ratio $y = E/T$ transforms as a scalar. In the co-moving frame, where the fluid is at rest, we have

$$y = \frac{E_c}{T_c} = \frac{-(u^\mu + \delta u^\mu) p_\mu}{T_c} = \frac{E - \delta u^\mu p_\mu}{T_c},$$ \hspace{1cm} (E7)

where the co-moving temperature $T_c = T_0 + \delta g_{00} (\eta, \mathbf{x})$ is isotropic, and we have used $\delta u^0 = 0$ (to linear order in $\delta u^i$). Since $y = E/T = E_c/T_c$, it follows from (E7) that at the time of decoupling

$$\frac{\delta T}{T_0}(\eta_{\text{dec}}, \mathbf{x}, \mathbf{l}) = \delta_0 + a \delta u^i l_i.$$ \hspace{1cm} (E8)

Later, after decoupling, the photons arriving from different directions at a given spacetime point have originated at different locations on the surface of last scattering, which leads to anisotropies also in the higher multipoles.

The monopole and dipole components in (E8) are related to the perturbations in $T_0^0$ and $T_0^i$, which can be obtained from the expression

$$T_0^\mu = \frac{1}{\sqrt{-g}} \int n(y) \frac{p^\mu p_\nu}{p^0} d^3 \mathbf{p}.$$ \hspace{1cm} (E9)

Here $\mathbf{p}$ stands for the spatial components of the momentum, with lower indices. Let us consider the perturbation in the energy density. This will be related to the monopole component in the temperature anisotropy. For vector perturbations,

$$a^{-2} \delta g_{0i} = a^2 \delta q^0_i = S^i$$ \hspace{1cm} (E10)

$$a^{-2} \delta g_{ij} = -a^2 \delta q^{ij} = (F^{i,j} + F^{j,i}),$$ \hspace{1cm} (E11)

the linearized metric determinant is $\sqrt{-g} = a^4$, and the condition $p_\mu p^\mu = 0$ leads to

$$p_0 = -p(1 - S^i l_i - F^{i,j} l_i l_j),$$ \hspace{1cm} (E12)

The energy density of photons is given by

$$\rho_{c_{13}} = -T_0^0 = -\frac{1}{a^4} \int n(y) p_0 p^2 d^3 \mathbf{p}.$$ \hspace{1cm} (E13)
We can now use that \( p_0 = -aT_0 y (1 + \delta T / T) \) and \( p = aT_0 y (1 + S' l_i + F^{ij} l_j + \delta T / T) \) to eliminate \( p \) and \( p_0 \) in favor of \( y \). After simple manipulations, one obtains

\[
\rho_{c,13} = \rho_{c,13}^{(0)} + 4 \int \frac{d^4 \delta T}{4 \pi T}. \tag{E14}
\]

Since vector perturbations do not change the energy density, we have \( \delta \rho_{c,13} = 0 \). Therefore, using (E18) in (E14) we find \( \delta_0 = 0 \). Hence, the temperature anisotropy \( \delta T / T \) for vector perturbations in the perfect fluid is purely dipolar:

\[
\frac{\delta T}{T_0} (\eta_{\text{dec}}, \mathbf{x}, 1) = -S' l_i + \frac{\delta u_i}{a} l_i. \tag{E15}
\]

For later convenience, here we have expressed the result in terms of the velocity perturbation with lower indices, which is gauge-invariant.

The evolution of the temperature anisotropy after decoupling can be inferred from the Boltzmann equation. Defining

\[
E_0 = p / a, \tag{E16}
\]

we have \( \partial_{\eta}(E_0 / T_0) = \partial_{xx}(E_0 / T_0) = 0 \), and \( \partial_{\eta}(E_0 / T_0) = (k_p / p)(E_0 / T_0) \). Substituting (E13) in (E12), and linearizing in perturbations, it is straightforward to show that

\[
\left( \frac{\partial}{\partial \eta} + l_k \frac{\partial}{\partial x^k} \right) \left( \frac{\delta E}{E_0} - \frac{\delta T}{T_0} \right) + l_k \frac{dp_k}{p} \frac{d\eta}{d\eta} = 0, \tag{E17}
\]

where \( \delta E = E - E_0 = -(p_0 + p) / a \). The geodesic equation reads

\[
\frac{dp_k}{d\eta} = \frac{1}{2p^0} \frac{\partial g_{\mu \nu}}{\partial x^k} p^\mu p^\nu = S^{i,k}_{\ mu} p_i + F^{ij, k}_{\ mu} \frac{p_i p_j}{p}. \tag{E18}
\]

Using (E12) and (E18) in (E17) we have

\[
\frac{d}{d\eta} \left( \frac{\delta T}{T_0} + \mathbf{F} \cdot \mathbf{1} \right) = \mathbf{Q} \cdot \mathbf{1}. \tag{E19}
\]

Here, \( d/d\eta = \partial_{\eta} + l_i \partial_{x^i} \) is the total derivative along the line of sight, and primes indicate partial derivatives with respect to \( \eta \). The result is expressed in terms of the gauge-invariant combinations \( (\delta T / T_0) + \mathbf{F} \cdot \mathbf{1} \) and \( \mathbf{Q} = \mathbf{F} \cdot \mathbf{1} - S' \). Eq. (E19) can be integrated along the trajectory of the photons \( x(\eta) = (\eta - \eta_0) \mathbf{l} \), from the time of decoupling \( \eta_{\text{dec}} \) to the present time \( \eta_0 \), to obtain the temperature anisotropy which is observed at present:

\[
\left( \frac{\delta T}{T_0} + \mathbf{F} \cdot \mathbf{1} \right)_0 = \left( Q^{i,k} \frac{\delta u_i}{a} l_i \right)_\text{dec} + \int_{\eta_{\text{dec}}}^{\eta_0} d\eta \ Q \cdot \mathbf{1}. \tag{E20}
\]

Here we have used the initial condition determined by (E15). As we mention in Subsection VI A, a non-vanishing velocity perturbation \( \delta u_i \) cannot be generated as long as the perfect fluid description is valid, so we shall ignore \( \delta u_i \) in Eq. (E20), and simply write

\[
\left( \frac{\delta T}{T_0} + \mathbf{F} \cdot \mathbf{1} \right)_0 = (Q \cdot \mathbf{1})_{\text{dec}} + \int_{\eta_{\text{dec}}}^{\eta_0} d\eta \ Q \cdot \mathbf{1}. \tag{E21}
\]

Here we have also dropped the dipole term at the time of observation, since this is always subtracted.

[5] This includes the case where we “modify” the Einstein-Hilbert action to an arbitrary function of the Ricci scalar.
[12] N. Arkani-Hamed, H. Georgi and M. D. Schwartz, “Effective field theory for massive gravitons and gravity in...


[21] A fixed norm vector field determining a preferred frame has also been used in relativistic versions of MOND 22, such as TeVeS 23, which attempt to explain the rotation curves of galaxies without introducing cold dark matter.


