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Abstract 
 

The goal of this dissertation is to understand how a eukaryotic cell makes 

decisions. Chlamydomonas reinhardtii, a biciliated unicellular green alga, is used as our 

model organism. This organism has the ability to track the light using its photoreceptor 

called rhodopsin, which overlays the eyespot. The organism makes decisions to swim 

toward, away from, perpendicular to or to ignore the light using its slender arm-like 

structures called cilia. It can integrate several external inputs such as ion concentration 

and light intensity, and then process this information to adjust the steering of its cilia 

corresponding to its environment. 

We investigated how red light (670 nm) influences cell behavior. Most studies 

were done with a single cell held on a micropipette making it possible to observe the cilia 

behavior over a long time. The cell is illuminated with near-infrared light (peak at 870 

nm) to avoid photoreceptor excitation. Ciliary movement is monitored using a quadrant 

photodiode detector (Chapter 2). Interpreted ciliary behavior parameters are the beating 

frequency (BF) and the stroke velocity (SV). Pulse stimuli were used to stimulate the 

mutant strain 806 (agg1), a negatively phototactic cell, whose beating frequency is in the 

same range as wild type. The “step-up” red light from the dark increases the beating 

frequency as an exponential function, )]/exp(1[)( btaty −−=  , where y is a beating 

frequency, a is an amplitude and b is a time constant. On the other hand, the “step-down” 

red light drops the beating frequency transiently and recovers to its normal beating 

frequency of about 50 Hz in about 10 s. The 40 s duration pulse gave the maximum 

transient drop of the beating frequency. Using multi-sinusoidal red-light stimuli, I 

compared the behavior of the double mutant (cpc1-2) relative to the single mutant 806 



 

(cpc1-2 was backcrossed to strain 806 so it is a single mutant with respect to 806). The 

mutant misses the part of the central-pair complex containing the enolase enzyme, one of 

the ciliary glycolytic enzymes that produces ATP in the cilia. Under a high constant-

intensity of red light, the BF fluctuation is less than 2%. In the dark, BF of cpc1-2 is 

about 30 Hz which is lower than 806 probably due to less ATP being available. However, 

BF can be increased to the 806 level of 50 Hz by exposure to red light. A simple 

hypothesis is that red-light photosynthesis of the chloroplast makes ATP more available 

in the cell. In any case, sinusoidal red-light response of cpc1-2 shows that part of the 

early signal processing is approximately linear. In this case, cells respond to a decrease in 

light intensity by differentiating the red light signal. Our hypothesis is that the cell creates 

this signal to avoid futile usage of ATP. The transfer function describing this step is, 

sesasG τ−∗∗=)( where τ = 0.40 sec. In addition to this linear part, both strains have 

non-linear or approximately full-wave rectified signal processing of another red light 

created signal with a simple delay in time described by the transfer function, 

sstraineasG τ−∗=)( where τ806 = 1.18 sec and τcpc1-2= 0.37 sec.  The longer delay time of 

806 is likely due to the slow conversion of 3-phosphoglycerate (3PG) to adenosine 

triphosphate (ATP), in the glycolytic pathway, which is absent in the mutant. We 

hypothesize that the slow synthesis is due to the positive Gibbs free energy of two steps 

in the ciliary glycolytic pathway between 3PG and production of ATP and pyruvate. 

Furthermore, the beating frequency of red-light sinusoidal responses is stabilized by 

negative feedback. However, in the frequency range from 10 to 100 Hz in both strains 

that stabilizing negative feedback becomes positive and the BF jumps to a new state.  



 

In addition, I also studied how external ion concentration such as Ca2+, H+, and K+ 

and red light affect phototaxis of positively and negatively-phototactic cells (1117 and 

806 respectively). I have tracked a cell population using the cell-tracking system for 10 s 

after stimulating them with green light (Chapter 4). Increasing [Ca2+]ext with a red light 

background enhances the motion of cells in the same and the opposite direction 

respectively according to cells’ phototactic behavior under normal condition (pCa4 and 

pH 6.8). Increasing the pH tends to induce cells to move away from the light while 

increasing the [K+]ext gave the opposite results. Changing external ion concentration such 

as H+ and K+ affects the cell’s membrane potential. Changing Ca2+ concentration affects 

both membrane potential and likely triggers internal signaling proteins such as IP3 and 

cAMP. Therefore, we hypothesize that cells may integrate these and potentially other 

signals to decide its phototaxis.  

Finally, I developed a technique that can be used to measure changes of the 

electric field across the plasma membrane of the cell in response to rhodopsin excitation. 

Rhodopsin excitation is thought to cause transmembrane ion influxes resulting in changes 

in the electric field across the plasma membrane. These electric field signals are then 

sensed in the cilia to enable phototactic steering of the cell (Chapter 5).  
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Chapter 1 
 
Introduction 
 

Chlamydomonas reinhardtii, a green alga, has components commonly found in 

animals such as a pair of cilia, arm-like structures, for swimming and rhodopsin receptors 

for sensing light and components found in plants such as a chloroplast for harvesting light 

energy. See Figure 1.1 for transmission electron microscopy (TEM) images of C. 

reinhardtii’s and Figure 1.2 for its diagram with its movement direction. Its genome 

database revealed that it shares about 40% of its genes with humans and 60% of its genes 

with plants (Merchant et al., 2007). Figure 1.3 shows the number of C. reinhardtii, 

human and Arabidopsis’ gene families. This cell is studied widely in many fields 

including medicine, biotechnology, bioenergetics, and environmental engineering. It has 

multiple advantages as a model organism such as being easy to grow and to handle, the 

availability of mutants and systematic screening methods, and available techniques in 

molecular and genetic analysis (Harris, 2001). Furthermore, it is a unicellular cell, thus, 

its signaling network is much simpler than that of multi-cellular organisms.  

 

 

 

 

 

 

 

Figure 1.1. Show TEM images of 

C. reinhardtii (Smith et al., 

2001).The cell comprises of basic 

organelles that are the 

characteristics of plants: 

chloroplast and animals: cilia (not 

shown).

chloroplast 

eyespot 

mitochondria 

nucleus 

pyreniod 

cell wall 
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Figure 1.2. Diagram of Chlamydomonas cell showing multiple positions of its two cilia 

(Foster et al., 2006). It uses the eye to scan the light while rotating itself about 2 Hz. Once 

it detects the light, it adjusts its position according to the light direction using the cilia. 

Similar cilia’s structures are found in various human organs such as the lung to repel dust 

and bacteria, the kidney to measure fluid flow, and in sperm to propel itself. Therefore, 

defective cilia can lead to diseases or malfunction in these organs (Fliegauf et al., 2007).   

Figure 1.3. Chlamydomonas shares gene 

families with both animals (as represented 

by humans) and plants (Arabidopsis) 

(Merchant et al., 2007). Cre, Hsa, and Ath 

are Chlamydomonas reinhardtii, Homo 

sapiens, and Arabidopsis thaliana 

respectively. The family numbers mean 

the protein families and other figures are 

the numbers of proteins in each species.  
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This cell has an ability to process multiple inputs such as light intensity and ion 

concentration and adjust its responses such as ciliary motility and phototaxis. In this 

dissertation, I tried to understand the signaling pathway that controls some of these 

responses. Josef and colleagues (2005b; 2005a; 2006) intensively investigated how the 

green light (peak at 543 nm) affected its ciliary beating using a quadrant photo-detector to 

measure the beating of the cilia of a single cell held on a micropipette tip. He discovered 

that red light altered ciliary beating and proposed that red light could affect phototaxis 

(Josef, 2005). This idea supported the early finding by Takahashi and Watanabe (1993) 

that red light could reverse the direction of phototaxis.  

 I used the same method as Josef et al. (2005a; 2005b), however, the detector was 

improved to detect ciliary beating frequencies over a wider frequency range to make it 

useful to study slow ciliary beating mutants (Chapter 2). I used this improved quadrant 

photo-diode detector to investigate further how the red light affects ciliary beating in the 

806 strain which is negatively phototactic, but otherwise similar to wild-type, and the 

cpc1-2 strain which is a strain that was back-crossed to the 806 and in addition misses the 

C1b part of the central-pair complex, which enables ATP production in the cilia through 

the glycolytic enzyme, enolase (Zhang and Mitchell, 2004; Mitchell et al., 2005) (Chapter 

3). Even though C. reinhardtii is just a single cell organism, its signaling network is 

nevertheless complicated. We are trying to understand how this organism integrates 

responses to external stimuli using its chloroplast, mitochondria, ciliary, and cytoplasmic 

compartments. This is in contrast to most of the prior efforts which have concentrated on 

a single component.  
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 Signaling pathways of each compartment individually have been widely studied, 

but their dynamics on the sub-second time scale have remained under investigated. Their 

pathways link to each other either by chemical molecules such as ATP/ADP, 3-

Phosphoglycerate (3PG), and Triose phosphate (Triose-P) or by electrical signals through 

ion exchanges. Thus, a change in one compartment can initiate changes in the others.  

           We modulated the light absorption of the chloroplast by modulating the light 

intensity. We measured its ciliary beating frequency (BF) in vivo as an indirect measure 

of the ATP concentration. According to Zhang and Mitchell (2004), if everything else is 

held constant, the BF is monotonically related to the ATP level via the Michaelis-Menton 

equation. We compared the BF of both 806 and cpc1-2. The mutant cpc1-2 can not utilize 

3-phosphogylcerate (3PG) to make ATP (Mitchell et al., 2005). Consequently, the overall 

availability of pyruvate and ATP concentration is less than the 806 especially in the 

ciliary compartment. Without ATP molecules, dynein arms, the motors that drive ciliary 

beating, within cilia are starved for ATP. However, the cpc1-2 mutant has proved 

valuable in learning about the role of ATP in the cilia and conveniently the fluctuation of 

the BF is less making it possible to better resolve details of response. 

 In Chapter 4, the external factors affecting phototaxis of both positive and 

negative phototactic cell (1117 and 806 respectively) are discussed. I perturbed a cell 

population by changing external ion concentrations such as Ca2+, H+ and K+ and/or 

adding red light background illumination (peak at 633 nm). Cell movement was tracked 

by using in-house cell tracking software.  

Finally, I developed and setup electric field measurements in order to measure 

changes of electric field across the plasma membrane (Chapter 5). This change is due to 
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rhodopsin excitation. The earliest signal detected for phototaxis is the electric current due 

to Ca2+ and H+ influx through its eyespot where rhodopsin receptors are located (Harz and 

Hegemann, 1991; Ehlenbeck et al., 2002). This signal is believed to distribute electrically 

along the plasma membrane and control ciliary motility. No one has measured the electric 

field before in Chlamydomonas. This method uses the di-8-Anepps dye which 

intercalates into the cell’s plasma membrane. Due to the Stark Effect, which shifts both 

the absorption and fluorescent spectra as a function of the electric field, it is possible to 

have a measure of the electric field by recording the emitted fluorescent light intensity as 

the cells are stimulated by rapid alternation between two different light absorption 

wavelengths. 
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Chapter 2 
 
The Opto-Electric Detector  
 
 
2.1 Introduction 
 
 Chlamydomonas, a free-living unicellular alga, is used as our model for a single 

eukaryotic cell. It is self-sufficient with numerous biochemical processes within itself. 

Each of these processes is connected by networks that facilitate the whole system to 

perform efficiently. In order to understand how the cell regulates these networks, we have 

chosen to perturb the cell with light, change its environment and observe its ciliary 

motility or beating as an integrated response of swimming behavioral system. Since light 

is easily regulated, it is the perfect stimulus for this purpose. In order to monitor the 

ciliary beating, we have used the same method as Josef et al. (2005a; 2005 b), but we 

improved both its hardware and software in order to expand its applications. We have 

used a quadrant photodiode detector to monitor a single cell held on a micropipette in real 

time. The data from this method is easy to analysis and rich with extractable parameters 

such as beating frequency (the number of completed beating cycles per second) and 

stroke velocity (the root mean square of detected signal) and the setup itself is relatively 

inexpensive. In addition to the detector, the cilia are illuminated with the Near Infra-Red 

(NIR) light in order to avoid activation of photoreceptors. Therefore, the ciliary control 

response is closest to the response in its normal environment. This chapter addresses why 

we chose this system, how we combined several techniques to monitor ciliary beating, 
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how we designed the electro-optical detector, how we improved the stimulus signal, and 

finally how we now process and analyze the detected signal. 

2.2 Ciliary motility observation techniques 

A variety of techniques such as holding and monitoring techniques has been used 

previously to observe the ciliary motility of either a freely swimming cell or the ciliary 

beating of a held cell. In the case of a freely swimming cell, the ciliary motility 

parameters can be obtained by indirect and direct methods. An example of an indirect 

method is the use of high-speed cinematography where the ciliary motility is monitored 

with a high-speed camera and recorded on film. Its ciliary beating frequency was derived 

from the cell motion’s oscillating path due to the relationship of ciliary breast stroke and 

the back and forth motion during swimming (Racey et al., 1981). This method is only 

practical to track a cell for a short period of time. Therefore observing a held cell is more 

appropriate to monitor ciliary beating for a longer period of time. Several techniques to 

be described below have been combined in order to observe the ciliary beating of a single 

cell. 

2.2.1 Holding a single cell (Wratten, 1994) 

In order to hold a moving cell in place, the easiest method is to use polylysine or 

concanavalin A (conA) as a glue to attach a cell on a cover slide. Again this method does 

not work for monitoring a long period of time due to the weakness of glue compared to 

the cell strength. Furthermore, this method can restrict the ciliary movement since the 

cilia beat just above the attached surface. Two additional methods are the holding needle 

and the suction micropipette (Rüffer and Nultsch, 1987) methods. For the holding needle 

method, the cell liquid sample is dropped into the chamber that has a glass-needle on the 
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bottom. The cell sticks on to the glass-needle by penetrating or pressing again its 

membrane. This method can damage the cell (Figure 2.1). On the other hand, the suction 

micropipette method using an open-end micropipette is less invasive since it can hold a 

single cell by applying a negative pressure without breaking through the cell membrane. 

The suction micropipette has been used by Rüffer and Nultsch (1987), then Holland et al. 

(1997) and Josef et al. (2005a; 2005b). We have used the same procedure as Josef et al. 

(2005a; 2005b). Cells were grown in a High Salt Medium-agar plate (HSM) for 3 to 7 

days under a constant 10 W/m2 fluorescent light. Later they were transferred and shaken 

under the same light condition at 120 rpm in a nitrogen-deficient minimal medium 

(NMM) with 0.1 mM CaCl2 for 3 to 4 hours in order to induce cells to become gametes 

and lengthen cilia. Before starting an experiment, they were adapted in the dark for at 

least 30 minutes. The suction micropipette captured a single cell and was maneuvered by 

a micro-manipulator to get the cilia on the optical observing plane. 

2.2.2 Illuminating the cilia (Josef et al., 2006) 

In addition to the holding technique, choosing a light source to illuminate the cilia 

is also important because the cell has different types of receptors such as chlorophyll a 

and b, carotenoids, phytochromes and rhodopsins which can be excited at difference 

wavelengths. These receptors spread throughout the cell body. See the photoreceptor 

spectra on Figure 2.2 A and B.  According to their spectra, Holland and colleagues (1997) 

introduced the use of infra-red LEDs as light sources to observe the ciliary beating 

without photoreceptor excitation. We have used an infrared diode array (an eleven-IR 

LED array connected circularly, peak at 870 nm, GaAIAs Double Hetero, model 

TSFF5200 from Vishay Intertechnology, Malvern, MA. See Appendix A) that we have 
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powered either with a pulsed or constant current generator. The IR diode array was 

pulsed with a forward current of 600 mA for 2 ms at about 50 Hz (a normal beating 

progression of a wild type cell). This pulsed source was used in order to position both 

cilia in the optical plane of the Nikon 1.43-1.20 NA oil-immersion dark-field condenser. 

After the cell was properly positioned, we switched the pulsed current generator to the 

70-mA constant-current generator to provide stable illumination for recording the ciliary 

beating behaviors. 

Figure 2.1. Diagram of the 

holding needle method where A: 

cell samples held by micropipette 

(MP) are dropped on a chamber 

(C). B: the hole on the bottom 

allows a sharp glass needle (H) to expose to the cell samples and hook on a single cell. 

The ciliary motility can be monitored under microscope. This image is modified from 

Wratten (1994). 

 

 

 

 

 

 

Figure 2.2. The absorption spectra of Chlamydomonas reinhardtii photoreceptors 

including chlorophylls and carotenoids in the chloroplasts (A: absorption spectra are 

A   B    
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modified from Metzler and Metzler (2001) and two Chlamydomonas rhodopsins 1 and 2 

(ChR1 and ChR2). B: The ChR1 and ChR2 action spectra are measured from the inward 

current expressed in oocytes at pHo 5.5 and -40 mV for ChR1 (Nagel et al., 2002) and 

pHo 7.6 and -100 mV for ChR2 (Nagel et al., 2003). The C. reinhardtii strain CW2 cells 

were used to measure their action spectra from the photocurrent at pH 7 (Ehlenbeck et al., 

2002) and pH 9 (Nagel et al., 2003).  

2.2.3 Observing ciliary motility and signal processing 

The illuminated cilia can be observed by using the stroboscope which was first 

introduced by Gray (1929). This method captured the ciliary-beating frequency by 

synchronizing it with a strobe light. Later several research groups used the similar 

technique such as flash photomicroscopy (Rüffer and Nultsch. 1987; 1990; 1991; 1995; 

1997) and an electronic photodetector (Smyth and Berg, 1982; Josef et al., 2005b) for 

monitoring ciliary motility. We have used a quadrant photodiode detector to monitor the 

ciliary movement through the Nikon Eclipse E600FN microscope (Nikon, Melville, NY) 

with the Nikon CFI 60x/1.00W Fluor DIC water immersion objective lenses (Josef et al., 

2005b). To improve our signal from the dark field of NIR illuminated cilia, we reduce the 

scattered light from the cell body by using a blocking pin and use a NIR video camera for 

adjusting the position of the cilia. Once cilia are in the optical focused plane of the 

microscope, we switch the light path to the quadrant-photodiode detector. 

The electronic photodetector has an advantage of fast signal processing. Josef 

(1994) and Josef et al. (2005b) built the 1st generation of the electro-optical detector. The 

operating system written in Pascal language had with a signal sampling interval of 0.25 

ms. His electro-optical detector’s circuit and system had several disadvantages. First of 
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all, it was designed to have a narrow bandwidth response which he claimed is to be 

between 20 and 80 Hz (Josef, 1994). However, it actually could not detect beating 

frequencies below 30 Hz. Thus it could not be used to study mutant cells with low 

beating frequencies (see the detector response spectrum on Figure 2.3). Second, some 

electrical components were obsolete. Therefore they were not only hard to find, but also 

expensive to get. Third, even though the temporal resolution of 0.25 ms was sufficient at 

that time, we improved this resolution to 0.078 ms in order to study at the higher 

resolution needed for studying of white-noise responses. Fourth, the software had a 

limited amount of data length per file (about 30 minutes) which we extended to record for 

hours depending on the computer speed and storage. This allows us to use this system to 

record a continuous effect of some stimulus such as white noise of the red light. Finally, 

the stimulus file had to be created into an ASCII code whose numbers of characters are 

limited. 

We have upgraded the hardware with a new optical detector (or the 2nd generation 

electro-optical detector) and two PCI data acquisition boards (See section 2.3.) One of the 

boards, the 64-channel, 16-bit PCI digital I/O lab board (PDL-DIO 64 ST, United Electric 

Industries, Walpole, MA) has been used to modulate the polychromatic modulator system 

(the MOD.nc driver and the AOTF.nc acoustic tunable filter, AA Opto-Electronic 

Company: Quanta Tech, New York, NY) which controls the laser light. The other board 

is the 150 kS/s, 16-bit, 1/2/4/8 gains, 16SE/8DI A/D PCI multifunction board (PD2_MF 

16-150/16H, United Electric Industries, Walpole, MA) for recording the data from the 

electro-optical detector. (Note: see Table 2.1 for the pin connection between the electro-
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optical detector and the PD2_MF 16-150/16H input board, and Table 2.2 for the PDL-

DIO 64ST output board and the AA.MOD.nC driver) 

 2.2.4 Stimulating the cell 

We have used the 0.98-mm (in core diameter) fiber-optic strand (Edmund Optics 

NT-534) as a guiding light pipe from a 7-mW, 670-nm diode laser (LDCU12/1197 New 

Focus 9884, Power Technology Inc. Alexander, AR) and a 1.0-mW 543-nm Helium-

Neon laser (Research Electro-Optics, Inc., Boulder, CO) to stimulate the cell as described 

by Josef et al. (2005a; 2005b; 2006).  The laser has several advantages such as a wide 

range of light intensity and a narrow wavelength spectrum.  

 

 

Figure 2.3. Normalized 

response magnitude of 

both the 1st and 2nd 

generation electro-

optical detector.  

 

 

Additional to the hardware setup (Figure 2.4), we also wrote in-house programs to 

acquire the data with C++ language programs, to monitor and position the cilia with a 

Labview program (See Appendix E), and to analyze data with built in functions of 

MATLAB. 
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Figure 2.4. Schematic diagram of ciliary monitoring system (A) and an overall view of 

the microscope set up (B). Figure C shows a close up of the micropipette, the cell 

chamber, the fiber optic and the 60X water-immersion objective lens (C).  

A 

B C
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2.3 Design of the 2nd generation of electro-optical detector 
 

The object was to rebuild the Electro-Optical detector with a band pass of 10-100 

Hz based on Josef’s designs and suggestions (1994). See Figure 2.5 for circuit diagram. 

The circuit is divided into 4 stages as follows. 

2.3.1 The 1st stage: the operation amplifier (op-amp) current to 

voltage converter 

 The quadrant-photodiode array (s1557, Hamamatsu USA, Bridgewater, NJ) 

converts incident light energy (800 to 1000 nm) to current proportional to the number of 

electron-hole pairs between the P and N layers created by the incident photon. This 

current, in the order of pico-amps, is carried by a Teflon shielded wire as recommended 

by the Burr-Brown data sheet to reduce noise. Further more, an operation amplifier 

current-voltage converter circuit was used to reduce both the internal and external noise 

and amplify the current. This circuit consists of the operational amplifier (OPA2111, 

Burr-Brown Corp., USA. See Appendix B.), a 300 ΩM  feedback resistance (Rf) and bias 

resistor, a 1 pF capacitor ( fC ) to eliminate gain peaking in the high frequency range 

from Hzf 1771 = to Hzf 5312 = (See equations 2.1 and 2.2), and the 0.1 μF capacitor 

was used to reduce noise (Figure. 2.5 Convert I to V stage). The 1st-stage has a gain of 

8103×  and its gain peaking elimination was calculated as the following:  

                Hz
CCR

f
jff

177
)(2

1
1 =

+
=

π
                               2.1) 

                                              
ff RC

f
π2

1
2 = = 531 Hz              2.2) 

where pFcapacitorphotodiodeC j 2==    
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2.3.2 The 2nd-stage: the 1st-order high-pass filter 

 The 1st-order high-pass filter allows signals > 10 Hz to pass. From Johnson et al. 

(1980), the capacitor and the resistor for this high pass filter are  F
f

C
c

μ1
10
1010

===   

and Ω=== k
CfC

R
c

16
2

11

0 πω
 respectively, where cf  is the cut off frequency. In 

addition to their value, we chose polystyrene capacitors for their less noise. 

2.3.3 The 3rd-stage: the 2nd-order Butterworth low-pass filter (UAF42 

universal Filter, Texas Instrument, USA) 

   This stage allows signals < 100 Hz to pass. From UAF42 datasheet (See 

Appendix C), the low pass transfer function is  

                    22

2

/)(
)(
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i

o
Qss

A
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sV

ωω
ω

++
=                  2.3) 
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F
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   2.6) 

                     
According to “A Handbook of Active Filter” by Johnson et al. (1980), the constant Q is 

equal to 0.707 for the second-order Butterworth low-pass filter. In order to design the 

low-pass frequency filter at 100 Hz, we calculated the required component values 

according to the above equations and the existing component values within the UAF42 

universal filter. We used the above equations to find the 1FR  and 2FR by substituting 
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these parameters, Ω===== kRRpFCCHzfn 50,1000,100 2121 (See in Appendix C 

for their location in the circuit), into the equation 2.4.  

( ) 2
21

2

21211

22

)1000(50
502

pFRRk
kf

CCRRR
R

FF
n

FF
n

Ω

Ω
=⇒= πω  

                                        212
21 105.2 Ω×=FF RR     2.7) 

 
with the designed gain ( LPA ) of 1, we obtained Ω== kRRG 501 . 
 
Then we substituted the equation 2.6 and 2.7 with the following constants, 

21421 ,50,707.0 CCandkRRRRQ G =Ω===== , and we had 
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Finally substituting equation (2.7) into (2.8), we obtained the resistor values of  
 

Ω== MRR FF 58.121  for the 2nd-order low pass filter. 
 

2.3.4 The last stage: the instrumentation Amplifier (INA101HP) 
 
The potentiometer adjusts the signal gain and the average experimental value. 

Experimentally, we adjusted its external gain setting resistor ( GR ) to about 88Ω . As a 

result, the signal gain (See Appendix D for the INA101HP data sheet) 

is 455401 =+=
GR
kG Ω . Additional to the gain potentiometer, we also added the 100 k Ω  

off-set potentiometer between Pin 6 and Pin 7 of the INA101HP in order to get rid of the  
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DC offset of the analog signal which was causing clipping of the signal.  Figure 2.6 is the 

example of before and after adding the offset potentiometer. 

 
 
 
 
 
 
 
 
 
 
Figure 2.6. Show the example of raw data before and after adding the DC adjustable 

potentiometer to the INA101HP Instrumentation Amplifier. 

2.3.5 Pin connections of the electro-optical detector system 

Since we have to detect small current signals in the frequency range of 60 Hz, the 

detector system requires a proper ground and a DC power supply that does not interfere 

with the recorded signal. A Golf Cart DC battery is an inexpensive solution for a 

V12± power supply without 60-Hz ripple. Besides the DC supply, we have also used a 

shielded cable to connect between the input board (PD2_MF 16-150/16H) and the 

detector box. Furthermore, we carefully grounded the detector circuit with an external 

ground as described in Table 2.1.  These actions reduced the external noises from 

acquired signal. 
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Table 2.1. Pin connection description for the acquisition signal from the output pins of 

the electro-optical detector to the PD2_MF 16-150/16H input board. 

 Besides these, we also have the pin connections between the output board  

(PDL-DIO 64ST) and the polychromatic modulator system (the AA.MOD.nc driver) 

(Table 2.2) 

 

 

 

 

 

 

Table 2.2. Pin connections between the output board and the modulating driver.  

 

Pin Signal Name Wire color 
1 Channel 1 White 
2 Channel 2 Green 
3 Channel 3 Red 
4 Channel 4 Blue 
5 Ground  Black 
6 Ground  Black 
7 Ground Black 
8 Ground Black 
9 - - 
10 - - 
11 -12 volts Blue 
12 -  - 
13 +12 volts Red 
14 Ground  White 
15 Ground  Green 

Shielding 
wire 

Ground to the back of 
CPU computer 

Bare wire 

Modulator 
Pin 

Channel name on 
PDL DIO 64ST 

6 DIO22 
7 DIO21 
8 DIO20 
9 DIO19 
10 DIO18  
11 DIO17  
12 DIO16 
13 DGND (red) 

14,15,16            Ground 
24,25,26 + 24 DC 
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2.4 Data analysis 
 

The quadrant photodiode tracks the light intensity corresponding to ciliary 

positions as see in Figure 2.7 A. The channel 1 and 2, Q1 and Q2, represent the trans-

cilium signal while the channel 3 and 4, Q3 and Q4, represent the cis-cilium signal (Figure 

2.7 B and C). This light energy is converted to the electrical voltage signal, called the raw 

data, into the range between a few millivolts and a few volts.  Even with carefully 

grounding the detector system, all the noise on the signal cannot be eliminated. In order 

to reduce this noise, we filtered the raw data according to section 2.4.1.  

 The filtered signals are subsequently analyzed into several derived parameters, 

for example beating frequency and stroke velocity. Sections 2.4.2 and 2.4.3 show how the 

beating frequency (BF: the number of beating cycle per second) and the stroke velocity 

(SV: the root mean square of the signal) were determined respectively. MATLAB was 

used to filter and derive these parameters. 
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Figure 2.7. Signal diagram. A: shows the position of cell image on the quadrant 

photodiode detector. The single cell is held on a micropipette and light scattered by the 

cell body was reduced by a blocking pin in the optical relay box. B: the detector output 

signal represents the change of light intensity in channel Q3 and Q4 where the effective 

stroke is the ciliary motion from maximal anterior position to maximal posterior position 

and the recovery stroke is the opposite motion. C: the actual ciliary beating corresponds 

to the electrical signal in B. Figures are from Josef et al. (2005a; 2005b.) 
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2.4.1 Removal of low frequency and DC drift from recorded data 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 

Adjusted Raw Data = Raw Data – Smooth (RawData, 0.2 s) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-1

-0.5

0

0.5

1

Time (s)

M
ag

ni
tu

de
 (
V
)

RawData - Smooth(RawData)

Prepared Raw Data = smooth(Adjusted Raw Data, 0.02 s period) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8
Prepared Raw Data 

Time (s)

M
ag

ni
tu

de
 (

V
)

Find the parameters: 1. beat frequency (BF)  
and 2. stroke velocity (SV) 

Raw Data  

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-1

-0.5

0

0.5

1

Time (s)

M
ag

ni
tu

de
 (

V
)

Raw Data in time domain

Smooth the raw data with local 
regression using weighted linear 
least squares and a second-degree 
polynomial over 0.2 second 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-1

-0.5

0

0.5

1

Time in (s)

M
ag

ni
tu

de
 (

V
)

Smooth(Rawdata, 0.2/(length(RawData)*SamplingInterval)) 

 Subtract 



 23

 2.4.2 Beating frequency analysis 
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 2.4.3 Stroke-velocity analysis 

 
 
 

2. Find stroke velocity response (SV) 

Find the root mean square value over the window size of 
2*stimulus sampling interval and move to the next by half of 
window size. For example, stimulus sampling interval is 0.01 s. 
The window size is 0.02 s. 
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2.5 Creating a stimulus file 
 

We have used in-house C++ programs (c:\ciliary monitor\Experiment-stream.dsw) 

to control both the input and output data acquisition with the same acquiring rate. The 

maximum rate is at 12.8 kHz or 78.25 µs per sample. Therefore, creating the stimulus file 

(*.stm) has to consider this rate corresponding to others parameters such as the sampling 

frequency rate (fs), the number of levels per sample (Nl), the number of samples (Ns), 

and the number of repeated stimulus (n) (Table 2.3 A stimulus sample file (*.stm)). 

Moreover, there are some constraints that have to be taken into account as the following:  

1. The Pulse Width Modulator (PWM) frequency rate = fs*Nl  ≤ 12800  

(the sampling frequency rate * the number of levels per sample where fs is an 

integer and Nl is a base 2 number for example 2, 4, 8, 16, 32, 64, and 128)   

2. Nl*Ns*n = integer*4096 

(Ns and n are integer. Due to the in-house software has the 4096 data point per 

frame, the stimulus data point has to fill this frame. Otherwise it will 

automatically turn on another stimulus channel if you set up for two stimulus 

channels) 

3. An empty line between stimulus parameters and stimulus pattern  

4. Stimulus pattern can be created by using the Notepad, Psiplot or Matlab 

program. For example, step stimulus which starts with “0” level or dark for  

      0.5 s and 32 levels of 64 maximum levels or 50% light intensity for 0.5 s as     

      see on Figure 2.8. 
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Table 2.3. A step stimulus sample where the light is “Off” for 0.5 s and “On” for 0.5 s at 

50% light intensity. The PWM rate is 0.0001526 and data acquisition rate is 0.01s. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.8. Graphs represent the step stimulus pattern according to table 2.3.  

 Stimulus value Description 
100 Sampling frequency of each sample in Hz = fs 
64            stimulus Number of levels per sample = Nl 
100          parameters Number of samples = Ns 
16 Number of repeats = n 
 Empty line  
0   
0              Total 50 samples (sampling at 1/fs = 0.01 s) of  
.               “0” value which means no light 
.               and total of 50 samples *Nl levels = 3200 levels  
.               stimulus pattern                (sampling at 1/(fs*Nl) = 0.00015625 s) 
32            is proportional   
32            to light intensity  
32                 Total 50 samples where 
.                 “32” value which means 
.                 50 % light intensity =(Nl-32)*100/Nl 
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2.6 Future improvements and suggestions 

 2.6.1 The optical tweezers technique could be used to hold a single cell in place 

instead of micropipette. It would allow control and monitor the suction force that can 

affect the cell body’s mechanoreceptors (Yoshimura 1998) and may change the ciliary 

motility. While the beating frequencies can easily be determined by the oscillation of the 

cell body, this method has the distinct disadvantage that the cilia may not be observed 

distinguishably since cell orientation is not fixed. In addition, the eye may not be stably 

stimulated.  

2.6.2 If the mechanical micro-manipulator is still being used, it should be 

redesigned to be more stable for a manual manipulation or use a damped hydraulic 

manipulator to reduce the unsteady force from hand manipulation. A computer controlled 

manipulator is also another possibility.  

2.6.3 More powerful NIR LED could increase the light intensity and increase the 

signal-to-noise ratio.  

 2.6.4 To observe the cells, the electro-optical detector could be supplemented by a 

high sensitive digital camera to record ciliary beating with higher spatial and time 

resolution.  

 2.6.5 The collected data files are large. For example, the data recorded at the 

sampling frequency of 50 Hz for 131,072 levels of 4 channels filled about 150 Mbytes. 

The file size can be reduced by assigning new variable types through out the acquisition 

program.  

 2.6.3 Acquiring and analyzing programs are not automatic. Improvements in the 

computer program could shorten the experimental and analytical time.  
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Chapter 3 
 
Red light effects on ciliary motility 
 
 
3.1 Introduction 

 C. reinhardtii has several photoreceptors including cryptochrome-like proteins for 

light-dark cycle (Reisdorph and Small, 2004), phototropins for cell division and 

differentiation (Weissig and Beck, 1991), rhodopsins for phototaxis (Foster et al., 1984), 

a phytochrome-like receptor (Petridou et al., 1997) (Mittag et al., 2005 claim there is no 

physiological and biochemical evidence) and chlorophylls for photosynthesis. These 

receptors are sensitive to blue light. However, the rhodopsins are also sensitive to green 

light while the chlorophylls and the phytochrome-like receptor are sensitive to red and 

red/far-red light respectively. In this chapter, we study how red light plays a role in 

ciliary motility rather than green light or rhodopsin excitation.  

Unlike higher plants, no C. reinhardtii gene has so far been identified that shows 

homology to phytochrome or red/far-red light sensitive photoreceptor (Mittag et al., 

2005). However, a specific far-red phytochrome with absorption peak between 710 and 

730 nm is reported (Petridou et al., 1997) and phytochromes have been identified in other 

green algae (Haupt et al., 1976; Morand et al., 1993). Red light possibly stimulates 

chlorophylls in photosynthesis since the spectra of photosystem I and photosystem II (PSI 

and PSII) have maximal absorption at about 700 nm and 680 nm respectively. In 

addition, a blockage of electron transfer between PSI and PSII using 3-(3-, 4- 

dichlorophenyl)-1,1-dymethylurea (DCMU) decreased red light effect (λ > 620 nm) on 
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the reversal sign of phototaxis (Takahashi and Watanabe, 1993). Therefore, the red light 

(peak at 670 nm) we have used for stimulation could be stimulating chlorophylls. The 

first red light report was the reset of circadian clock in cell wall-less mutant, CW15 by 

660 nm-red light (Kondo et al., 1991). Red light or photosynthesis was thought not 

involved in phototaxis (Stavis and Hirschberg, 1973; Nultsch and Häder, 1979), however, 

Takahashi and Watanabe (1993) demonstrated that red light or photosynthesis 

(wavelength > 620 nm) reversed the phototactic direction of C. reinhardtii, positively 

phototactic strain 137c. Josef (2005) also reported that red light (peak at 670 nm) 

increased the beating frequency and decreased the stroke velocity. Therefore, he 

suggested that it could affect the green light signaling pathway. Red light can eventually 

reduce or inhibit green light responses under specific conditions (see Figure 3.21 for 

results and more explanation in discussions). 

We investigated red light effects on the ciliary beating of the 806 (similar to wild-

type with respect to red light effects based on beating frequency) and cpc1-2 strain by 

stimulating them with different red-light temporal patterns including pulse stimuli from 5 

to 160 s and multi-sinusoidal stimuli at discrete frequencies from 0.006 to 100 Hz. 

Sensed red light forms the cell system input while the beating frequency (BF) and stroke 

velocity (SV) of the cilia are cell system outputs. We try to understand the signaling 

pathway that controls ciliary beating and its interconnection among cellular 

compartments including the chloroplast, mitochondrial, cytoplasmic, and ciliary 

compartments by finding the relationships between input (as measured the modulated red 

light) and output (the behavior of the cilia). Figure 3.1 show a diagram of how each 

compartment connects electrically and chemically. Although chemical reactions of each 
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compartment and interconnections among them are known by studying isolated 

compartments (Harris, 1995), how they might work dynamically together as a system 

needs further clarification. Using red light stimuli and observing ciliary responses 

(Chapter 2 method) allow us to reveal how this system may function as a whole 

dynamically on the 

sub-second time 

scale. 

 

 

 

 

 

 

 

 

 

3.1.1 How does each compartment function? 

• Chloroplast (Metzler and Metzler, 2001; Harris, 1995)  

Photosynthesis in the chloroplast is carried out with two main absorption centers, 

photosystem I and II (PSI and PSII). Each of these centers has the absorption pigments, 

chlorophyll a (Chl a), chlorophyll b (Chl b) and carotenoids. A spinach chloroplast has 

160, 70, and 48 molecules of Chl a, Chl b and carotenoids respectively. The greatest 

absorption wavelength is 678 nm from Chl a (See its spectra on Figure 2.2 A). We used 

Figure 3.1. Schematic 

representation of electron 

transfer and energetic 

pathway among cellular 

compartments: chloroplast, 

mitochondria, and 

cytoplasm (Alric et al., 

2010). 
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the 670 nm-laser light to stimulate the cell which is close to its maximum absorption 

wavelength. The electrons are transferred from Chls and converted to a membrane 

gradient driving a production of energy molecules such as ATP and NADPH. These 

molecules are used as fuel to further drive the Calvin cycle (Figure 3.2) producing sugar 

and dihydroxyacetone phosphate (DHAP) by fixing carbon dioxide molecules. The 

DHAP molecules are transported to the cytoplasm by its antiporters or translocators 

(dihydroxyacetone phosphate (DHAP)-Pi antiporter exchanging Pi). Later DHAP 

molecules are converted to 3-phosphoglycerate (3PG) by the glycolytic pathway in the 

cytoplasm (Figure 3.4). 3PG molecules are found through out the cell body and the 

ciliary compartment. The final product of the glycolytic pathway is pyruvate. 

Chlamydomonas which is analogous to a C4 plant is also able to exchange malate for 

pyruvate. Most chloroplast ATP and NADPH molecules from light absorption centers are 

reused within the Calvin cycle. Therefore light energy is likely converted to chemical 

energy as organic molecules (sugars), the starting materials for metabolic pathways of 

other compartments (Campbell 1996).  

The transportation rate of this sugar depends on its concentration within the 

chloroplast, [DHAP]chl, and the concentration of cytoplasm phosphate, [Pi]cyt. If [Pi]cyt is 

high or a cell continuously demands ATP, DHAP-Pi will increase its export rate. If it is 

low, DHAP-Pi does not have enough [Pi]cyt to exchange for DHAP, therefore, it is 

converted and stored temporarily as starch. The electron transfer pathway, the Calvin 

cycle and the DHAP-Pi antiporter communicate among themselves through their 

available products or supplies. For instance, limitations of ATP and NADPH from 

electron transfer pathway under low light intensity reduces the [DHAP]chl. On the other 
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hand, ATP and NADPH is in excess under high light intensity, however, CO2 is limited 

by the respiration pathway. Therefore, [DHAP]Chl also reduces and less [DHAP]Chl  is 

exported to the cytoplasm. Besides these regulators, light can affect indirectly the 

enzymes not in equilibrium such as fructose-1, 6-biphosphatase through the 

ferrodoxin:thioredoxin reductase and riburose bisphosphate carboxylate (Rubisco) 

through ion movements (H+ and Mg2+).  

The “step-up” light activates ferrodoxin:thioredoxin reductase and consequently 

activates several carbon metabolism enzymes such as fructose-1, 6-biphosphatases 

(FBPase) through reducing sulfide bridge and activating enzymes (See Figure 3.2 

Fructose-1, 6-biphosphatase in the Calvin cycle and Figure 3.3 activation diagram of  

ferrodoxin:thioredoxin reductase pathway). Light activates the carbon fixation and 

produces sugar molecules as its end products; nevertheless, it can also inhibit the pathway 

through PSII inhibition if the light intensity is too high. 

 

 

 

 

 

 

 

 

 

 

Rubisco

Figure 3.2. Calvin 

cycle is a 

metabolic pathway 

that fixes carbon 

dioxide (CO2) and 

releases a product 

in the form of a 

sugar (DHAP: 3 

carbon molecules) 

(modified from 

Berg et al., 2002) 
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 For the “step-down” response, no electrons are transferred within the light 

reaction center and consequently the concentrations of ATP and NADPH are reduced, 

removing fuel for the Calvin cycle. If the Calvin cycle continued in the dark, then critical 

reduction of substrates such as ATP, NADPH, and Ribose 5-phosphate would be used up 

and when light is turned on again, the Calvin cycle would take some time to produce 

these substrates. 

• Cytoplasm (Nelson and Cox, 2000) 

Various molecules from other compartments are released into the cytoplasm 

compartment. They interact and then diffuse throughout the cell. Several chemical 

reactions happen within this compartment including glycolysis (Figure 3.4). Here DHAP 

from the chloroplast is converted to 3-phosphoglycerate (3GP) as well as pyruvate. 3PG 

molecules travel to the ciliary compartment where they are the secondary energy source 

to make ATP for ciliary motion (Mitchell et al., 2005). Pyruvate is imported into 

mitochondria as an initial substrate for the citric cycle or Krebs cycle (more details in 

mitochondria section). The direction of chemical reactions in glycolysis pathway depends 

on its Gibbs free energy (G). Gibbs free energy measures the amount of energy to do 

work under constant temperature and pressure. Its change (ΔG) can be calculated from 

the change of heat content, called enthalpy or H, and entropy or S, of chemical reaction at 

 

Figure 3.3. Activation 

of Fructose 

biphosphatase by 

ferrodoxin: thioredoxin 

reductase (Harris, 
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constant temperature. In other words, ΔG = ΔH - TΔS. If ΔG < 0, the reaction occurs 

spontaneously. While ΔG=0, the reaction is in equilibrium. If ΔG > 0, the reaction is less 

preferred, but may occur slowly if a subsequent step has ΔG < 0. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Several enzymes in the glycolytic pathway such as hexokinase, 

phosphofructokinase, and pyruvate kinase are considered as irreversible enzymes and 

Figure 3.4. the glycolytic pathway and 

its standard Gibbs free energy (ΔG΄˚) 

in kJ/mol. Note: these values are 

calculated under initial condition 

concentration of each component 

being 1.0 M at pH= 7, T = 25 ˚C, and 

Pressure (P) = 101.3 kPa or 

1 atm (Nelson and Cox, 2000). 
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regulated either directly or indirectly through their products. The inhibitors of these 

enzymes are glucose 6-phosphate for hexokinase, phosphenolpyruvate (PEP) for 

phosphofructokinase (PFK), and ATP for both PFK and pyruvate kinase. In the other 

hand, PFK is able to be reactivated by ADP and AMP (See Figure 3.4). 

• Mitochondria (Harris, 1995) 

Mitochondria play multiple functions including metabolite synthesis, redox 

potential maintenance, apoptosis (programmed cell death), ion regulations such as Ca2+ 

homeostasis, and, last but not least, are a main energy resource (Saks, 2007). In this 

chapter, we consider how mitochondria interact with other compartments by light 

regulation. In order to make energy molecules, mitochondria import pyruvate molecules 

as primary substrates through their symporters with protons for their Krebs cycle. The 

mitochondrial electron transport chain (METC) converts pyruvate to reducing equivalents 

(Nicotinamide adenine dinucleotide or NADH). The METC and oxidative 

phosphorylation can make up to 34 ATP molecules (Figure 3.5). The main ATP 

production of a cell is from mitochondria. Various transport proteins including Ca2+ 

uniport, Ca2+/Na+ exchanger, Malate/Citrate exchanger, and adenine nucleotide 

translocator (ANT) are found along the mitochondrial membrane (Figure 3.6).  

Regulations of METC depend on the proton motive force (Δp) consisting of membrane 

potential (Δψ) and proton gradient (ΔpH). In addition to proton motive force, regulation 

of import of ADP and export of ATP through the voltage-dependent anion channel 

(VDAC) and the adenosine nucleotide translocator (ANT) respectively also play 

important roles in ATP synthesis (Murphy et al., 2005).  
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Figure 3.5. The number of ATP molecules synthesized by glycolysis, Krebs cycle, and 

ETC (Campbell and Reece, 2009)  

Figure 3.6. Transport proteins along mitochondria membrane and their regulations 

(Harris, 1995).  
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If we consider the control of ATP synthesis thermodynamically without including 

NADH and other effects, we could explain the relationship between ATP synthesis rate 

(JP) and driving force which is the difference between electrochemical gradient (n +Δ Hμ~ ) 

and required energy for ATP hydrolysis (-ΔGP). Their relationship can be divided into 4 

regions (Figure 3.7): 

• Region I: the ATP synthesis reaches its maximum threshold. Increasing 

the proton force will not change the ATP synthetic rate.    

• Region II: the slope area where increasing the proton force also increases 

the ATP synthesis 

• Region III: in order to create the ATP molecules, electron chain needs 

about 3 protons. Therefore, it could slow down the ATP synthesis rate if 

the proton force is low. 

• Region IV: lacking of proton force could drive the system in opposite 

direction. In this case, ATP is hydrolyzed instead of synthesis. 

 

 

Figure 3.7 Theoretical relationship 

between ATP synthesis rate (JP) and 

driving force (n +Δ Hμ~ - (-ΔGP)) 

where n = the number of protons are 

required for ATP synthesis (Harris, 

1995).  
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An amount of ATP could be regulated either through its Krebs cycle or electron 

chain transport (ETC) through its substrates, products, ions and enzymes. See Figure 3.8 

and 3.9. The Krebs cycle in mitochondria and the glycolysis in cytoplasm coordinately 

make energy molecules, ATP. The glycolytic pathway in the cytoplasm converts glucose 

molecules to pyruvate as it needs. The mitochondria then imports for its Krebs cycle. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8. Regulation of Krebs cycle by available substrates, accumulating products, and 

allosteric feedback of enzymes (Nelson and Cox, 2000).  
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Figure 3.9. Mitochondrial electron transport chain utilizes reducing equivalents FADH2 

and NADH2 to create proton gradient and membrane potential along its inner membrane 

or proton motive force. The proton motive force drives ATPsynthase to make ATP within 

the mitochondria matrix. In order to transport ATP molecules to the cytoplasm 

compartment, mitochondria use the adenosine nucleotide translocator (ANT) to exchange 

ATP4- with ADP3- in 1:1 ratio (Moncada and Erusalimsky, 2002).  

A highly relevant question for our study is “How do mitochondria operate when 

there is active photosynthesis?” Light suppressed the mitochondrial pyruvate 

dehydrogenase complex (mtPDC) in pea leaf (Budde and Randall, 1990; Gemel and 

Randall, 1992). The mtPDC is an irreversible enzyme that catalyzes pyruvate to Acetyl-

CoA for Krebs cycle (Figure 3.8). Suppression of mtPDC, therefore, decreases Acetyl-

CoA and leads to low amount of reducing equivalents (NADH and FADH2) producing by 

the mitochondria. Besides slowing down of Krebs cycle causing from mtPDC, a high 

NAD(P)H/NAD(P)+ ratio from the photorespiration Gly decarboxylation also inhibits 
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several enzymes in Kreb cycle and slows down its function (Siedow and Day, 2000; 

Tcherkez et al., 2005).   

Several reports suggest that photosynthesis needs mitochondria to function 

optimally (Kromer and Heldt, 1991; Kromer et al., 1993). During photosynthesis, 

mitochondria can produce NADH by oxidizing glycine to serine in C3 plant (Gemel and 

Randall, 1992) and assimilate CO2 by using the malate-oxaloacetate shuttle (Forti et al., 

2003). However, mitochondria may be playing a relatively minor role during 

photosynthesis, although a very significant role in the dark. In the absence of light the 

mitochondria appear to provide the bulk of ATP synthesis and higher ATP/ADP ratio, as 

seen by the much higher [ADP] level when mitochondria are knocked out (Figure 3.10).  

 

 

 

 

 

 

 

 

 

 

 

 

In the light the chlorophast synthesis of ATP appears to take over as blocking  

Figure 3.10. Show the steady state contributions of mitochondria to photosynthesis by 

measuring cellular [ATP], [ADP], and ATP/ADP ratio of C. reinhardtii.  (A: wild type 

under control condition, B: blocked electron transfer of MT by oligomycin, and C: mutant 

lacking electron transport chain) at different conditions: dark, light anaerobic and light 

aerobic (Forti et al., 2003). Note: Light intensity was 24 μE m-2s-1.  
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mitochondrial activity in the light by the electron transfer blocker, oligomycin, or by the 

defective electron transfer in mitochondria mutant, DUM-1 has little affect. Further the 

[ATP]/[ADP] ratio increases with increased levels of illumination compared to in the 

dark (Figure 3.11). Note that the [ATP] level does not change very much whether 

mitochondria or photosynthesis is active.  

 

Figure 3.11. Show the relationship 

between [ATP], [ADP], and 

[ATP]/[ADP] ratio and light intensity 

(Forti et al., 2003).   

 

 

 

 

 

 

 

 

Figure 3.12. Show the interconnection between chloroplast and mitochondria through 

redox messages (Lis and Atteia, 2004). PET(C) = Photosynthetic Electron Transfer 

(Chain), RM = Redox Message molecules, RM-N = RM-NAD(P)H, MET (C) = 

Mitochondrial Electron Transfer (Chain), and ROS = Reactive Oxygen Species.   

                   Light intensity μEm-2s-1 
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Another part of light regulation in the mitochondria is the redox messages (Figure 

3.12). Several redox messages such as thioredoxins or Trxs are found on the 

mitochondrial inner membrane and intermembrane space (Michelet et al., 2009).  

• Cilia  

C. reinhardtii’s  cilium (Figure 3.13 A) has a 9+2 axonemal structure or 9 doublet 

microtubules (A- and B-tubules) linked by nexins (elastic proteins) and 2 singlet 

microtubules at the center, called the central pair (Figure 3.13 B). There are 11 inner-

dynein arms (IDAs) (Kagami and Kamiya, 1992; Yagi et al., 2009) every 96 nm attached 

to each doublet microtubule and 1 outer dynein arm (ODA) every 24 nm (King and 

Kamiya, 2009) (Figure 3.13C). These dynein arms or ATPase motors walk along 

adjacent doublet microtubules to cause the doublets to slide relative to each other and 

leads to axonemal bending (Figure 3.14) provided the axoneme is attached at one end or 

otherwise held along its length.  
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Figure 3.13. Show A: an example of 

scanning electron microscope image of C. 

reinhardtii’s cilia (Smith et al., 1996), B: 

a cross-sectional view and C: a side view 

of an A-tubule. Cilium’s major structure consists of inner and outer dynein arms (IDA 

and ODA, respectively), nexins (also called the dynein regulatory complex (DRC)), 

central pair (C1 and C2), and radial spokes (RS). RS links doublets to the central pair. 

Inner dynein arms can be divided into dynein I1 (or f with its subunit α and β), I2 

including a, c, d, and e, and other unknowns. Note images B and C are from Movassagh 

et al., (2010). 
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Figure 3.14. A: A dynein forms a fixed conformation when it binds to ATP or ADP•Pi 

and creates a power stroke releasing ADP turning into an apo-state or post-power-stroke 

conformation (Burgess et al., 2003). B: Shows configurations of binding and unbinding 

of dyneins on doublet microtubules. How this relates to a bending mechanism is still 

unknown (Movassagh et al., 2010). 

 Lacking outer dynein arms (oda mutants) decreases swimming velocity to about 

34% in oda1 mutant (missing outer arm, ODA-DC) compared to wild-type 137c (136.0 ± 

12.0 μm/s (Yagi et al., 2005)). Lacking inner dynein arms (ida mutants) decreases 

swimming velocity to about 56% in ida1 (missing I1 or f subunit), ida4 (missing a, c, and 

d) and ida5 (missing a, c, d, and e) mutants (Yagi et al., 2005). Reduction of swimming 

velocity in oda mutants is caused by decreasing of its beating frequency while in ida 

mutants it is caused by reduction in the angle of its waveform bending (Brokaw and 

Kamiya, 1987; Kamiya et al., 1991; Yagi et al., 2005). Besides this, oda mutants also 

A B 
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lack the abilities to swim backwards or symmetrically in a ciliary beat pattern (Kamiya 

and Okamoto, 1985; Mitchell and Rosenbaum, 1985).   

In order to meet the continuous need for energy of intracellular compartments, 

energy is distributed by phosphotransfer networks. The primary energy source is the 

mitochondria. Phosphotransfer networks use enzymes creatine kinase, adenylate kinase, 

and glycolytic kinase to communicate metabolic signals among mitochondria and cellular 

ATPases (Saks, 2007).  C. reinhardtii does not have creatine kinase or a phosphocreatine 

shuttle like mammals for ATP transport. Instead, it uses adenylate kinase (AK) which 

converts 2ADP to ATP and AMP, a reaction also found in mammals (Cao et al., 2006). 

AK is anchored near the outer arm dyneins by associated outer-dynein arm proteins, 

called Oda5 and Oda10 (Wirschell et al., 2004). Since outer dynein arms are the main 

generators to provide power to swim in high viscosities (Brokaw, 1994), having AK 

nearby would be advantageous to meet the extra energy needs of outer dynein arms. In 

addition to the cilia compartment, AK has been found all over the cell including in the 

mitochondrial matrix and intermediate space, cytoplasm, cell membrane, and chloroplast. 

AK enables sensitivity to small changes of ATP creating AMP which is used as a signal 

potentially low ATP levels to other organelles within cells. Via the AK chain, AMP is 

thought to give a feedback response from cilia to MT (Dzeja et al., 2007). See Figure 

3.15 for AK shuttle between mitochondria and outer arm dyneins.  

In order to transfer high energy molecules such as ATP to remote ATP utilization 

sites such as along cilia, ATP is converted to ADP and high-energy phosphoryls such as 

1, 3-Bisphosphoglycerate (1-3 bisP-G), 3-phosphoglycerate (3-P-G), 2-phosphoglycerate 

(2-P-G) and phosphoenolpyruvate (PEP) through glycolytic networks with different 
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enzymes such as phosphoglycerate kinase (PGK), phophoglycerate mutase (PGM), 

enolase (ENO), and pyruvate kinase (PK).  See Figure 3.16. 

 

 

 

 

 

 

 

Figure 3.15. Show the adenylate kinase (AK) shuttle that facilitates ATP transport from 

generation site (mitochondria) to utilization site such as outer arm dynein. Figure is 

modified from Dzeja and Terzic (2009) and Wirschell and colleagues (2004).  
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Figure 3.16. ATP molecules transport through the glycolytic network between 

mitochondria and the cytosol (Dzeja et al., 2007). 
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3.1.2 The relationship between strain 806, the cpc1-2 mutant, and 

wild-type 

Both the 806 and cpc1-2 strain have negative phototaxis. Strain 806 has similar 

beating frequency (~ 50 to 60 Hz) as wild-type, 1117, which is positively phototactic, but 

806 has 6 times less [cAMP] in the dark and 4 times less under red light (Boonyareth et 

al., 2009). Cpc1-2 was backcrossed to the 806 strain by David R. Mitchell, Department of 

cell and Developmental Biology, SUNY Upstate Medical University, NY. The ciliary 

structure of 806 is like wild-type (Figure 3.17 A) compared to cpc1-2 (Figure 3.17 B). 

Cpc1-2 strain is missing C1b part of the central pair complex (CPC-1b) and its beating 

frequency is about 37 Hz under weakly illuminated or unilluminated conditions (Zhang 

and Mitchell, 2004) (62-74% of wild type). During forward-swimming (asymmetric, 

breast stroke or ciliary) waveforms, the CPC-1b or C1b complex is on the side associated 

with doublets 7-8 in a principal bend and with doublets 3-4 in a reverse bend (Mitchell, 

2003). In both cases this is on the side opposite to the active dyneins forming the 

principal or reverse bend. One of cpc1 conserved domains is homologous to the adenylate 

kinase domain which converts ADP to ATP and lacking of this subunit was conjectured 

to be the cause of lower [ATP] availability and lower ciliary beating frequency (Zhang 

and Mitchell, 2004). In order to test whether reduced [ATP] is responsible for the lower 

beating frequency, Zhang and Mitchell (2004) reactivated a permeabilized cell model 

consisting of the demembranated cilium of cpc1 with a saturating ATP concentration (1 

mM) and the beating frequency recovered to almost the same level as wild-type. Beating 

frequency is the number of cycles that the cilia beat in one second and in the absence of 

other factors changing it is related to the ATP availability (Kamiya and Okamoto, 1985; 
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Mitchell and Rosenbaum, 1985). Beating frequency response (BF) relates to ATP 

concentration in the ciliary compartment through the Michaelis-Menten equation: 

maxmax

1
][

1
BFATPBF

K
BF

m +=  where Km is the ATP concentration at which the half of 

BFmax is achieved (Figure 3.18). 

In 2005, Mitchell et al. showed that the AK activity was normal in cpc1-2 and 

demonstrated that an additional ATP source missing in cpc1-2 is from the ciliary 

glycolytic enzyme (Figure 3.4), enolase, which is an essential enzyme in the pathway 

converting ADP to ATP. As already noted enolase and possibly the entire glycolytic 

pathway, which increases the ATP concentration to the dynein ATPases, is always 

present on the inactive side of the bending cilium. If we use the diffusion coefficient (D) 

of 64 μm2/s (Takao and Kamimura, 2008) for ATP and use the one-dimension diffusion 

equation (x2 = 2Dt, x ≈ π*radius of cilium (100 nm)) to estimate the delay time (t) for  

ATP to diffuse to the opposite side it likely range from 1 ms to several ms depending on 

the openness and viscosity of the diffusion path. This delay time could play a significant 

role in the ciliary beating cycle.  

 

 

 

 

 

Figure 3.17. Cross-section of C. reinhardtii’s axonemes in wild-type (A), cpc1-2 mutant 

(B), and diagram showing different components of central pair structure (C) (Zhang and 

Mitchell, 2004). 
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Figure 3.18. Show an example of a relationship between inversion of beating frequency 

(y) and ATP concentration (x) in wild-type axonemes with beating frequency maximum 

at 64.9 Hz and Km is 0.14 mM ATP (Zhang and Mitchell, 2004). This relationship shows 

that the ATP concentration of the wild-type cilium is about 1.2 mM, whereas only about 

0.2 mM in cpc1-2. 

3.1.3 How does red light play a role in system function? 

As already previously discussed in the introductory sections, red light stimulates 

photosynthesis in the chloroplast since red light is absorbed its wavelength by its 

chlorophylls. Therefore, red light could induce the production of DHAP or later Triose-

phosphate (See Figure 3.1 as sugar and Figure 3.2 as DHAP). Triose-phosphate 

molecules are then converted to 3PG which is a substrate for making ATP in the 

glycolytic pathway in both the cytoplasm and the ciliary compartment. This could 

increase the ATP/ADP ratio in total. During illumination, ATP production is controlled 

by the chloroplast rather than by the mitochondria because blockage of mitochondrial 

electron chain by oligomycin and using DUM-1 mutant (lacking of electron transport 
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chain mutant) did not affect an increase of ATP/ADP ratio comparing to its dark 

condition (Figure 3.10).   

ATP molecules from either glycolytic pathway in cytoplasm or MT diffuse or are 

transported by the AK shuttle to the ciliary compartment. Since the ciliary compartment 

also has the required part of the glycolytic pathway, the 3PG molecules can also be 

converted to ATP within the ciliary compartment. Therefore, the ciliary compartment has 

at least three sources of ATP energy supplies: from mitochondria, the glycolytic pathway 

in the cytoplasm or the ciliary compartment. The pyruvate, an end product of the 

glycolytic pathway, may go back to the mitochondria to report ATP usage within the 

ciliary compartment.  

3.1.4 How can we interpret the relationship between input and 

output? (Murrill, 1967)  

A cell responds to specific frequencies of stimulation. We interpret its response 

using the transfer function that explains the output system frequency response to both 

magnitude and phase of the input stimuli. The transfer function is the Laplace transform 

of the output divided by the Laplace transform of the input, Y(s)/X(s) 

or ∫∫
∞

−
∞

−

00
)()( dtetxdtety stst . Finding the transfer function allows us to understand the 

system characteristics and we may use this information to predict the ciliary responses 

(beating frequency (BF) and stroke velocity (SV)) and describe how the system processes 

external stimuli such as light. For example, if the differential equation in Equation 3.1 

describes the BF response y(t) to the stimulus x(t), we can write the transfer function as 

Equation 3.2.                              )()()( 2 tytxKCpMp =++                                         (3.1) 
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where p     = differential operator (
dt
d ), x(t) = input signal in time,  y(t) = output signal in 

time and M, C, K = constant 

or redraw as the following diagram  

and can be converted to                     

                                  KCsMs
sX
sYorsGfunctionTransfer ++= 2

)(
)()(                       (3.2) 

where s is the Laplace transform variable 

  Some basic elements of transfer functions and equivalent differential equations 

are listed in Table 3.1 and their Bode plots are in the appendix 3.1.  

 

Table 3.1. The elements of transfer function whereτ is time constant, ζ is damping ratio, 

and nω  is natural frequency. For the system identification, the parameters such as 

nandK ωζτ ,,, of transfer functions can be identified by using both time response and 
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frequency response of an output or a BF response. In this chapter, we use the time 

response of step stimulus and the frequency response of multi-sinusoidal stimulus to find 

these parameters. 

• Time response of step stimulus 

 A time response is the change of response to the input in time. If the response is 

the first-order lag system, the transfer function is 
s

K
τ+1

. K is the gain of the response 

which equals to steady state of response amplitude divided by step stimulus amplitude (a 

unit value for simplification). τ is the time constant where the output response reaches 

63% of its steady amplitude. 

 If the response is the second-order lag system (see Figure 3.19), we can find its 

damping ratio (ζ ) and its natural frequency ( nω ) in Equation 3.3 as the following. 

                                    )(
2

)()()( 22

2

sX
wsws

KwsXsGsY
nn

n
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++

==
ζ

                         (3.3) 
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Figure 3.19. An example of a second-order lag response to a step stimulus. D1 is the over 

shoot amplitude over the steady state, D2 is the steady state amplitude, and Td is the 

period of damping oscillation.  

• Frequency response of multi-sinusoidal stimulus 

The frequency response comprises the magnitude and the phase response with 

respect to the input wave. We stimulated the cell with a sinusoidal wave at different 

frequencies in order to get a frequency response of the system. If the system is linear, the 

output will be the sinusoidal wave with differences in amplitude, phase or both. For 

system identification, we do not know the system components but we know the frequency 

response which can be used to identify the order of system and find the system 

differential equation. If the system shows a complex frequency response, the basic 

elements of transfer function (Table 3.1) can be combined to create a complex differential 

equation. We can match the frequency response to Bode plots of transfer function 

(appendix 3.1) and determine the type of the system.  For example, if our system has the 
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frequency response as in Figure 3.20, its pattern is the same as the second-order lag 

system according to the Bode plot of transfer function. Therefore, we can describe the 

system with the transfer function as Equation 3.3 and determine its parameters by the 

following. 

⇒ Natural frequency )2( nn fπω = by finding the frequency at the 

intersection of high-frequency and low-frequency asymptote 

⇒ Damping ratio )(ζ  by fitting the constant value (less than one for 

underdamped system) numerically to the magnitude and phase response. 

The transition from one asymptote to the other depends on ζ. 

⇒ Gain (K) by multiplying a constant to the transfer function to match the 

output steady amplitude. For simplification, we use the unit value for the 

input amplitude. 

The order of the system is identified by the slope of magnitude response vs. 

frequency in logarithm scale. If it is positive, there is a zero or a numerator in transfer 

function. When it is negative, the transfer function has a pole. The slope value identifies 

the number of poles and zeroes of transfer function. For example, the high frequency 

asymptote has a slope of -2 or -40 dB per decade and the low frequency asymptote has a 

slope of 0. The transfer function will have two poles (denominator) and no zero 

(numerator) as show in Equation 3.4 or the second-order lag element as in Equation 3.3. 

.                 
))((

)(
bsas

KsG
++

=                                (3.4) 

Once we found the parameters, we can fit the magnitude and phase response of the 

second-order lag system as the following equations (Murrill 1967).                                                   
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Figure 3.20. A Bode plot of second-order lag system with natural frequency, nω  and 

damping ratio, ζ. Its phase response is stable at -180 degree for second-order where as -90 

degree for the first-order system. 
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3.2 Results and Discussions 

We monitored C. reinhardtii’s ciliary motility (806 strain) by changing the red-

light pattern and its intensity. First of all, we simultaneously stimulated the cell with both 

red (670 nm) and green light (543 nm) to confirm their interactions on ciliary motility by 

using a 2.5s pulse of green light and continuous red light. The red light probably 

stimulates chlorophylls while the green light stimulates rhodopsin receptors that regulate 

the phototactic response. We then investigated further how only red light affects ciliary 

motility using various pulse-duration stimuli from 5 to 160 seconds and the multi-

sinusoidal stimuli with frequency from 0.0065 to 100 Hz. Finally, we used the cpc1-2 

strain to investigate the effect of red light with multi-sinusoidal stimuli and compared its 

results with the 806 strain.  

3.2.1 Continuous red and 2.5-second-duration pulse of green light 

responses of 806 strain 

Stimulating the cell with green light will trigger the rhodopsin receptor. This signal 

controls ciliary motility of both the cis- and trans-cilium and leads to the phototactic 

response (Josef et al., 2005a). Figure 3.21 A shows an example of beating frequency 

change in percentage of the cis-cilium due to green light only. The beating frequency had 

only a small reduction on the “step-up”. On the other hand, its “step down” beating 

frequency drops transiently about 20% from its baseline. This beating frequency response 

is similar to one for green light response patterns reported by Josef et al. (2005a) in which 

there is a small change or no change on the “step-up” response and a transient change on 

the “step-down” response. The added red light did not affect the beating-frequency 

responses to green light on the “step-up” stimulus at any intensity. On the other hand, the 
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transient change of beating frequency to the “step-down” green stimulus was reduced 

from 20% to less than 10% from its baseline at the 182 mW/m2 red-light intensity (Figure 

3.21 B). Therefore, red light decreases the transient change on the “step-down” green-

light response at 20% red-light intensity. The amplitude of transient change seems to 

recover at 50% and 100% red-light intensity but still less than one of green-light response 

(see Figure 3.21 C and D). The results suggest that red light reduces green-light effects 

on beating frequency. Therefore, red light plays a role in ciliary motility where it may 

affect the phototaxis of green-light stimulus. 

Figure 3.21. Effects of continuous red light on the BF response to a 2.5 second pulse-

duration green light. A-D: 806 strain was stimulated with 100% green light intensity for 

2.5 seconds from the dark (100% intensity equals to 5.26 mW/m2) and red light 20%, 

50%, and 100% was added to B, C, and D respectively. 20%, 50%, and 100% red light 

intensity equals to 182, 469, and 921 mW/m2.  
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3.2.2 Duration-pulse responses of 806 strain 

•  5 second-duration pulse responses 

The beating frequency (BF) is about 50-60 Hz in the dark at 20 °C. From dark, 5 

seconds pulses of red light from 1.3 to 192 W/m2 increases the cell’s beating frequency 

about 1 to 3 % respectively as seen in Figure 3.22 A. The BF responses do not have a 

shape like the applied pulse, but that of a differentiated pulse. The BF response needs 

more than 5 seconds to adjust to reach its stable state for the “step-up” red light from the 

dark. The higher the red light intensity, the greater the amplitude of BF response is. The 

differentiated responses are explicitly seen in Figure 3.46 A for the BF response. These 

results suggest that the cell differentiates the input signal or it detects the change of its 

input or environment. For stroke velocity responses (SV), they are a negative response 

compared to the BF positive response and even more negative with increasing of red-

light intensity and also may be differentiated although the weakness of the signal makes 

conclusions difficult (See Figure 3.22B). The situation is more clearly seen later in Fig. 

3.46B in which it is clear that the SV response is not differentiated. 

• 40 second duration-pulse responses 

With a longer exposure duration of red light, the BF change at the “step-up” 

response increases about 1 to 3% from the dark which is about the same change as 

observed in the 5 second-pulse responses. The data was recorded under the light intensity 

from 1.3 to 50 W/m2 (Figure 3.23 A). The “step-up” responses are fitted to an 

exponential function with two constants, a and b, on Equation 3.5. See its fitted curve on 

Figure 3.23 B.  
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                         )]/exp(1[)( btaty −−=  or 
sbs

asy
+

= 2)(    (3.5) 

where a = 0.77 *log10 (I/I0), b = - 0.27*log10(I/I0), and I0= 0.0005 W/m2 

These two constants linearly depend on the log of red light intensity as seen on Figure 

3.23 C. The higher the red light intensity, the higher the ‘a’ constant or the steady state 

value and the lower the ‘b’ constant or faster steady state is reached. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.22. The 5 second-step red light effects on the beat frequency (A) and stroke 

velocity (B) in real time. The red line or the lighter color line is the stimulus. There is no 

difference between the BF of cis- and trans-cilium to the red light. The data are an 

average of 16 repetitions at 30 s intervals. The baselines of both BF and SV change are 

added by 0, 5, 10, 15, and 20 percents starting from 1.3 W/m2 to 192 W/m2 in order to 

compare their amplitudes on the same graph. 
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Figure 3.23. The beat frequency responses of the 40 second duration-pulse stimulus under 

the red light where A: the beating frequency (BF) change in percentage with various 

intensity (Note: the base line of each graph is about 50 Hz and they are the same at each 

light intensity before the “step-up” responses), B: the “step-up” response of 50 W/m2 is 

fitted to the exponential function on Equation 3.5, C: the graph shows the relationship 

between the constant a (b) and the intensity, and D: the “step-down” responses of BF at 

various light intensity.  
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The BF change in Figure 3.23 B seems to be fit by a first-order lag system since 

the beating frequency increases immediately after the “ON” signal and there is no 

damping response before it reaches the steady state. The time constant (τ) is the same as 

the parameter “b” in the Equation 3.5. It measures the total time for the system to adjust 

to its input (the time at 63% change of its steady magnitude). 

At the “step-up” response of BF change to 13 W/m2 in Figure 3.23 A, BF change 

(%) oscillates around a steady state (Figure 3.24). Therefore, we fitted this result with the 

second-order lag transfer function as in Equation 3.3 and the following is the transfer 

function (Equation 3.6) that describes the “step-up” response with the natural frequency 

(ωn) equals to srad
Td

/63.0
10
22

==
ππ  or 0.1 Hz and the damping ratio (ζ) is 

         30.0
)25.2/85.0(ln
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)/(ln
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22
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ππ
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By substituting these parameters into Equation 3.3, we got                                
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 Figure 3.24. BF change (%) in time is fitted to the output results from the transfer 

function of second-order lag system. Td is the oscillation period, D1 is the overshoot 

amplitude and D2 is the steady amplitude. Note: this is the zoom-in version of Figure 3.23 

A at red-light intensity of 13.0 W/m2. 

On the other hand, the “step-down” responses of BF transiently decrease and they 

are lower than the baseline from 5 to 12.5 %. The higher the red light intensity, the 

greater the magnitude of the BF drops. See Figure 3.23 D. The BF response needs about 

15 seconds to recover to its baseline level after the red light is turned off which means the 

supply materials (or potentially signals) or molecules such as ATP needs this much time 

to return to their normal concentrations. 

Stroke-velocity (SV) changes are in the opposite direction of response to beating-

frequency (BF) changes caused by the red light stimulation. This implies that SV and BF 

have separate controllers. They also are noisier than the BF changes as seen in Figure 

3.25. Red light stimulation reduces the stroke velocity of both cilia. Its change is only 2.5 

to 4 % from its baseline. There is no consistent difference between cis- and trans-cilium 

responses to red light. 
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• Comparison of beating-frequency responses between 5 and 40 

second-duration pulse 

The areas of the “step-down” response under the base line of BF change of both 5 

and 40 second duration pulse depend linearly on the logarithm of light intensity as seen in 

Figure 3.26. The 40 second-step BF responses have a higher area the base line than the 5 

second-step BF responses by about 12 times. The longer the stimulus is on, the larger the 

area under its baseline. A hypothesis would be that the red light suppresses a signal 

pathway (or a source of a necessary metabolite) that regulates (or is needed to maintain) 

the beating frequency. The longer the cell has been exposed to red light, the more the 

Figure 3.25. Stroke velocity change 

(SV) in percentage due to the 40 second 

pulse duration of red light at various 

intensities ranging from 1.3 to 50 W/m2 

after the dark. The baselines are added 

by 0%, 10%, 20%, and 30% stroke 

velocity change according to an 

increase of light intensity from 1.3, 5, 

13, and 50 W/m2 respectively. 
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pathway (or metabolite) is suppressed. These records show that red light affects the 

beating frequency and have an interconnected pathway linking to the green-light 

signaling pathway or the phototatic pathway. Since red light is absorbed by chlorophylls, 

one of possible pathway would be the energy pathway (ATP). However, there may be 

unknown parameters in signaling pathway that could contribute to this suppression.   

 Increasing the “step-up” duration of red light from 5 to 40 s (8 times) increases 

the response area approximately proportionally (35.98/3.16 or 11.4 times).   

 

 

 

         

 

 

 

 

• 5 to 160 second-duration pulse responses 

Besides the 5 and 40 second-pulse duration stimulus, we also monitored the 

beating frequency change at other durations at the “step-up” stimuli including 10, 20, 80 

and 160 second-step. See Figure 3.27 A. At the longer duration pulse (80-160 second), 

the beating frequency fluctuates where the red light is continuously turned on. The “step-

down” responses transiently drop with the sinusoidal shapes as 5 and 40 second-pulse-

duration stimulus. For duration of stimuli greater than 40 second, the transient change of 

Figure 3.26. Area of the “step-

down” responses under the BF 

in the dark or the base line of 

both 5 and 40 second-step red 

light stimulus.  
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the beating frequency is reduced (Figure 3.27 B). This implied that some slow adaptation 

to the red light has occurred. As a result, the area under the base line of BF change is the 

highest at the 40 second-duration-pulse stimulus.  
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Figure 3.27. A: the beat frequency 

change in percentage of various pulse 

durations from 5 to 60 second of red 

light intensity at 5 W/m2 and B: the 

relationship between areas under the 

base line of the “step-down” response 

and the “step-up” duration.  
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3.2.3 Beating frequency change in the dark and under DC red 

light  

• 806 strain 

A sample of the raw signal recorded by the quadrant electro-optical detector in the 

dark is shown in Figure 3.28 A. The respective beating frequency is shown in Figure 3.28 

B. The average beating frequency of 806 cells in the dark and before the cell sees a red 

light stimulus (0 W/m2 in Figure 3.39 B) is about 57 ± 8 Hz (average BF ± its standard 

deviation). Once the cell saw the red light at different intensities from 2.6 to 33 W/m2 for 

20 minutes, its ciliary movement was recorded in the dark for 16 seconds (Figure 3.39 

A). The average BF in the dark after red-light stimulation at 33 W/m2 is subsequently 

reduced to about 52 ± 7 Hz (See Figure 3.29 B). Although the average beating frequency 

in the dark is reduced, its standard deviation does not really change.  

We varied the DC red light intensity with optical density filters (OD) including 

1.8, 1.2, 0.6, and no OD corresponding to 2.6, 6, 15, and 33 W/m2 respectively. The 

beating frequency fluctuates between 30 to 70 Hz under DC red light. The higher the red 

light intensity, the lesser the fluctuation of beating frequency is. The average BF at 15 

and 33 W/m2 is about 50 Hz. The cell held its rate of beating at this frequency. See Figure 

3.29 A.  
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Figure 3.28. A sample of real-time recording data from the quadrant electro-optical 

detector (A) is converted to the beating frequency (B) of 806 cells in the dark. Note: the 

relatively smooth oscillation of the voltage signal gives a smooth beating pattern. 

A cell must maintain the beating frequency at this level through a feedback 

mechanism with a controlling variable of beating frequency such as the ATP level. This 

feedback mechanism could be regulating how the dyneins use the ATP molecules. 

Feedback control could be at the mitochondria and/or chloroplast. A possible feedback 

control is as follows: at high light intensities, chloroplasts are activated to make more 

sugar molecules (DHAP or triose-phosphate). The DHAP is converted to 3PG and then 

pyruvate by the glycolytic pathway in the cytoplasm compartment (Figure 3.4). Since 

there is already a high ATP concentration within the cell, further increase of ATP 

concentration could inhibit the pyruvate production by inhibiting the glycolytic enzymes 

such as phosphofructokinase and pyruvate kinase (Figure 3.4). With a limited availability 

of pyruvate, mitochondria should produce less amount of ATP. An alternative possibility, 

Time (s)
0.0 0.2 0.4 0.6 0.8 1.0

V
ol

ta
ge

 (V
)

-1.0

-0.5

0.0

0.5

1.0

Time(s)
0.0 0.2 0.4 0.6 0.8 1.0

B
ea

tin
g 

Fr
eq

ue
nc

y 
(H

z)

30

40

50

60

70

80

A 

B 



 69

mitochondria could theoretically reach a steady state (Region I in Figure 3.7) where 

further increase of hydronium ions by usage of reducing equivalences would not increase 

the ATP synthetic rate because it reaches the maximum ATP turnover rate due to kinetic 

limitation such as availability of ADP level. 
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• Cpc1-2 strain 

In the dark ciliary beating of cpc1-2 cells (Figure 3.30 A) is less regular or smooth 

and slower than that of 806 (Figure 3.28 A). Its beating frequency is about 32 ± 9 Hz 

(Figure 3.30 B). Surprisingly the beating frequency increases to 50 Hz under DC red light 

(Figure 3.30 C). Its standard deviation or its fluctuation under DC red light is even less 

compare to that of 806 as seen in Figure 3.29 B.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.30. A sample of real-time recording data from the quadrant electro-optical 

detector (A) showing the relative irregular beating frequency of cpc1-2 is converted to 

the beating frequency (B) of cpc1-2 cells in the dark. The beating frequency responses 
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both in the dark after seeing the red light and in the DC red light of cpc1-2 cells are 

compared (C). 

3.2.4 Multi-sinusoidal responses at the low-frequency range from 

0.006 to 1 Hz of both the 806 and cpc1-2 strains to red light 

• 806 strain 

A. Beating frequency at various intensities 

We stimulated the cell with sine waves at different frequencies from 0.006 to 1.1 

Hz while maintaining a constant average red light at the 50% level. Over a whole sine 

wave, the average light intensity was always at the 50% level. This stimulus pattern made 

it easy for us to identify a response delay. The stimulus pattern and BF responses at 

various intensities are shown in Figure 3.31 A-C. The beating-frequency responses (BF 

response) fluctuate more at lower red-light intensities.  

The examples of smoothed beating frequency response from 0.015 to 0.052 Hz at 

three different intensities are in Figure 3.32. At 2.6 W/m2, the BF responses seem to 

decrease if the intensity changes from 50% to 0% at the negative peak of the sine wave 

(Figure 3.32 A). At 6 W/m2 (1.2 OD), the BF responses have the same sine-wave pattern 

as the stimulus in the frequency range of 0.015 to 0.040 Hz (Figure 3.32 B). Otherwise, 

the beating frequency responses to the negative peak of the sine wave, called the negative 

response, is rectified having the same shape as the positive response (the BF response of 

the positive peak of sine wave) when the stimulus frequency is faster than 0.04 Hz 

(Figure 3.32 C). However the magnitude of the negative responses is not as high as the 

positive responses. Finally at 15 W/m2 (0.6 OD, Figure 3.32 D), the BF responses show 

clearly the double peak rectified responses where either increasing (50% to 100%) or 
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decreasing of stimulus intensity (50% to 0%) also increases the beating frequency (See 

Figure 3.32 D.)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. 2.6 W/m2 

B. 6 W/m2 

C. 15 W/m2 

Figure 3.31. Beating-frequency responses of the 806 strain to multi-sinusoidal red 

light at maximum light intensity at 2.6 (A), 6 (B) and 15 W/m2 (C). 
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Figure 3.32. Showing smooth beating frequency responses of the 806 strain to multi-

sinusoidal red light stimulus at various frequencies from 0.015 to 0.052 Hz. Three levels 

of 100% light intensities that are used for these data are A) 2.6 W/m2, B) and C) 6 W/m2, 

and D) 15 W/m2. 

 We chose the 15 W/m2 BF response to quantify the phase and magnitudes 
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3.33, Figure 3.32 C has been magnified to show BF response to each frequency. The BF 

increases when the red light intensity either higher or lower than about 25% from the 

stimulus baseline (50% light intensity). The records show that the BF is tightly controlled 

during the periods in between the sinusoidal stimuli.  

B. Magnitude and phase response of BF at 15 W/m2 

A portion of the BF response is not linear because it is not a sine wave like the stimulus 

but is a rectified response. Hence, we divided the BF responses into positive and negative 

B
F 

ch
an

ge
 (%

) 100  
 
 
 
 
 0  

100 
 
 
 
 
 0  

Li
gh

t i
nt

en
si

ty
 (%

) 
Li

gh
t i

nt
en

si
ty

 (%
) 

Positive resp.     Negative resp. 

100 
 
 
 
 
 0 

Negative response  

Positive response 

100 
 
 
 
 
 0  



 74

responses according to the responses being due to the positive or negative peak of 

stimulus sine wave respectively (See Figure 3.32). The magnitude responses and shifted 

phases from the stimulus wave at each frequency were plotted in Figure 3.34 A and B 

respectively. Note a shorter delay in the negative response compared to the positive 

response becomes apparent at high frequencies 
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Magnitude of positive and negative responses has a flat slope until at least 0.6 Hz 

as seen on Figure 3.34 A1 and 0.1 Hz as seen on Figure 3.34 A2 respectively. There may 

be something additional happening above 0.6 Hz for positive responses and 0.1 Hz for 

negative responses. The magnitude response of 806 is less noise than the one of cpc1-2. 

In any case, we simply estimated the system with the delay time transfer function. The 

delay time is the time that the system needs to transport the product or to generate a 

system change. Therefore we estimated that the transfer function to be the Equation 3.7 

for the BF positive response and the Equation 3.8 for the BF negative response. 
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Figure 3.34. Show the 806 beating-frequency 

responses of multi-sinusoidal stimulus in 

magnitude and phase response (A and B 

respectively) or Bode plot. Their positive (B: solid line) and negative phase-response 

peak (B: dash line) were fitted to the delay-time transfer function (See Table 3.1) based 

on their Bode plot. The fitted transfer functions have the delay time with a constant time 

of 1.18 ± 0.04 s for the positive response and 0.89 ± 0.15 s for the negative response. 



 76

                                    ss eKeKsG 18.1)( −
+

−
++ == τ                   (3.7) 

where +K is the gain and the fitted time constant has a standard deviation of 0.04 s 

                    ss eKeKsG 89.0)( −
−

−
−− == τ                    (3.8) 

where −K is the gain and the fitted time constant has a standard deviation of 0.15s. 

We combined both negative and positive transfer functions as on Figure 3.35 to 

explain the multi-sinusoidal BF response. Its fitted results are compared to the BF 

response on Figure 3.36. 

 

Figure 3.35. The diagram shows a possibility of total cell-signal processing function 

using separated transfer functions of positive and negative responses ( +G  and −G ). The 

light intensity change (%) is from its baseline at 50% or 7.5 W/m2 and the constant a is 

the threshold level that the cell responses to sinusoidal intensity change about 70% from 

the DC base line.  
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Figure 3.36. Predicted responses from two delay-time transfer functions as seen on Figure 

3.35 are compared to BF responses at different frequency (Figure 3.33).  
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C. Stroke-velocity response  

The stroke-velocity responses to multi-sinusoidal red light stimuli at 15 W/m2 are 

opposite to the beating-frequency responses. Increasing (or decreasing) the red light 

intensity from 50% to 100% (or 100% to 50%) always decreases the stroke velocity. 

Thus regulation of the red light intensity above and below its constant level decreases the 

stroke velocity. The stroke-velocity response is non-linear since it does not follow the 

stimulus pattern. See the example of stroke velocity responses in Figure 3.37. The 

amplitude response of stroke velocity is about the same at all frequencies. This implies a 

simple delay model at the studied frequencies.  

  

 

 

 

 

 

 

Figure 3.37. Stroke-velocity responses of 806 strain in corresponding to the multi-

sinusoidal red-light stimulus at frequency 0.042 and 0.045 Hz. The raw data is the 

electrical signal recorded by the quadrant photodiode and it is on the same y-axis as the 

stroke velocity (SV). 
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red-light intensity above or below average level (50% intensity of 15 W/m2 red light) 

(Figure 3.33) while the SV responses decreased (Figure 3.37). From these results, we 

compare the average responses at 50% red-light intensity, called BF1 and SV1, to the 

modulated responses above and below 50% red-light intensity, called BF2 and SV2.  

The BF response is a reciprocal of time (1/ΔT) that a cilium spends in a beating 

cycle and the SV response is a rate that a cilium enters or exits a quadrant detector or a 

cilium speed (ΔX/ΔT). From 806’s results, they imply that BF1 is less than BF2 or the cell 

under the modulated red-light stimuli spent less time to complete a beating cycle (ΔT2 < 

ΔT1). In addition to BF responses, SV responses gave us a clue that a cilium under the 

modulated red-light stimuli has a lower speed than under the average red-light level (SV2 

< SV1 or ΔX2/ΔT2 < ΔX1/ΔT1). Therefore, the stroke amplitude of a cilium (ΔX) is 

smaller under the modulated red-light stimuli than the average red-light intensity. See 

Figure 3.38. 

 

 

 

 

 

 

 

 

Figure 3.38 Show the interpreted ciliary movement between the average red-light 

intensity and the modulated red-light intensity. 

Under average 
red-light intensity 
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E. Magnitude and phase response of stroke velocity at 15 W/m2 

The stroke response has a constant delay about 1 s for both positive and negative  

responses (Figure 3.39 A and B). The transfer function is a simple delay with a constant 

time of 1.02 ± 0.07 s for positive response and 1.01 ± 0.28 s for negative response. Since 

the stroke-velocity response is small, it is possible that the ATP usage is also low.  

Figure 3.39. Bode plot of the 806 stroke-velocity response to multi-sinusoidal stimulus in 

both positive and negative peak (A and B respectively).  
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• cpc1-2 strain 

A. Beating Frequency response to the red light at 15 W/m2 

The beating frequency of cpc1-2 strain is about 35 Hz in the dark which is much 

lower than that of 806. Mitchell and colleagues (2005) has suggested the explanation may 

be the lower availability of ATP due to the blockage of the ciliary glycolytic pathway. 

Sinusoidal-modulation of the red light in the manner already described for 806 

stimulation reduces the cpc1-2 beating frequency of both the positive and the negative 

changes in light intensity (Figure 3.40) in sharp contrast to the increasing seen in 806 

(Figure 3.33). This dramatic change in sign of response suggests that mutation of cpc1-2 

has a strong effect in the BF response to multi-sinusoidal stimuli. Furthermore, the 

negative response magnitude is a lot smaller than the positive one (about 13 dB). This 

suggests that the enolase enzymes in the ciliary glycolytic pathway play an important role 

in its BF response to multi-sinusoidal stimuli. One interpretation would be that whatever 

causes these negative changes in BF is converted by the glycolytic pathway to positive 

responses as seen in strain 806. 

In the dark, the cpc1-2 cell maintains its BF response at about 35 Hz. Without the 

enolase enzyme synthesizing ATP in cilia, cilia must depend exclusively on cell body’s 

energy source. Morphologically the mitochondria seem likely to be the most suitable 

source as they are found near the base of all cilia. 

Exposing the cell to red light activates photosynthesis which converts light energy 

to chemical molecules such as DHAP through Calvin cycle (see section 3.11 and Figure 

3.2 for more detail and pathway) or starch which can later be used as an energy source 

exchanging malate and oxaloacetate with mitochondria. The DHAP are then exported and 
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converted to 3PG molecules by glycolytic pathway in cytoplasm (see Figure 3.4 

glycolytic pathway). According to BF results of both cpc1-2 and 806, they are both 

rectified but in opposite direction.  

At the average 50% of red light intensity before changing a frequency of multi-

sinusoidal stimuli, the cpc1-2 maintains tightly a BF of 50 Hz, the same result as for 

continuous red light (Figure 3.30). Further increase of red-light intensity above the 

average level (50% or 15 W/m2) dropped BF response. Decrease of BF may be from the 

suppression of mitochondria at the higher light intensity (as hypothesized earlier for step 

changes in light) and lack of ability to use 3PG to make up the difference in cpc1-2. On 

the other hand, when red-light intensity decreased below 50% (or 15 W/m2), BF response 

also decreased below the average level but it dropped less than for the response to the 

positive phase of the sinusoidal stimulus.  We hypothesize that a reduction of chloroplast 

contribution causes the decrease of BF while some recovery of the mitochondria as an 

alternative energy source helps maintain its amplitude. Hence both positive and negative 

BF responses of cpc1-2 decreased.  

The BF at red-light intensity during the positive phase of the sinusoidal stimulus 

(above 50% intensity) of 806 is always higher than the BF at the average intensity. 

Similarly the BF during the negative phase of the sinusoidal response is always higher 

than the BF at the average intensity given before the sinusoid. These responses are 

opposite to the case of cpc1-2. We hypothesize that in the case of cpc1-2 the decreases in 

BF correspond to high levels of ADP.  Hence, it could be that since ADP is a necessary 

substrate for ATP formation by the glycolytic pathway this ADP drives an ATP increase 
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with corresponding increase of BF in 806 due to utilization of 3PG corresponding to each 

earlier decrease seen in cpc1-2 .  

Figure 3.40. Beating-frequency responses of the cpc1-2 cell to multi-sinusoidal red-light 

stimulus at 15 W/m2. The frequency is range from 0.065 to 1.1 Hz.   
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B. Magnitude and phase response of BF at 15 W/m2 

We compare positive and negative response according to the responses of positive 

and negative peak of multi-sinusoidal stimulus respectively. The magnitude and shifted 

phase responses of each frequency are plotted and fitted to estimated delay-time transfer 

functions as in Figure 3.41. The recordings at less than 0.2 Hz give the appearance of 

being tightly controlled between the average intensity levels. Above 0.2 Hz, the base 

level becomes sinusoid with the stimulus and increases its amplitude at high frequency 

relative to the low frequency value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.41. Bode plot of the cpc1-2 BF responses to multi-sinusoidal stimulus. Its 

amplitude and phase responses of positive and negative responses are plot in A and B 
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respectively. The magnitude responses of both positive (A1) and negative (B1) peak have 

a flat slope but the negative one has less normalized amplitude than the positive one by 

about 3 times. The phase response of positive peak has a constant time of 0.37 ± 0.03 s 

(A2) while the negative one has a constant time of 0.33 ±0.06 s (B2). The fitted plots are 

from the delay-time transfer function. 

The magnitude response has a slope of zero suggesting a simple gain or one with 

a delay. The phase response can be explained by the delay function of τπ f2− . Substitute 

this value to the delay time transfer function, we have  

                                          seKsG )03.037.0()( ±−
++ =                                        (3.9) 

where the constant time (τ) is 0.37 second with its standard deviation of 0.03 second for 

the positive responses. This compares to 1.18 ± 0.04 s in the 806 delay. 

                    seKsG )06.033.0()( ±−
−− =                                       (3.10) 

where the constant time (τ) is 0.33 second with its standard deviation of 0.06 second for 

the negative response. This compares to 0.89 ± 0.15 s in the 806 delay. 

 The two cpc1-2 delays are within reasonable values of each other so that both 

may be considered to have the same delay. 

C. Stroke-velocity response (SV) 

Stroke-velocity response of the cpc1-2 is similar to the 806 where red-light 

intensity above its average decreases the stroke velocity from its baseline. This suggests 

that the reduction of glycolytic enzyme does not affect the cpc1-2 stroke velocity. 

Furthermore, this may imply that the control of beating frequency and stroke velocity are 

different.  
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Figure 3.42. An example of stroke velocity response of cpc1-2 strain in corresponding to 

the multi-sinusoidal red-light stimulus at frequency 0.042 and 0.045 Hz. The raw data is 

the electrical signal recorded by the quadrant photodiode and it is on the same y-axis as 

the stroke velocity (SV). 

D. Magnitude and phase response of stroke velocity (SV) at 15 W/m2 

Stroke-velocity response has a constant delay about 0.36 s for positive responses 

and 0.34 s for negative responses (see Figure 3.43). The transfer function that describes 

its frequency response is a simple delay transfer function since its amplitude is 

independent from frequency.   

 There are no difference in a delay time between BF and SV response in both 

strains so they may be related in some ways. The delay time of 806 strain is about 1.01 to 

1.18 s and one of cpc1-2 strain is about 0.33 to 0.37 s. SV responses have the same delay 

in both positive and negative in both strain. The positive response of BF has a delay time 

longer than the negative one by about 0.29 s for the 806 strain versus by 0.04 s for the 

cpc1-2. This delay time possibly arises on the ATP regulation in the ciliary compartment 

because the cpc1-2 which has a reduction of ATP in the ciliary compartment shows only 

a small delay between positive and negative response. Therefore, the negative and 
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positive change of light intensity could be regulated at different time scale within the 

ciliary compartment.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.43. Bode plot of the cpc-1 stroke-velocity response at each frequency of multi-

sinusoidal stimulus to both positive and negative peak (A and B respectively). The fitted 

delay times of transfer function are about 0.36 ± 0.03 s (fitted delay time ± SD.) for 

positive and 0.34 ± 0.05 s for negative response.    

In cpc1-2, the beating frequency and the stroke velocity decrease when the light 

intensity is maximum or minimum whereas the 806 (wild-type, WT) strain similarly 

decreases its stroke velocity as does cpc1-2 and it increases its beating frequency when 

the light intensity is maximum and minimum. 
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3.2.5 Multi-sinusoidal responses at the high frequency range  

from 2 to 100 Hz  of 806 and cpc1-2 strain to red light at 15 

W/m2 

• 806 strain 

Beating Frequency fluctuates around its baseline between 2 to 5 Hz of red light 

modulating frequency (Figure 3.44 A). However, when we further increased this 

frequency to 10 Hz, the BF starts to decrease about 50% below its normal condition or 

baseline. These beating frequency responses are opposite and more dramatic to one at the 

lower frequencies as previously seen in Figure 3.33. At the low frequencies (below 2 Hz) 

of red light stimulus, the beating frequency increases when red light intensity increases 

and its percent change is below 5%. In contrast to the low frequency, beating frequency 

could drop to 20 Hz when red light is modulated at 20 Hz. The beating frequency 

recovers back to its baseline at 50 Hz and reverses its response direction to positive or 

increasing the beating frequency at 70 Hz and 100 Hz.  

The stroke velocity decreases when red-light intensity is regulated at low 

frequencies (< 2 Hz). While it increases dramatically at 20 Hz, this is the same frequency 

as beating frequency’s break down point. There is no reversed point like in the beating 

frequency at 70 Hz.  

According to previous results, in the absence of light intensity changes the cell 

maintains its cilia’s beating frequency and stroke velocity at very constant levels. This 

shows that the cell has tight control implying a negative feedback network. By having red 

light on the background or illuminating the cell with the continuous red light in Figure 

3.29 B, the beating frequency fluctuates less. Therefore red light has an effect on this 
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control. By modulating red light to a frequency above 5 Hz, this negative feedback is 

broken down in terms of both beating frequency and stroke velocity responses. At high 

frequencies (> 7 Hz), the SV responses unlike the BF responses increase rather than 

decrease. The increase of SV responses occurs whenever the BF responses decrease, 

consequently the angular sweep of the cilia must be very large.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.44. the 806 beating-frequency (A) and stroke-velocity responses (B) to multi-

sinusoidal red light stimulus within the frequency range from 2 to 100 Hz.  

• cpc1-2 strain 
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pattern with a phase shift of 180 degree relative to their multi-sinusoidal stimuli and 

transient drops while SV responses did not have them. SV responses of cpc1-2 strain 

have the same response-patterns as in 806 strain (a rectified sinusoidal signal). Therefore, 

the defect in cpc1-2 strain does not affect the SV response-pattern except with respect to 

the time-delay (see Figure 3.43 for the time-delay). By 5 Hz, the average BF responses 

are suppressed as well as SV responses. 

We extracted beating-frequency response of this sinusoidal response over the 

stimulus-frequency range from 0.3 to 10 Hz. Its Bode plot is shown as Figure 3.46 A. The 

magnitude response has a slope of 1 or +20 dB/decade. Its phase response starts at the 

positive 90 degree or +π/2. This is characteristic of the differentiator transfer function,                      

                                                        KssG =)(                                                       (3.11) 

where K is the gain.  

This differentiated response has previously been observed on BF responses to 

short pulses of red light, see Figure 3.22 A. The SV pulse responses shown in Fig. 3.22B 

are much weaker and although clearly in the opposite direction from the BF responses 

drawing a conclusion was not possible. However, the situation is made clear in Figure 

43.46B where the signal is clearly not differentiated. This tells us that the system has 

separate pathways for BF and SV responses.  
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Figure 3.45. Show the cpc1-2 beating-frequency (A) and stroke-velocity response (B) to 

the multi-sinusoidal red-light stimulus within the frequency range from 2 to 10 Hz. 
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Figure 3.46. Bode plot of the cpc-1 beating-frequency (A) and stroke-velocity (B) 

responses within the frequency range from 0.01 to 10 Hz. 
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phytochrome. The following discussions are based on the hypothesis that red light 

activation of chlorophylls is responsible for the observed effects. Chloroplasts convert 

light energy absorbed by chlorophylls into chemical molecules such as ATP, ADP, 3PG, 

etc. These molecules are distributed throughout cellular compartments including the 

chloroplast, the cytoplasm, mitochondria and ciliary compartments. According to both 
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806 and cpc1-2 results, we postulate that BF and SV responses are the results of the 

followings: 

i) Under a continuous (Figure 3.29B and 3.30 C) and multi-sinusoidal red-light 

stimulus (Figure 3.31), a cell tries to maintain its BF responses at 50 Hz. 

Hence, the 50 Hz is considered as a reference point in BF signaling pathway. 

ii) Since cpc1-2 strain defects in ciliary structures and lack of ciliary glycolytic 

enzymes (including enolase) converting 3PG to ATP, its results is postulated 

to be due to parts of the signaling pathway within the cell body without the 

3PG conversion to ATP in the ciliary compartment. Whereas the 806 results 

show how a cell processes an input signal as a total system. The Bode plots of 

806 (see Figure 3.34) and cpc1-2’s BF responses (see Figure 3.41) provide an 

evidence of a simple delay time of 1.18 s and 0.37 s respectively. Therefore, 

the different delay time between 806 and cpc1-2 is 0.81 s which represents a 

delay time possibly for synthesizing of ATP in the cilium from ADP. We 

hypothesize that the extra delay is a result of the positive Gibbs free energy 

for two steps in the conversion of 3PG to ATP within the glycolytic pathway 

in the ciliary compartment. See glycolytic pathways in Figure 3.4.  

iii) Both BF and SV responses of these two strains are non-linear but only the BF 

responses of cpc1-2 in a frequency range from 0.3 to 10 Hz shows linear 

responses to multi-sinusoidal stimulus with a phase shift. Its Bode plot shows 

a differentiator (Figure 3.46 A). These prove that a cell differentiates the input 

signal. In addition to a differentiator, SV and BF responses must have 

separated pathways since SV responses of cpc1-2 do not have linear 
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responses. To further support the idea of separated pathways or controllers of 

SV and BF responses, their response direction are always in an opposite 

direction to each other. We hypothesize that the differentiating process 

happens within the cell body since it is found in the cpc1-2 results. 

iv) Using multi-sinusoidal stimuli in the frequency range from 2 to 100 Hz (see 

Figure 3.44), both BF and SV responses show positive and negative feedback 

controls that break the 50 Hz reference point.  

 

3.3 Conclusions 

Stimulating C. reinhardtii with red light (670 nm) and monitoring its ciliary 

motility not only allows us to understand the dynamic of bioenergetics pathway in sub-

second time scale but also give us clues as to how each cell’s compartment such as 

chloroplast, cytoplast, mitochondria and ciliary compartment may be regulated in vivo. 

We modulated red light into different patterns: multi-sinusoidal waves and short- to long- 

pulse durations (5 to 160 s). Red light will affect photosynthesis in the chloroplast, but it 

is not the only potential target to influence. Therefore, the signals that matter are 

presumably linearly relative to the red light intensity. Examples could be 3PG and 

NADPH. 

 For multi-sinusoidal results, comparing the beating frequency between 806 and 

cpc1-2 reveals how this organism processes red-light signal and how long it takes to 

respond to red light. Red light excites chlorophyll molecules in the chloroplast. 

According to our cpc1-2 results on multi-sinusoidal stimuli, chloroplast differentiated and 

responded approximately and linearly to the sine-wave stimuli at different frequencies. 
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Therefore, its end products such as 3PG and NADPH should be linearly proportional to 

the red light intensity. The 3PG molecules can either be converted to pyruvate and ATP 

through the glycolytic pathway in cytoplasm or diffuse to the ciliary compartment. 

Pyruvate and NADPH are imported to mitochondria in order to produce energy 

molecules (ATP). Finding a delay time of about 400 ms (0.37 s) from cpc1-2 transfer 

function suggests that a processing time is mostly due to diffusion because of the estimate 

for Ca++ diffusion being of this magnitude for this distance. The additional time delay of 

800 ms is probably due to lag in synthesis of preparation of ATP. This time scale is 

determined by subtracting the total delay time from 806 transfer function of multi-

sinusoidal stimuli (1.18 s) to the 400 ms. The 1.18 s represents the total processing time 

from light excitation to ATP hydrolysis within the ciliary compartment.  

Even though red light is processed linearly by the chloroplast, its products can be 

summed to non-linear signals since beating frequency responses are full-wave rectified. 

Besides these, our beating frequency results at high frequency suggest that beating 

frequency regulation breaks down at 10 Hz, reducing BF to 20 Hz while at 70 Hz 

increases BF to 75 Hz. This implied at least two feedback laws that get broken, going in 

opposite direction. All these results were based on results in which the cell was 

illuminated on average with 50% red light intensity relative to the 100% range of 

stimulation (15 W/m2).  

In order to understand how this organism may process its signal from dark 

adaptation, we stimulated the cell with various pulse durations. The 5 second-pulse 

duration shows that the cell differentiated red light which agrees with our multi-

sinusoidal results. By changing pulse duration from 5 to 160 s, the “step-down” of 40 
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second-pulse duration stimulus had the maximum drop-off amplitude. This implies that 

mitochondria function is suppressed at the most in this state or pulse duration. The higher 

the red light intensity is, the higher the drop-off amplitude. Therefore, mitochondria 

function is suppressed with the red light intensity. On the other hand, the “step-up” 

stimuli exponentially activate the chloroplast to produce metabolites that are turned into 

ATP with a short time constant (less than 2 second). 

 Finally, the beating frequency is very tightly controlled at about 50 Hz under red 

light compare to in the dark as indicated by the decrease of the standard deviation under 

red light (Figure 3.29 B and Figure 3.30 C). We also found that beating frequency 

responses due to multi-sinusoidal stimuli of 806 and cpc1-2 are different while stroke 

velocity responses are the same. Thus, it confirms that BF and SV responses have 

different regulation. 
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Chapter 4 
 
Effects of external ion concentrations and 
red light on phototaxis 

 
4.1 Introduction 

 

Phototaxis, triggered by rhodopsin photoreceptors (Foster and Smyth, 1980; 

Foster et al., 1984; Deininger et al., 1995), is the swimming response whose direction 

depends on a cell’s orientation relative to a light source - toward (positive phototaxis), 

away (negative phototaxis), or orthogonal (diaphototaxis). Phototaxis helps a cell reach a 

favorable light condition or to distribute itself (Pfeffer, 1904; Buder, 1917; Schaller et al., 

1997). This phenomenon was formulated theoretically by Ray in 1693 who believed that 

a plant orientation was caused by its asymmetrical position to the differential effects of 

light intensity (Ray, 1693; Bendix, 1960). However, the first scientific investigations 

were performed by Treviranus in 1817 on zoospore movement of the green algae, 

Draparnaldia, away from broad daylight (Bendix, 1960; Treviranus, 1817). Phototactic 

unicellular and multicellular organisms harvest light through their photoreceptors such as 

chlorophylls and rhodopsin receptors. Light is used both as a signal for information and 

as a source of energy. Examples of its use include phototaxis, induction of enzyme 

activities, regulation of ion channels, and improved mating by swimming to a surface 

(concentrating in two dimensions) (Foster and Smyth, 1980; Togashi and Cox, 2004).  

Studies of phototaxis can lead either directly or indirectly to understanding how light 

regulates signaling processes. Even though much research has been carried out on 
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phototactic behaviors, how a cell decides its direction and how its mechanism works is 

still argued about. 

The sign of phototaxis depends on many parameters such as ion concentrations 

(Morel-Laurens, 1987; Stavis and Hirschberg, 1973), photosynthesis (Takahashi and 

Watanabe, 1993), dark-adapted period (Nultsch and Throm, 1975), chemical molecules 

such as cAMP (Boonyareth et al., 2009), and cellular redox poise (Wakabayashi et al., 

2010). Changing extracellular ion concentrations such as Ca2+, K+, and Na+ significantly 

influences the phototactic response both in sign and magnitude as seen in several 

organisms including the unicellular flagellate Cryptomonas (Uematsu-Kaneda and 

Furuya, 1982), the marine ciliate Fabrea salina (Puntoni et al., 1998), Cyanobacteria 

(Moon et al., 2004), and, last but not least, our model organism, Chlamydomonas 

reinhardtii. For C. reinhardtii, required ions for phototaxis are Ca2+ and either K+ or 

NH4+ (Stavis and Hirschberg, 1973).   

The threshold action spectrum for the phototaxis associated electrical signal is the 

same as the photactic threshold spectrum (Litvin et al., 1978; Sineshchekov, 1978; 

Sineshchekov and Litvin, 1988; Sineshchekov 1991). This motivated our phototactic 

studies to measure the electrical current (Capano, 2005) in order to explain the 

phototactic behaviors. Capano found that the response to the green-light sinusoidal 

stimuli comprises two kinds of signals: an initial electrical current (or the photocurrent, 

PC, which mostly is from the flow of ions in and out the eyespot region) and a second 

electrical current with a long delay of about 200 to 300 milliseconds. This long delay is 

probably from internal signaling or chemical molecules in the phototactic pathway 

involving cyclic adenosine monophosphate (cAMP), inositol triphosphate (IP3), and Ca2+.  
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Green light activates rhodopsin receptors which cause ion influxes such as H+ and 

Ca2+. Activated rhodopsins trigger IP3 molecules which later diffuse and bind onto 

endoplasmic recticulum (ER) leading to internal Ca2+ release to cytoplasm (Ferris and 

Snyder, 1992). Raising of [Ca2+]cyt depolarizes membrane potential and triggers the 

opening of voltage dependent Ca2+-channels on the plasma membrane (Ferris and Snyder, 

1992) and then K+-channel. cAMP-dependent phosphorylation of Ca2+-channels facilitate 

a delay of Ca2+ flow. cAMP also plays an important role in ciliary motility through 

cAMP-dependent protein kinase regulating dynein activities along microtubules (Howard 

et al., 1994). Concentration of cAMP in the positive phototactic strain, 1117, is higher 

than in the negative phototactic strain, 806, in all light conditions including in the dark, 

under green light (514 nm) and red light (674 nm). See Table 4.1. Higher cAMP 

concentration tends to bias cells to move toward green light (514 nm) (Boonyareth et al., 

2009). 

806 
(negative phototaxis) 

1117  
(positive phototaxis) 

Ratio of 
cAMP 

in 1117 to 806 Condition 

Mean ± SEM (pmol/106 cells) 

Dark 0.16 ± 0.01 0.90 ± 0.08 5.62 ± 1.03 

Green light (514 
nm) 0.50 ± 0.05 1.53 ± 0.05 3.06 ± 0.10 

Red light (647 nm) 0.25 ± 0.03 0.99 ± 0.11 3.96 ± 0.65 
 
Table 4.1. Intracellular concentration of cAMP in C. reinhardtii (Boonyareth et al.,  
 
2009). 

Increasing internal signaling molecules raises the electrical current of  internal 

chemical signal as a feedback signal when the cell responses to its environment. The ratio 

between the integration of the first electrical signal and the second electrical signal may 
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determine the sign of phototaxis. High in the later signal integration may lead to positive 

phototaxis. This ratio is possibly modulated by changing the external perturbation such as 

light intensity and its wavelength, extracellular ion concentraions such as Ca2+, K+ and 

H+, and photosynthesis. This chapter reported the results of these external changes to the 

phototaxis triggered by green light (500 nm) of both to the 1117 (positive phototaxis) and 

the 806 (negative phototaxis) strains. 

4.1.1 Change of extracellular ion concentration 

Under equilibrium conditions, C. reinhardtii maintains the difference between 

intracellular and extracellular ion concentrations (High in [K+]cyt, but low in [Ca2+]cyt and 

[Na+]cyt compared to extracellular ion concentration) and gives its resting membrane 

potential about -120 mV at pH 7.0 and [K+]ext = 0.1 mM  (Malhotra and Glass, 1995a). 

The resting membrane potential comes from the Goldman-Hodgkin-Katz (GHK) flux 

equation as Equation 4.1 for both monovalent and divalent ions and Equation 4.2 for 

resting membrane potential set by monovalent ions such as K+, Na+ and Cl- (Jackson, 

2006). These two equations are also called Nernst equations. The membrane potential 

allows the cell to sense the change of extracellular ion concentration and send the 

electrical signal within or among cells. In animals, the membrane potential depends 

mainly on K + because the permeability of the membrane to potassium is the highest.  

Other ions have a slight effect. 
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where  q = the proton charge in Coulomb = 1.6x10-19 C 

      k = the Boltzmann constant = 1.38x10-23 J-K-1 

     T = temperature in Kelvin = 293 K (20 °C)     

   Vt = kT/q = 25.3 mV, Vm= resting membrane potential 

 ∑+=
i

iextijextj CPCPa ,,4 ,   ∑ −=
i

icytiexti CCPb )( ,, ,          

       ∑−−=
i

icytijcytj CPCPc ,,4  

  Pi and Pj = permeability of either the monovalent ion (i) or the divalent ion (j) 

      Cext,i and Ccyt,i = extracellular and intercellular ion concentration respectively 

 Under non-equilibrium conditions, charge movement is added to Equation 4.2. 

The electrochemical driving force, iμ , depends on the resting membrane potential, the 

extracellular and the intercellular ion concentration. See Equation 4.3 (Modified from 

Ianowski and O’Donnell, 2006).  

       
icyt

iext
mi C

C
q

kTzV
,

,ln−=μ         (4.3) 

where z is the ion valence.  

The mzV and the 
icyt

iext
C
C

q
kT

,

,ln are an electrostatic and a diffusion component 

respectively. The balance between these two forces gives us the ion driving direction. If 

the iμ is positive, the ions efflux and oppositely for the negative value. For example, if 

cells are in the medium with the Cext,K = 0.1 mM, cells maintain the Ccyt,K = 150 mM at 

the membrane potential -120 mV. The driving force can be calculated as following 
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Since the driving force is positive, the potassium ions tend to leave the cell at this 

condition if there is an opening of potassium channels. The driving forces are shown in 

Figure 4.1 (A) for potassium ion (Malhotra and Glass, 1995a) and (B) for hydronium and 

calcium ion. The driving forces of Ca2+ and H+ are approximately calculated using [H+]ext 

and their corresponding membrane potential from Malhotra and Glass (1995b). [H+]cyt is 

about pH 7 (Messerli et al., 2005; Balkos and Colman, 2007; Braun and Hegemann, 

1999) and [Ca2+ ]cyt is at pCa7 at membrane potential of -120 mV (Braun and Hegemann, 

1999; Bothwell et al., 2006). The driving force of H+ is high at low pH (Figure 4.1 C), 

but its maximum PC is at pH 7.4 for ChR1 and ChR2. This evidence demonstrated that 

other ions also play a role in PC amplitude (Sineshchekov et al., 2009).  

Figure 4.1 raises a question of how the cell maintains its negative membrane 

potential since all positive charges influx. The GHK equation only explains the ion flow 

passively such as K+ efflux and Cl- influx helping repolarization (a recovery from a raise 

of membrane potential or less negative membrane potential). In addition to a passive 

flow, the ATP pumps or ion pumps such as the Na+/K+ pump and the H+-ATPase could 

maintain a negative membrane potential. The Na+/K+ pump is electrogenic as it imports 2 

K+ and exports 3 Na+. The vacuolar H+-ATPase in unicellular green algae such as 

Micrasterias torreyi (Lehtonen and Saari, 2000) also helps maintain the internal pH. 

Other possible candidates present in the C. reinhardtii genome are the Na+/H+ exchanger, 

the voltage-gate chloride channel (GEF1), and  the light-gated proton channel (COP3) 

(www.uniprot.org).  
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Calcium 

The regulation of intracellular calcium concentration make it possible for a cell to 

keep its concentration very low preventing its precipitation and also plays an important 

role in shaping the dynamics of the calcium ion as a second messenger in cell signaling 

(Pittman et al., 2009). Several behaviors depend on a Ca2+ signals such as phototaxis 

Figure 4.1. Driving forces of K+ (A), H+ 

and Ca2+ (calculated in B). Both H+ and 

Ca+ ions tend to flow into the cell once 

their channels are opened. C: The PC and 

- ΔμH+ from the ChR1 and ChR2-

enriched C. reinhardtii RNAi 

transformants (Sineshchekov et al., 2009). 

The filled and opened symbols are the 

ChR1 and the ChR2 respectively.  
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(Nultsch, 1979), ciliary motility (Bessen et al., 1980), and sexual signaling (Snell et al., 

1982).  The Ca2+ concentration in the cytosol, [Ca2+]cyt, is in the range from 10-7 to 10-6 M 

(pCa7 to pCa6) (Braun and Hegemann, 1999; Bothwell et al., 2006; Sanders et al., 1999). 

If the extracellular Ca2+ concentration is 20mM, C. reinhardtii adjusted its [Ca2+]cyt to 

approximately 400 nM (Bothwell et al., 2006). A cell adjusts its [Ca2+]cyt in order to not 

only protect itself from Ca2+ toxicity, but also to maintain its signaling level (McAinsh 

and Pittman, 2009).  

The change of calcium concentration is able to significantly influence the 

phototaxis due to the existence of Ca2+ channels such as the transient receptor potential 

(TRP) (Pazour et al., 2005) and the voltage-dependent calcium channel (VDCC) on 

ciliary membrane (Fujiu et al., 2009), channelrhodoponsins on eyespot region (Harz and 

Hegemann, 1991). Rhodopsin excitation on the eyespot depolarizes its membrane and 

triggers the electrical signal to flagellar Ca2+ channels and lead to increase of [Ca2+]cyt and 

[Ca2+]cilia. How this Ca2+ influx leads to the sign of phototaxis is still under investigation. 

Kamiya and Witman (1984) proposed the model of dominance between the cis- and 

trans-cilium that determines the sign of phototaxis. They used the demembranated C. 

reinhardtii, 137 (+), and demonstrated that the alteration of cis-(closer to the eyespot) and 

trans-cilium depends on the [Ca2+]o. At 10-9 M [Ca2+]o, the cis-cilium is dominant and the 

cell swam with the eye spot outside the helical path. Conversely the trans-cilium is 

dominant at 10-7 to 10-6 M [Ca2+]o. According to their conclusion on the demembranated 

model, the trans-cilium dominance leads to a turn toward a source light or positive 

phototaxis. However Josef and colleagues (2006) reported that the trans-cilium of excited 

806 strain or negative phototactic strain (back cross to the wild-type, 1117), is dominant 
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since it has a shorter delay and a faster beating frequency than the cis-cilium. The conflict 

between these results possibly comes from the different type of strains used or 

inadequacy of interpretation. Nevertheless, using the non-phototactic mutant, ptx1 

supported the model of Ca2+ dependence in alteration of two cilia (Horst and Witman, 

1993). Later, Okita et al.(2005) found that non-phototactic mutants, both ptx1 and lsp1, 

showing no Ca2+ dependence on the cilium dominance actually have a weak phototaxis. 

Therefore, other pathways such as H+ (Ehlenbeck et al., 2002), cAMP (Habermacher and 

Sale, 1995), and guanosine-5′-triphosphate (GTP-) (Patel-King et al., 2002) may be a part 

of a phototactic pathway.  

Besides the dominance between two cilia, the electrical signal pathway was 

detected as an early signal of the phototactic pathway. It is the earliest detected signal in 

phototaxis and depends on the [Ca2+]ext (Harz et al., 1992). The suction pipette of a single 

cell technique was used to measure the electrical signal shown photoreceptor current (PC) 

and flagellar current (FC) (as seen in Figure. 4.2) and the PC depends on the external 

calcium concentration as shown in Figure 4.3. The Ca2+ influx creates the photoreceptor 

current (PC) on the eyespot region and leads to a depolarization of membrane potential. If 

the PC reaches a threshold level, it triggers the flagellar current (FC) which seems to be a 

“calcium action potential” response. The action spectra of photocurrent potential 

generation are the same as the one for phototaxis (Figure 4.4). 
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   Figure 4.3. Photocurrent (PC) 

depends on calcium concentration 

by using the suction technique on 

the cell-wall deficient mutant, 

CW2.  The number on each symbol 

represents the number of analyzed 

cells. Cells were prepared in 

different buffers: KPi (dash line) 

and NMG+/K+ (solid line)  

(Holland et al., 1996). 

 

Figure 4.2. Photocurrent response of C. reinhardtii, cell wall-deficient mutant or CW2, depends 

on the extracellular calcium concentration. The transient signal happened at the 1.0 µM Ca2+ 

which the first peak represents the photoreceptor current and the second peak represents the 

flagella current (a). Lowering in the extracellular Ca2+ concentration decreases the photocurrent 
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Figure 4.4. Show the action spectra of the phototaxis: Foster and colleagues (1984) (A) 

and the photoreceptor current, PC (B) (Harz and Hegemann, 1991).  

 Depolarization of membrane potential (or less negative membrane potential) is 

presumably the down stream pathway after the photocurrent happens in the area of the 

eyespot. The ion influx on the cilia membrane can further depolarize the membrane 

potential. However no one has reported an actual change of plasma-membrane potential 

due to rhodopsin excitation (Note: the suggested method to measure this change is the 

electric field measurement, Chapter 5). Change of [Ca2+]cyt influences not only organelles 

such as mitochondria (mt) and endoplasmic recticular (ER), but also the transport 

channels that work as a network and regulate local calcium concentrations within a cell.   

Hydronium 

 H+ ions are from passive entry, ionization of water molecules, and buffering 

between weak acid and weak base within cells. Maintaining their concentration within 

narrow limits is very important since cell molecules such as peptides and proteins bind 

each other and themselves through multitudes of hydrogen bonds. A cell regulates [H+]cyt 

A B
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or [pH]cyt through transmembrane transporters and its organelles such as chloroplast for 

photosynthesis and mitochondria for respiration. In C. reinhardtii, H+ ions also enter the 

cell through the eyespot region when the rhodopsin receptors are triggered.  

 A biological system usually maintains its plasma-membrane potential at a 

negative value. Therefore, stimulating channelrhodopsin2 proteins, for example, leads to 

an inward photocurrent from positive charges (Figure 4.5 A at -100 mV). On the other 

hand, if the cell membrane were held at a positive potential, the photocurrent would 

reverse its direction (Figure 4.5 A at +40 mV). Therefore, changing membrane potential 

affects the photocurrent. Besides the membrane potential, changing extracellular ion 

concentration such as [H+]ext could also affect the photocurrent. C.reinhardtii maintains 

[pH]cyt at 7.4 ± 0.1 (Braun and Hegemann, 1999). Decrease of [pH]ext increases the proton 

gradient along the membrane. When light triggers an opening of these channels, more 

ions influx leads to a larger photocurrent at pH 5 than one at pH 7.6 or 9 (Figure 4.5 B). 

Pre-conditioning cells in NMM medium (pH 6.8), which is close to its [H+]cyt, should 

make the cells less sensitive to changes of pH and its effect on the proton motive force 

that drives the hydronium ion through the membrane. Therefore, under these conditions 

the photocurrent should come less from the hydronium proton motive force (ΔμH
+= 

change of membrane potential (Δψ) + change of pH (ΔpH)) but mainly comes from Δψ.  
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Figure 4.5. Photocurrents of oocytes expressing in ChR2-315 depend on both Δψ (A) and 

ΔpH  (B) (Nagel et al., 2003). 

Potassium 

K+ is essential in several biological processes, especially protein synthesis. 

Therefore, a cell maintains [K+]cyt at a high level of about 150 mM (Malhotra and Glass, 

1995a; Leigh and Jones, 1984; Memon et al., 1985). In general, [K+]cyt is higher than 

[K+]ext. Change of the [K+]ext affects the membrane potential as seen in Figure 4.6 B. If 

the [K+]ext is higher than the [K+]cyt, it leads to K+ influx and depolarizes or increases the 

membrane potential to a less negative value.  

Figure 4.6. Show effects of external ion concentrations such as pH (A) and K+ (B) on the 

membrane potential. Chlamydomonas reinhardtii were grown at [K+]ext 0.1 mM 

(Malhotra and Glass, 1995a).  
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4.1.2 Red light as a background light  

Red light hyperpolarizes membrane potential to a more negative value 

(Sineshchekov, 1991; Sineshchekov and Govorunova, 1999) and it could lead to a reverse 

phototactic direction as seen in Takahashi and Watanabe (1993). The red light at 633 nm 

is absorbed mainly by the Chlorophyll a in the chloroplast. However, there is also 

evidence of a far-red phytochrome-like response and the cells are very sensitive to it 

(Petridou et al., 1997). While so far a red phytochrome has not been found in the C. 

reinhardtii’s genome unlike in higher plant or even other green algae, it could very well 

be there.  

4.1.3 Signaling Pathway 

The phototactic signaling pathway comprises both an electrical signal and a 

chemical signal (Sineshchekov et al., 2009). Green light (at 500 nm) excitation of the 

Channel Rhodopsin Receptors (ChRs) on the eyespot region changes the rhodopsin 

conformation and allows the cell membrane to exchange ions such as Ca2+, Na+, and K+ 

with its environment. This process leads to a membrane depolarization sending the first 

electrical signal (E1) to the cilia compartment or the photocurrent signal (PC) and 

induces Ca2+ influx on the cilia membrane through the Ca2+ voltage-dependent channels. 

In addition, green light excitation also activates a chemical signal (C) via molecules such 

as IP3 found on the eyespot region to the cytoplasm. The IP3 molecules then diffuse, bind 

to and trigger the ER membrane to release Ca2+ to the cytoplasm. The increased 

intracellular calcium level then initiates several Ca2+ dependent proteins to trigger the 

opening of Ca2+ channels on the cell membrane. We consider this step as the second 

electrical signal (E2). Increased intracellular [Ca2+] is recovered by K+ efflux or 
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hyperpolarization of the membrane potential and pumping Ca2+ out. Cells require both 

Ca2+ and K+ for phototaxis (Stavis and Hirschberg, 1973). Besides these ions, changing 

of pH level could also affect the phototaxis since the cell has pH homeostasis. We 

reported the effects of these ions to phototactic responses due to the green light 

stimulation. In addition to varying ion concentration, we also investigated the effect of a 

red light background (633nm) on phototaxis. Red light stimulates not only the 

chlorophyll receptors in the photosynthesis pathway which change the oxidation and 

reduction of NADP (Forti et al., 2003) and produce the energy molecules such as 3PG, 

but also change gene expression on a time scale of an hour (Petridou et al., 1997; 

Teramoto et al., 2006). Takahashi and Watanabe (1993) also reported that photosynthesis 

due to red light changed the sign of phototaxis to green light from positive phototaxis to 

negative phototaxis in wild-type C. reinhardtii 137c mt+.  

 All signaling pathways have their own response times. An electrical signal, of 

course, is faster than a chemical one. The electrical signal or photocurrent by saturating 

flash light is triggered in less than 50 µs (Holland et al., 1996) and response reaches its 

peak within 20 ms (Ehlenbeck et al., 2002). The electrical signal sent from the eyespot to 

cilia compartment has a behavioral response latency of less than 1 ms (Josef et al., 2006) 

while the chemical signal which is a delay between the first electrical signal and the 

second electrical signal is several hundred milliseconds (Capano, 2005).  Therefore, both 

electrical signaling pathways could influence the swimming direction or the sign of 

phototaxis. Although phototaxis has long been known, no one understands clearly the 

signaling pathway involved and how a cell decides its direction. Since a depolarization of 

cell membrane from light is proportional to the number of charges transported across cell 
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membrane, the integration of this electrical signal in a time period measures ion activities 

(Sineshchekov et al., 2009). We hypothesize that the sign of phototaxis comes from a 

comparison between the integration of the first and the second electrical signal. The 

higher the integration of the second electrical signal, the more a cell biases to a positive 

direction. Since the positive phototactic strain or wild-type, 1117, has a higher integration 

of the second electrical signal than the negative phototactic strain, 806 as seen in Figure. 

4.7 (Note: a cell rotates about its longitudinal axis at about 2 Hz).  

 .  

 

 

 

 

 

 

 

 

 

Figure 4.7. The graphs, A and B, show five repetitions of photocurrent response signals 

stimulated with a 500 nm laser at 1.563 Hz and 2.083 Hz with a sine-wave pattern 

(Capano, 2005) by using photoelectric measurement in cell suspension method 

(Sineshchekov and Govorunova 2001). The first record is at the bottom of the graph. 

Each tick on the x-axis represents the 100 ms time scale. The E1, E2, and C represent the 

first electric current peak, the second electric signal current peak, and the time delay 

between the first and the second electrical signal respectively.  

     A. the 1117 photocurrent signals      B. the 806 photocurrent signals          

E1       E2 

 C 
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 We suggest that the electrical current technique could be combined with the cell 

tracking technique in the future in order to better answer what regulates the sign of 

phototaxis. The phototactic responses of C. reinhardtii strain 806 and 1117 (negative and 

positive phototaxis strain respectively) are reported here as valuable new information 

under specific external ion concentrations including pH5.5 to pH 9 (0.1 mM [Ca++] and 

pH 6.8) and pCa3 to pCa9 (6.78 mM [K+] and pH 6.4). Cells were stimulated either by 

green light only or both green and red light.  

 

4.2 Methods and materials 
 

4.2.1 Cell preparation 

 Wild type (1117) and 806 strains of Chlamydomonas reinhardii were grown 

either on high salt media (HSM)-agar plate or in HSM-liquid medium under constant 

white light (10 W/m2) at 18 °C for 2-7 days. Cells were then harvested by using a 

sterilized inoculation loop and resuspended in a nitrogen-deficient minimal medium or 

NMM (MgSO4·7H2O 81 μM, CaCl2·7H2O 0.1 or 0.05 mM, K2HPO4·3H2O 4.13 mM, 

KH2PO4 2.65 mM, and Trace 0.1%) in order to have cells differentiate into gametes and 

placed in a shaker (speed 175 rpm) under constant white light for another 10-18 h. Our 

cells were harvested again by centrifuging at low speed for 5 minutes. Cell pellets were 

resuspended in calcium or proton medium to a final concentration of about 1-2x106 

cells/ml. Cells were counted by using a Hematocytometer. 

4.2.2 Free calcium medium preparation 
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 Desired calcium media with MOPS buffer (MOPS 10 mM, MgSO4·7H2O 81 μM, 

and Trace 0.1%) were adjusted and calculated by using Maxchelator software from 

http://www.standford.edu/~cpatton/maxc.html. Ethylenediaminetetracetic (EDTA) and 

ethyleneglycol-bis-(β-aminoethylether)-N,N,N΄, N΄-tetracetic acid (EGTA) were used as 

chelators for this medium. See Table 4.2.                    

Free Calcium (M) Chelators (μM) CaCl2 (μM) Measured free Calcium (M) 

 EDTA   
pCa3 0 1000.0 1x10-3 
pCa4 100 199.6 8x10-5 
pCa5 100 107.0 1x10-6 
pCa6 100 77.8 - 

 EGTA   
pCa7 200 3.4 - 
pCa8 2000 3.4 - 
pCa9 2000 0.3 - 

 

Table 4.2. Show calcium concentrations, amount of chelators and CaCl2 for each 

expected free calcium medium. Free calcium concentration were measured with the 

calcium selective electrode and reference electrode (Model ISE25Ca and REF251 from 

Radiometer Analytical company, Colorado, USA) and compare reading values with the 

standard curve. (Note: this calcium selective electrode has a sensitivity of 2x10-6 M. 

Therefore, we could not measure the calcium concentration in a lower concentration than 

pCa6.) Then media were adjusted to pH 6.4 at room temperature (20 °C) with sodium 

hydroxide (NaOH).  

 
4.2.3 Free proton medium preparation 

  Desired proton media of 0.1 mM calcium concentration were prepared with 2 

different buffers instead of MOPS buffer which are Tris-base (pKa 8.1) buffer for pH 7, 8 
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and 9, and MES buffer (pKa 6.1) for pH 5.5 and 6. Use NaOH and HCl to adjust medium 

to desired pH. 

4.2.4 Cell tracking machine 

Prepared cells were loaded with the desired medium into a hallow rectangle  

capillary (50x 2 x 0.2 mm, VitroCom, Mountainlakes, NJ). Samples are monitored with 

the computerized cell population tracker (CPT), a near-IR CCD (charge-coupled device) 

camera (KP-F120, 30 frames/s, Hitachi) attached to a Nikon Labophot-2 with 10x phase 

objective lens, monochrome CCD camera (KP-F123, Hitachi, Japan). Cells were adapted 

in the dark for 5 minutes before stimulating with light. The 300-W tungsten lamp was 

filtered through a 10 nm bandpass filter 500 nm (full-width-half-maximum band 

interference filter, Microcoating, Westford, MA). A HeNe laser was used for red-light 

background (peak at 633 nm). The 500-nm wavelength was chosen because it maximally 

stimulates rhodopsin receptors. To vary light intensity, optical-density or OD filters were 

used and light intensity was measured by using photometer (88XLA, Photodyne Inc., 

Camarillo, CA). 

4.2.5 Data collection and analysis 

A loaded capillary tube was placed on the microscope stage and the light illuminated 

along its length direction with a shutter between them. The shutter was controlled by an 

external switch that either fully opens or closes the shutter. Samples were exposed to 

light initially without recording data for 5-10s and then record was begun for 10s with a 

sampling rate at 15 frames per second. The total number of images was 150.  

  For the analysis, the cell tracking software calculates net displacement and net 

angle as the following equations. 



 116

                          

)(
y

x
tanangleNet

)(yx
n

ntdisplacemeNet

n

i

n

i

n

i

n

i

2

11

1

11

2

1

2

1

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

=

⎟
⎠

⎞
⎜
⎝

⎛+⎟
⎠

⎞
⎜
⎝

⎛=

∑

∑

∑∑

=

=−

==

 

Where x and y are the net distance traveled in 10 s in the x and y directions of each cell 

respectively, n is the total number of cells on focus plane and 0 < Net angle < 360.  

 

4.3 Results and discussions 

 After spinning the cells down and adding test media, cells were not active under 

testing media with low calcium concentrations (10-9 to 10-7 M) and high hydronium 

concentrations (pH 5.5 and pH 6.0). In order to have at least 50% active cells, they were 

adapted to testing media for about 30 to 60 minutes by shaking at 120 rpm under 

continuous 1 W/m2 standard white fluorescence lights. Cells were tested for their 

phototactic responses depending on many parameters such as light intensity (at 500 nm) 

and ion concentrations (Ca2+, K+, H+). The net displacement was calculated through a cell 

population tracking program.  

 Generally, 806 strain cells swim away from the light or have a negative 

phototactic response while the 1117 strain cells swim toward the light or have a positive 

phototactic response, both with a small net displacement at low light intensities. They had 

a strong negative response for 806 (positive for 1117) at intensities between 26 and 2631 

mW/m2 (1 to 100 µw/0.38 cm2). Some cells swam in the opposite direction for a few 

seconds which means they swam toward the light for 806 (away from the light for 1117).  
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4.3.1 Varying external free calcium ion concentration 

 Both 806 and 1117 strains swam respectively away and toward the light in NMM 

which has [Ca2+]ext at 10-4 M or pCa 4. We used these as a control sample since cells were 

adapted to this medium before being adjusted to a new extracellular calcium 

concentration. We suspended cells in NMM overnight to become gametes.  

Strain 806 cells reduced their negative phototaxis or went toward more positive 

phototaxis when [Ca2+]ext is low. For example, cells suspended in [Ca2+]ext 0.1 mM taken 

from an agar plate and adjusted to pCa 7, pCa 8, and pCa 9 in Figure 4.8 has less negative 

phototaxis than pCa3, pCa 4, pCa 5, and pCa 6.  Moreover, cells suspended in [Ca2+]ext 

0.1 mM taken from a liquid HSM culture and adjusted to pCa 6 and pCa 7 were turned 

into a positive phototaxis under rhodopsin activation (Figure 4.9). Since cells grown in a 

liquid medium have thinner cell-walls than one grown in an agar medium, this might 

affect the amount of ion transportation across plasma membrane. There is no result for 

cells taken from a liquid medium and adjusted to pCa 9, because cells were not active 

under this condition (Figure 4.9).  

According to Figure 4.1 B and extending the pCa graph to pCa9, extracellular 

calcium ions in a range from pCa 9 to pCa 1 tend to influx across the cell membrane and 

depolarize the membrane potential. For instance, cells suspended in pCa 4 should have a 

higher resting membrane potential or a more positive value than pCa 6 because it has a 

higher driving force and increases calcium-ion flow. However, it is not true since the 

maximum photocurrent or the maximum ion flow rate is between pCa 6 and pCa 7 

(Figure 4.3). Therefore, other ions or membrane channels could play roles in addition to 

this photocurrent which hypothetically is assumed to contribute to the sign of phototaxis. 
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A high photocurrent (PC) or early electrical current (E1) at pCa 6 and pCa 7 could 

amplify internal biochemical signals leading to the second electrical signal (E2). Capano 

(2005)’s results show that 1117 strain (positive phototactic strain) has a high integrated 

second electrical signal while the 806-strain (a negative phototactic strain) second 

electrical signal is much smaller (Figure 4.8). The ratio of the integrated first or early 

electrical current (E1) relative to the second electrical current (E2) may determine the sign 

of phototaxis. A low E1/E2 ratio might tend to bias cells to go toward light or have a 

positive phototaxis such as in 1117 strain and a high E1/E2 ratio tends to do the opposite 

or have a negative phototaxis as in the 806 strain. The following results and discussions 

were explained according to this hypothesis.  

Strain 806 cells suspended in pCa 6 and pCa 7 are expected to have a lower E1/E2 

comparing to cells in other pCa since these two conditions leaded to a higher E1 and 

simultaneously triggered a higher E2 than other pCa (See Figure 4.3 for the magnitude of 

the E1 signal at each calcium concentration). From this Figure, pCa7 has a low E1 and this 

leads to a low E2 signal. Therefore, it may result in a high E1/E2 ratio. Our prepared pCa7 

based on a calculated number may not be as accurate as others because we could not 

measure it, because our calcium electrode has its minimum limit at pCa6. Therefore our 

pCa 7 could be the pCa 6.5 on Figure 4.3 where the E1 signal is at its maximum value. If 

our medium is actually at pCa7, another possibility that leads to a low E1/E2 ratio is the 

release of internal Ca2+ ions from internal organelles such as endoplasmic reticulum 

which increases the E2 signal. Stimulated cells with a low E1/E2 ratio tend to swim toward 

light more than cells in other pCa (Figure 4.8 and 4.9). Cells suspended in pCa 3 and pCa 

4 have a low E1 leading to a low E2 signal than pCa 6 and pCa 7. Therefore, the E1/E2 
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ratio of pCa 3 and pCa 4 may be higher than pCa 6 and pCa 7. Thus cells in these media 

have negative phototaxis. 

 

Figure 4.8. Show a net displacement response vs. green-light intensity (peak at 500 nm) 

of 806 strain grown on an agar plate for 7 days and suspended in 0.1 mM [Ca2+] of NMM 

overnight. Cells were adapted to new calcium concentrations for 30 minutes. 

 

 

 

 

 

 

 

Figure 4.9. Show a net displacement response vs. green-light intensity (peak at 500 nm) 

of 806 strain grown in HSM liquid medium for 3 days and suspended in 0.05 mM [Ca2+] 

of NMM overnight. 
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Strain 1117 cells were more sensitive to changes of extracellular calcium 

concentrations. Cells at pCa7 to pCa9 are non-motile. Figure 4.10 and Figure 4.11 report 

phototactic responses from pCa 6 to pCa 3. Strain1117 cells took about 1 to 2 hours to 

recover after adding a new calcium concentration. The cAMP concentration in 1117 

strain is higher than that in the 806 strain by about 5.6 times in the dark and 3 times under 

green light (Table 4.1). Cells suspended in pCa 3 and pCa 4 had more positive phototaxis 

than pCa 5 and pCa 6. Expected photocurrent or E1 signal of cells in pCa 3 and pCa 4 is 

lower than one of cells in pCa 5 and pCa 6 (Figure 4.3). On the other hand, its E2 signal 

from internal biochemical signals such as cAMP or IP3 may not change since 1117 strain 

has already a high intracellular concentration of cAMP. Thus, the expected E1 /E2 ratio of 

pCa 3 and pCa 4 should be lower than in pCa 5 and pCa 6 and should bias them to swim 

toward the light source. At pCa 6, cells are expected to have a high photocurrent or E1, 

but the second electrical current, E2, should not increase. Therefore, its E1/E2 ratio is 

higher than pCa 3 and pCa 4 and cells swam less positively. 
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Figure 4.10. Net displacement responses due to green light (peak at 500nm) of 1117 

strain grew on plate for 2 days and spin down in 0.1 mM [Ca2+] NMM overnight. Cells 

are incubated in each medium for 45 minutes to recover at least 50%. 

Figure 4.11. Net displacement responses vs. green-light intensity of 1117 strain grown in 

HSM liquid medium for 4 days and suspended in 0.05 mM [Ca2+] of NMM overnight. 

Cells were adapted to new calcium concentrations for 1 hour at pCa 6, pCa 5 and pCa 4.  
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4.3.2 Varying external free hydronium ion concentration 

Cells were suspended into two different buffers which are the MES buffer for pH 

5.5 and 6.0 and the MOPS buffer for pH 7-9. Therefore these results should be 

considered separately. There is no reversal of phototactic direction by changing 

extracellular pH from pH 5.5 to 9 in both strains. Cells were adapted to new pH for 45 

minutes. 806 cells had a less negative phototaxis at a higher pH or low [H+]ext such as pH 

8 and 9 (Figure 4.12). The same trend toward biasing swimming toward the light was 

shown in 1117 strain where cells in pH 9 swam even more rapidly toward the light than 

one in pH 7 and pH 8 (Figure 4.13).   

 The photocurrent or early electrical signal (E1) is at its maximum magnitude at pH 

7.4 if cells were adapted at pH 7.4 (Figure 4.1 C). In our case, cells were adapted to pH 

6.8 before changing to a new pH. Therefore, the expected maximum photocurrent should 

be between pH 6 and pH 7.  Cells in pH 5.5 should have both E1 and E2 signals lower 

than one in pH 6, but cells in pH 6 may have a higher E2 due to biochemical triggering by 

E1. Therefore, the E1/E2 ratio of cells in pH 5.5 is higher than one in pH 6. Therefore, 

cells in pH 5.5 show more negative phototaxis than cells in pH 6. Cells in pH 9 should 

have a low E1 due to a low photocurrent (Figure 4.1 C). Therefore, the E1/E2 ratio of cells 

in pH 9 is lower than one in other pH which presumably leads to a decrease of negative 

phototaxis (806 strain) or an increase of positive phototaxis (1117 strain). See Figure 4.12 

and 4.13 respectively. 

 Another explanation for an increase of positive phototaxis at pH 9 is 

hyperpolarization of membrane potential (more negative membrane potential comparing 

to a lower pH). When light triggers rhodopsins, the total number of positive charges 
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flowing across the cell membrane should increase and lead to a high net displacement in 

a positive direction. The more membrane potential is hyperpolarized, the more positive 

phototaxis cells have. 

 

 

 

 

 

 

 

 

Figure 4.12. Net displacement responses vs. green-light intensity of 806 strain grown in 

the HSM plate for 3 days and suspended in 0.1 mM [Ca2+] of NMM overnight.  

 

 

 

 

 

 

 

 

Figure 4.13. Net displacement responses vs. green-light intensity of 1117 strain grown in 

a HSM plate for 2 days and suspended in 0.1 mM [Ca2+] of NMM overnight. 
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4.3.3 Varying external free potassium ion concentration 

Increasing [KCl]ext induced cells to more positive phototaxis in both 806 and 1117 

strains (Figure 4.14 and 4.15 respectively).  Typically the higher the concentration, the 

more positive the phototaxis. An exception was at 10 mM [KCl]ext , 1117 cells had a less 

positive phototaxis than when they swam in 1 mM [KCl]ext. Furthermore, 1117 cells had 

a negative phototaxis at low green-light intensity (0.5 to 3 μW/0.38 cm2) in 0 mM 

[KCl]ext. 

Potassium ions play an important role in setting the resting membrane potential. 

Usually cells maintain a high intracellular potassium concentration. According to 

Malhotra and Glass (1995a),  the membrane potential is hyperpolarized from -137 to -157 

mV by changing [K+]ext from 0.1 to 1.0 mM) and depolarizied from -160 to -60 mV by 

changing [K+]ext from 1.0 to 300 mM (Figure 4.6). Since both strains show that a low 

[K+]ext bias cells to move more in positive phototaxis, it implies that the more 

hyperpolarized the membrane potential is, the more positively phototactic cells are. 

 

 

 

 

 

 

 

 

 

Figure 4.14. Net displacement 

vs. green-light intensity of 806 

cells at different [KCl]ext from 0 

mM to 10 mM (Sims and 

Saranak, 2006).  
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4.3.4 Varying red-light intensity 633 nm 

Using red light as background illumination in pCa4 and pCa5 medium, the 

negative phototaxis is reduced in the 806 strain (Figure 4.16 A and B). While the 806 

strain in pCa 6 and 7 had reversed phototactic responses with green-light or rhodopsin 

excitation from negative to positive phototaxis (Figure 4.17 A and B), red-light inhibits 

this reversion. Increase of red-light intensity from 3.97 to 125.59 µw/cm2 leads to a more 

negative phototaxis in pCa6 and 7. On the contrary, cells had lesser negative phototaxis at 

500 µW/0.38 cm2.  

Red light (wavelength longer than 650 nm) as a background illumination 

hyperpolarized the membrane potential (more negative value) and increased 

photoreceptor potential in Haematococcus pluvialis (Sineschekov et al., 1990). 

Haematococcus pluvialis closely relates to Chlamydomonas reinhardtii and both have 

similar electrical characteristics. In addition, red light also reduced negative phototaxis of 

806 strain in pCa4 and pCa5. This implies that hyperpolarization of cell membrane 

induces a reduction of negative phototaxis or an increase of positive phototaxis. The same 

Figure 4.15. Net displacement vs. 

green-light intensity of 1117 

cells at different [KCl]ext from 0 

mM to 10 mM (Sims and 

Saranak, 2006).  
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trend as previously seen in changes of [K+]ext. At pCa 6, the 806 strain swam toward 

green light without a red background (Figure 4.17 A). Adding red light as a background 

illumination inhibited this effect. Red light hyperpolarizing the cell membrane and further 

increasing the photocurrent (PC) or the E1 signal after green-light stimulation could be an 

explanation of this inhibition. At pCa 6 (Figure 4.17 A), the PC signal from green light 

without red light could be triggering the E2 signal or the chemical signal (such as cAMP) 

and it may already reach its maximum level due to a low cAMP level in 806. Therefore, a 

further increasing of the PC signal by adding red light background would not increase the 

E2 leading to a higher E1/E2 ratio than one without red background or a more negative 

phototaxis following our hypothesis (a high E1/E2 ratio leads to negative phototaxis).   

Red light did not affect phototaxis of 1117 strain at pCa 4 and pCa 5 (Figure 4.18 

A and B). Nevertheless, it increased positive phototaxis of 1117 strain at pCa 6 (Figure 

4.18 C). This may be because of an increased photocurrent or first electric signal (E1) at 

pCa6 (Figure 4.3). The E1 could trigger a high E2 signal and lead to a low E1/E2 ratio. 

When this ratio is low, cells tends to swim toward the light.  
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Figure 4.16 Net displacement vs. green-light intensity and red light as background 

illumination (633 nm) with various intensities: 0, 3.97, 31.55, 125.59 and 500 µw/0.38 

cm2 of 806 strain in pCa 4 (A) and pCa5 (B). Cells were grown in HSM liquid media and 

suspended in 0.05 mM  [Ca2+] of NMM overnight.  
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Figure 4.17 Net displacement vs. green-light intensity and red light as background 

illumination (633 nm) with various intensities: 0, 3.97, 31.55, 125.59 and 500 µw/0.38 

cm2 of 806 strain in pCa 6 (A) and pCa7 (B). Cells were grown in HSM liquid media and 

suspended in 0.05 mM  [Ca2+] of NMM overnight. Note: legend is the same as Figure 

4.16. 
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Figure 4.18 Net displacement vs. green-light intensity and red light as background 

illumination (633 nm) with various intensities: 0, 3.97, 31.55, 125.59 and 500 µw/0.38 

cm2 of 1117 strain in pCa 4, pCa5, and pCa6 (A, B, and C respectively).  
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4.4 Conclusions 

 Photosynthetic process uses light to produce energy for the cell, increases H+ 

concentration in lumen compartments (inside thylakoid), and depolarizes the membrane 

potential. Therefore, increasing external H+, K+ and Ca++ concentration should increase 

the membrane potential making the cell even more depolarize, however the cells behaved 

differently. What is the main ion controlling phototaxis? Due to a variety of ion channels 

such as H+/K+ antiport, 2H+/Ca++ antiport, H+ pump cross membranes which control ion 

transportation, each ion movement will affect another. In addition, cells have mechanism 

to control each ion in order to survive and keep system in equilibrium (homeostasis).  All 

of these parameters might control only one parameter which is membrane potential either 

through the ion channels or pumps. This process can also be triggered by the internal or 

chemical signal within cells. There is a tight connection between organelle’s function and 

control of plasma membrane’s proteins such as channels and pumps.    

 
H+ and K+ drove phototactic responses of both 806 and 1117 strains in the same 

direction even though generally they have opposite responses to the light. Increasing of 

external H+ concentration decreased and increasing of external K+ concentration 

increased positive phototaxis to green light. On the other hand, high [Ca2+]ext drove each 

strain in the opposite direction. Increasing [Ca2+]ext decreased and increased positive 

phototaxis in 806 and 1117 strain respectively. In addition to green light, red light was 

used and the results depended on red-green intensity and [Ca2+]ext. See Table 4.3.  
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Positive phototactic responses in each strain Level of Ion concentration 

or red light intensity 806 1117 

     Ca++                

     H+                           

     K+                           

    Red (633 nm) in pCa 6-7      pCa4-5                     Unclear 

 

Table 4.3 Show the effects of the ionic concentration and red light in both 806 and 1117 

strain. (Note: K+ concentration results came from Olivia Sim’s experiments which use 

KCl to vary potassium ions in media.) 

 
Sign of phototaxis and its magnitude may be explained by using the ratio of the 

integral area between the first electrical current (E1) and the second electrical current (E2) 

or the E1/E2 ratio. The higher the E1/E2 ratio, the more negative the phototaxis.  

To further test this suggestion, both phototactic and electrical measurement 

should be observed in a parallel manner. Measuring the membrane potential change will 

also help confirm the previous reports on hyperpolarization and depolarization at each 

condition such changing of extracellular ion concentration since each strain or cell 

behaves differently. The membrane potential regulated phototactic responses, the actual 

value of membrane potential in each condition should be measured as well as the internal 

and external ionic concentration. 
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Chapter 5 
 
The electric field technique 
 

  5.1 Introduction 
 

In previous chapters, we studied ciliary motility and phototaxis behaviors in 

order to find the response patterns triggered by rhodopsin receptors (Foster and Smyth, 

1980; Kröger and Hegemann, 1994) and other photoreceptors and used them to create a 

model of cell decision making. In this chapter, we focus on identifying an interconnection 

between behavioral responses and rhodopsin excitation. We hypothesize that this 

interconnection is the membrane potential change. 

In 1994, Kröger and Hegemann suggested a rhodopsin reaction scheme (See 

Figure 5.1) that the rhodopsin excitation induces the opening of the photoreceptor 

channel: calcium channels overlying the eyespot (P-Channel). Therefore, rhodopsin 

excitation causes depolarization of the membrane potential leading to cell steering and 

phototaxis. Their suggestions were based on photocurrent measurements using the 

suction pipette technique (Harz and Hegemann, 1991). Light excitation depolarizes the 

membrane overlying the eyespot leading to a phototaxis and also the ciliary membrane 

(F-Channel) leading to a “stop” or 

photophobic response (Harz et al., 

1992; Kröger and Hegemann, 1994). 

Figure 5.1.  

The rhodopsin excitation scheme of 

Kröger and Hegemann (1994).  
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Based on whole-cell clamping and measuring photocurrents, Nonnengasser et al. 

(1996) suggested that the rhodopsin excitation induces not only the opening of calcium 

channels on the eyespot, but also the opening of other monovalent channels such as K+, 

NH4
+, and Na+ on the membrane. See Figure 5-2 for their photocurrent experiment 

model.    

 

 

 

 

 

 

 

 

 

Figure 5.2. The proposed relationship among rhodopsin receptor, ion exchange, 

membrane potential and ciliary motility in the cell-wall-deficient mutant (CW2) of 

Chlamydomonas reinhardtii derived from experiments using whole-cell clamping. By 

stimulating the eyespot with the light, the Ca2+ channels on the eyespot are activated. 

This Ca2+ influx depolarizes the membrane potential within a few milliseconds and via a 

Ca2+ action potential initiates Ca2+ influx along cilia. Cells then adjust their membrane 

potential level by K+ efflux that brings the potential back to the resting membrane 

potential level (Nonnengasser et al., 1996).  
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Previous studies showed that membrane potential change is one of the main 

factors for signaling in Chlamydomonas, but no one has directly monitored this change 

dynamically due to the fast transient change of membrane potential and its small 

magnitude. In order to investigate this change, we decided to monitor it by using an 

electric field sensitive dye that intercalates into the membrane. Unlike with neurons, the 

microelectrode method is impractical to use with a unicellular cell green algae, because 

of its small size and hard wall. Sticking a microelectrode into Chlamydomonas’s 

membrane could rupture the membrane and collapse the membrane potential. In any case 

efforts to do this on a regular basis have proven problematic. Therefore, other methods 

have been suggested and the two most popular methods are whole cell clamping and 

fluorescence probes. 

The whole cell clamping technique has been used to measure the photocurrent and 

its result can be related to the membrane potential change. This technique has several 

concerns as the following. First of all, a cell is held by a micropipette which has to apply 

a negative pressure in order to hold a cell in place. This can activate mechanoreceptors on 

the cell body (Yoshimura, 1998). Second, a cell has to be demembranated or be a wall-

deficient mutant such as Chlamydomonas CW2 strain (not really completely wall 

deficient). Even though, these specific cells were chosen for experiments, getting a good 

seal is still very difficult. Therefore, results from this technique do not represent cells in 

their natural condition.  Thus, using the fluorescence probes seem to be a good approach 

for our purpose to avoid the above problems.  

A variety of fluorescence probes has been used to measure the membrane 

potential, but the styryl dyes are the most sensitive of the fast probes (millisecond change 
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with 10% fluorescence change per 100 mV as described on http://www.invitrogen.com). 

This class of dye was developed by Fluhler and colleagues (1985) and has been widely 

used with many kinds of cells and membrane vesicles to measure the electric field 

(Montana et al., 1989 and Loew et al., 1992). The advantage of this technique is that it 

allows long term measurement and high temporal resolution of the electric field. We 

chose the voltage-sensitive dye di-8-butyl-amino-napthyl-ethylenepyridinium-propyl-

sulfonate (di-8-ANEPPS) which is less susceptible to internalization than other dyes. 

Furthermore, this technique can be combined with a cell suspension technique (current 

measurement) which allows us to monitor the photoreceptor or flagellar current (PC and 

FC respectively) simultaneously in the future.  

     This chapter explains the characteristics of the di-8-anepps dye, the concept and 

design of electric field measurement, fluorescence stained technique, primarily results, 

discussion and suggestion for future improvements.  

 

5.2 Characteristics of the voltage-sensitive dye di-8-butyl-

amino-napthyl-ethylenepyridinium-propyl-sulfonate (di-8-

ANEPPS) 

The voltage-sensitive dye di-8-butyl-amino-napthyl-ethylenepyridinium-propyl-

sulfonate (di-8-ANEPPS) is hydrophilic. Therefore it is permeable to a lipid membrane 

and binds locally. See Figure 5.3 for its chemical structure and spectra. According to an 

electrochromic mechanism or Stark effect (Gross et al., 1994), this dye responses to the 

change of electric field at the binding site in the lipid bilayer by shifting both excitation 
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and emission wavelength (See Figure 5.3 B for its spectral shift). The spectral shift, Δν, 

can be calculated as the following equation (Gross et al., 1994). 

                      2)2/1()/1( EhEh αμν Δ−⋅Δ−=Δ
vv                              (5.1) 

where μrΔ  is the excitation change of electric dipole moment of chromophore, αΔ  is the 

excitation change of polarization, h  is the Planck’s constant and E
v

 is the electric field 

vector at the location of chromophore. 

 

 

 

 

 

 

 

 

 

 

Figure 5.3. Show the structure of the voltage-sensitive dye di-8-butyl-amino-napthyl-

ethylenepyridinium-propyl-sulfonate (di-8-ANEPPS) (A) and the excitation and 

Emission Spectra of di-8-anepps dye dues to the electric field changes (B) by Bullen and 

Saggua (1999). 
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5.3 Methods and measurements 

The dye characteristic allows us to monitor the relative change of the emission 

ratio (R) for two different wavelengths. In this project, the cell population is excited 

alternately at 3.2 kHz (to detect the transient change in a few milliseconds) with two 

excitation wavelengths which are 476 nm (avoids chlorophyll excitation) and 488 nm 

while the emission wavelength is recorded at 600 nm with bandwidth of 20 nm (Figure 

5.4). Then we excited rhodopsin receptors with 514 nm which will change the electrical 

properties of cell membrane. 

    

 

 

 

  

 

 

Figure 5.4. The spectra of di-8-Anepps, the dual excitation wavelength (476 nm and 488 

nm) and the emission wavelength (600 nm with 20 nm bandwidth). The emission ratio 

(R=I476/I488) is about 2.5 from this spectra. If the spectrum is shifted due to the rhodopsin 

excitation, this ratio should change relatively to the shift of electric field or membrane 

potential change. (The plot was created by using Fluorescence SpectraViewer from 

http://www.invitrogen.com.) 
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5.3.1 Staining Method 

C. reinhardtii cells, both 1117 and 806, are grown in a liquid high salt media 

(HSM) for 3-4 days in order to get thinner cell-wall cells and they are kept under white 

light illumination at a controlled temperature of 18 oC.  This protocol is modified from 

the Invitrogen company’s protocol. The first step is to count cells with a hemocytometer 

and prepare them to a final concentration of 3-5×106 cells/ml. Then the cells are spun 

down and resuspended in nitrogen-deficient minimal medium (NMM) and the first step is 

repeated. Cells were then shaken at 120 rpm while illuminating them with white light for 

20 minutes. At this stage, cells shred their cell wall due to the change of medium from 

HSM to NMM. In order to increase the binding possibility of the dye to plasma 

membrane lipid bilayer, autolysin enzyme can be added at this step. Then cells were 

separated into 2 aliquots of 1 ml and labeled as a control sample and a stained sample. To 

increase the dye solubilization 5 μl of 0.1% Pluronic F-127 and 4 μl of Dimethyl 

Sulfoxide (DMSO) was added to both samples. Finally, 8 μM or 16 μM di-8-Anepps dye 

was added to the stained sample. Both the control and stained samples were then wrapped 

with foil to protect them from light and incubated at low temperature, 4-20 °C, for 30 to 

60 minutes to inhibit internalization of the dye. The final step was to wash away the 

excess dye with NMM 1 ml for 2 times before the fluorescence emission or the 

membrane potential change was measured. See Figure 5-5 for the protocol diagram. 
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Figure 5.5. Protocol for loading the di-8-ANEPPS dye to the cells 
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5.3.2 Experiment Setup  
 

  We use the 210 Air-cooled argon laser (450-515nm, H210ALdiiD, National Laser 

Comp., Salt Lake City, UT) as our excitation light source. It has a maximum power of 

500 mW and its beam diameter is 0.67 ± 5% mm which is expanded to a uniform field 

and a larger diameter by using a 20×lenses expander. We control its intensity and select 

its wavelength by using a Polychromatic Acousto-Optic Modulator or PCAOM and its 

driver (AA.AOTF.nC and AA.MOD.nc respectively, Electro-Optical Product Corp., 

Fresh Meadows, NY) through the computer program (Ciliary Monitoring program 

written and developed by Ganesh Sanrinivan, Tavier Hawkins, and Suphatra 

Adulrattananuwat) and the digital output board (PDL-DIO 64T, United Electronic 

Industries, Inc., Walpole, MA). See the set up in Figure 5.6 A and B. 

  The excitation intensity depends on the distance from the 20×lenses expander to 

the cell chamber (See inside of the cell chamber in Figure 5.7). Since we do not know 

what the appropriate intensity is for the dye excitation intensity, we set this distance at 

about 50 cm which gave the maximum intensity at 476 nm. The Argon laser produces the 

less intensity at 476 nm than at 488 nm. The 476 nm and 488 nm intensity should be 

adjusted so that they give the same response amplitude on the dyed cells. This will allow 

us to see the effect due to the 514-nm light exciting the rhodopsin receptors. The intensity 

can be also adjusted by using the PCAOM remote control by adjusting its power on each 

line or channel. The emission light from the cells passes the sample box and is filtered 

with the bandwidth filter (600 ± nm) in front of the photomultiplier or PMT (C31034, 

BURLE electron tubes, Lancaster, PA) enclosing in the water-cooled chamber 

(TF104TSRF, Products for Research, Inc., Danvers, MA). See Figure 5.8 for schematic 
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of electric field measurement. The temperature controller (Products for Research, Inc., 

Danvers, MA), the water-flow switch (FS-4, P/N: 44729, Gems Sensors & Controls, 

Plainville, CT) and the solid-state relay (A1210, Crydom, San Diego, CA) control the 

PMT operating temperature at -20 ºC. This reduces a dark noise rate of the anode dark 

current to 60 counts per second. The maximum DC operating voltage of PMT is 2200 V 

(APPROPRIATE PRECAUTIONS!!!) supplied by the high voltage supply (PS 

325/2500V-25W, Stanford Research System, Inc., Sunnyvale, CA. the operating current 

is about 0.25 mA) by using the negative voltage on the cathode. The current response 

signal from the anode is directly connected to the Lock-In Amplifier (SR530, Stanford 

Research Systems Inc.). See Figure 5.6 B.  

  The response signal from PMT is the current signal (I) and the Lock-In Amplifier 

converts it into a voltage with a gain of 106 V/A (the maximum current input of 10 mA 

will damage the unit). This Lock-In Amplifier is locked in to the 3.2 kHz square wave by 

using the same signal as the stimulus of the di-8-Anepps dye on the reference input. In 

order to detect the response signal, the suggested selections on the front panel of the 

Lock-in Amplifier are the following.  

Front Panel selections of the Lock-In Amplifier: 

1. Signal Inputs:          Current (I) 

2. Signal Filters: Bandpass, Q-of-5 Auto-tracking filter (In or Out) 

3. Sensitivity:  100 - 500 mV 

4. Display:  Channel 1  R (magnitude)  Output BNC (± 10 V for ± full 
scale) 
   Channel 2  Ø (Phase)         Output BNC 
   Output = (X/sensitivity -offset)×Expand×10V 
 
5. Reference Input: 3.2 kHz at 4 V (100 mV minimum) 
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6. Reference Trigger: Trigger on rising edge 
 
7. Mode PLL:  f (×1 of the reference input frequency) 
 
8. Phase:  0 degree 
 
9. Time Constants: Pre-filter ranges from 10-300 ms (6dB/Octave) 
   Post-filter is None 
 
Note: Time Constant is 1/(2·π·f) where f is the interested signal frequency (or low pass 

frequency). In this case, the frequency is the same as the 514 nm stimulus frequency or 

the rhodopsin stimulating frequency. For example, if the 514 nm stimulus is sent out at 1 

Hz, then the time constant should be set to 1/(2·π·1Hz) = 159 ms. On the panel, the 

appropriate time constant can be from 30 to 300 ms depending on the noise level. The 

higher the time constant, the smoother the output signal becomes.  

  Finally, the output signal from the Lock-in Amplifier is recorded by the analog 

input board (PD2-MF 16-150/16H, United Electronic Industries, Inc.) through its external 

pin board. We use the differential method detecting the difference voltage between two 

external pins. For example, the different between pin AIn0 and AIn8 is recorded as the 

response signal of channel 1. See Table 5.1 

Channels of Lock-in Amp. Pin No. of   
PD2-MF 16-150/16H 

1. Magnitude (R) BNC (+) Aln0 (Ch1) 
 BNC (-) Aln8 (Ch1) 
2. Phase (φ) BNC (+) Aln1 (Ch2) 

 BNC (-) Aln9 (Ch2) 
 

Table 5.1 Pin connections between Lock-in Amplifier and analog input board. The 

voltage range of magnitude signal (R) is 0 to 5 V with gain of 4 where as -10 to 10 V 

with gain of 1 for phase (φ). Note: the phase voltage is 50 mV per degree (SR530 manual 

of the Lock-in Amplifier.)  
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Figure 5.6. Show the electric field measurement setup which composes of A: Argon laser 

(H210ALdiiD), Polychromatic Acousto-Optic Modulator or PCAOM and its driver 

(AA.AOTF.nC and AA.MOD.nc respectively), Beam Expander, Sample Box, Plano-

Convex lenses, Photomultipier or PMT (C31034 Series), B: Lock-in Amplifier (SR530), 

preamplifier (SR445, not shown).   
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Beam 
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Figure 5.7. Show the inside of 

sample box and Plano-Convex 

lenses. The stimulus and 

modulated light pass through 

the small hole of sample box on 

the right and illuminate a cell 

sample within a rectangular 

cuvette. The emission light is 

then reflected by the concave 

mirror, scattered to the Plano-Convex lenses and filtered with the wavelength of 600 nm.  

Finally photomultiplier (PMT) receives the emission light. 

 

Figure 5.8. Schematic 

of the electric field 

measurement. Laser is 

modulated by using 

Digital output board 

(PDL-DIO 64T) to 

obtain wavelengths at 

the peak of 476, 488, 

and 514 nm. 
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5.3.3 Operating the Ciliary Monitoring Program 

 The in-house software can be used for both Ciliary monitoring and Electric Field 

measurement, however the sampling frequency of the stimuli are different due to the high 

frequency square wave that we use for stimulating the dye at 3.2 kHz. Each stimulus is 

sent out as a digitized signal at 12.8 kHz. Figure 5.9 shows an example of stimulus files 

of two wavelengths.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9. Show laser light stimulus patterns. Figure A is the two modulating signals 

exciting the fluorescence dye with the wavelength of 476 nm and 514 nm at frequency of 

3.2 kHz. The phase difference between them is 180 degree. Figure B is the impulse 

stimulus pattern (514 nm) which is used to stimulate the rhodopsin receptor to initiate the 

change of membrane potential or an electric field. 
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5.4  Results and Discussions 

• Loading of dyes on the cell membrane 

After loaded the di-8-anepps dyes to cells, dyes did not completely bind to all  

the plasma membrane (Figure 5.10). This could be because of remaining parts of cell-

wall and this dye only binds to lipid membrane. This incomplete labeling will reduce the 

sensitivity of our measurement. In order to get a more optimum load condition, several 

parameters such as dye concentration, temperature, and dye-loading time should be 

adjusted.  

 

 

Figure 5.10. An example of a 

loaded single cell with the 

fluorescence dye (cilia are not 

shown).  

• Recorded signals 

We stimulated the loaded-cell population with 2 ms pulse-duration of green light  

(peak at 514 nm) with background modulation of both 514 nm and 476 nm at 3.2 kHz. 

Modulating light at high frequency (3.2 kHz) should not affect observation of the 

response of rhodopsin excitation at a lower frequency. Figure 5.11 and Figure 5.12 are 

examples of recorded signals from the Lock-in amplifier. According to Figures 5.11, 

changing dye concentrations do not show any different than the control sample or a cell 

without dye. Since there is no change, we further tested whether or not this is not due to 

our equipment sensitivity.  
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Figure 5.11. A recorded signal of different dye concentrations from Lock-in Amplifier 

with 600 V supplied to photomultiplier (A:  a control sample on a large scale, B: a control 

sample on a small scale, C: a loaded sample with dye 8 μM, C: a loaded sample with dye 

16μM). 
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 Increasing the supply voltage to the photomultiplier enhanced the sensitivity to 

our recorded signal as seen in Figure 5.12. However, we still did not see any change of 

signal patterns comparing to a control sample. The fluctuating signals during the “2 ms 

pulse-duration” come from different emission intensity of 514 and 476 nm since it has the 

same frequency as our high frequency.  

 

Figure 5.12. Lock-in amplifier signals of cells loaded with dye at 8 μM. Different 

voltages were used on photomultiplier including A: 700, B: 800 and C: 900 V.  
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5.5 Conclusions 
 
 The primarily results indicate we have not yet succeeded in measuring the electric 

field response and the method needs further development. Suggestion follow. 

5.5.1 Cells 

Due to its motility, observing the dye loading quatitatively is difficult. Therefore, 

using the paralized mutant of Chlamydomonas reinhardtii which lacks the central pair, 

pf18, could help in finding the optimum protocol for dye loading. The cell wall remains  

a barrier for dye binding to lipid membrane. The cell wall is made of high molecular 

carbohydrate and hydroxyproline-rich protein (glycoprotein). Therefore, finding the 

proper time during the cell wall shredding period to load fluorescence dyes could be 

crucial to incorporating the maximum amount of dye.  

Use other cells that have a good loading condition to test the equipment to 

measure that the system is working properly. 

5.5.2 Fluorescence dyes 

Cells are autofluorescence. At this moment the di-8-Anepps is the appropiate dye 

to use. However, a voltage-sensitive dye with an emission wavelength that is far from the 

autofluorescence peak may be available in the future. 

 5.5.3 Devices and Instruments 

In order to increase the-signal-to-noise ratio (SNR), signal amplification and 

voltage supply can be adjusted to get the optimum value. Besides the SNR, we could 

reduce a complication for analysis and interpretation by using two photomultipliers. 

Currently we use only one photomultiplier to record the emission wavelength from both 

the 476 nm and 488 nm excitation. The recorded signal was a combination of two signals 
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and it was hard to identify or adjust the sensitivity of  instrument in order to detect a 

small change.  

5.5.4 Auto-fluorescent emission 

Chlamydomonas emits the red light due to photosynthetic excitation which we do 

not want it to interfere with our electric field measurement. Therefore, we recorded the 

auto-fluorescent emission as a background and filtered it with a 600 nm-filter (Figure 

5.7). 

5.5.5 Correction to use the in-house software at a higher sampling 

rate like 11 kHz 

Shifting of the stimulus for several reasons: 

• The clock divider = 33 MHz/sampling frequency or refresh rate. Originally 

the refresh rate was set to 12800 Hz as a maximum value. However, this made 

the CV to be a non-integer value and it would not give the exact frequency as 

12800 Hz. Therefore the sampling rate had to be changed to a number that is 

an integer multiple of 11 or 3. In this case, we choose 11000 Hz which is close 

to 12800 Hz.  

• Even though changing this value reduces the shifting data point, the signal 

still shows unstable shifting point. A possible solution is to start filling the 

digital output buffer for several points before Analog-Input buffer (AI buffer). 

Then add the dummy value 0 at the beginning of AI buffer. At the end wrap 

the DO buffer tail with extra points equal to the number of dummy value. 

Note: This still show a delay of 1 ms if recorded for 2 minutes. 
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Chapter 6 
 
Summary and conclusions 

 

 This thesis used Chlamydomonas reinhardtii as a model organism to under 

understand cell signaling pathways and their dynamics. Various techniques including the 

single-cell monitoring system, the cell-tracking, system and the electric field technique 

have been used to study cell responses such as ciliary responses, phototaxis, and electric 

field responses respectively. 

 The single-cell monitoring system was previously developed by Josef et al. 

(2005a and b). We improved this technique (Chapter 2) by expanding the bandwidth 

response to measure the beating frequency of mutant (to less than 30 Hz. See Figure 2.3 

for the detector response spectrum), using up-to-date electrical components for easy 

replacement, increasing the recording resolution from 0.25 ms to 0.078 ms for future 

experiments such as white-noise experiments, and improving the recording software with 

C++ language. 

With this technique, we further investigated red light effects on ciliary motility of 

both 806 and cpc1-2 strain (Chapter 3). Red light effects on the 806 strain were 

previously studied with pulse-stimuli by Josef (2005). Red light excites the chloroplast 

and it regulates ciliary responses including beating frequency (BF) and stroke velocity 

(SV). We used various stimulus patterns such as continuous, pulse, and multi-sinusoidal 

stimuli to stimulate the cell. With the continuous red-light and pulse green-light stimuli 

(Figure 3.21), red light interrupts green-light phototaxis signaling pathway and possibly 

inhibits its responses. Using various stimulus patterns allows us to understand how the 
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cell processes red-light as an input and we used the output, BF and SV responses, to 

create a hypothesized diagram of red-light signaling pathway. The cpc1-2 results 

represent how input signal is processed within the cell without 3PG conversion to ATP in 

ciliary compartment. With this in mind, cpc1-2’s multi-sinusoidal responses show a 

characteristic of differentiation (See Figure 3.46). Therefore, the differentiation should 

happen within the cell body which we hypothesize is in the chloroplast compartment. The 

red-light signal is differentiated and converted linearly to chemical molecules such as 

3PG and NADPH. The delay time probably due mostly to diffusion is estimated to be 

about 400 ms (from the Bode plot of cpc1-2 strain on Figure 3.41) and approximately 

linear (Figure 3.45). The 806 results represent how input signal is processed as a whole 

system. BF responses are non-linear (Figure 3.33) and their positive (negative) responses 

have a delay time of 1.18 s (0.89 s) (Figure 3.34). Therefore, the total delay time possibly 

due to synthesis of ATP is approximately 800 ms (the positive response delay). In 

addition to a delay time, we also found that the system has a tight regulation of beating 

frequency around 50 Hz (Figure 3.29 and 3.30). This tight regulation suggests that the 

system uses negative feedback control. When it breaks down, the input signal is 

amplified which gives us a clue that the system also has a positive feedback (Figure 

3.44). In additional, it has a separate control for BF and SV responses. 

 We used the cell-tracking system to monitor phototaxis of both 806 and 1117 

strain (negative and positive phototactic strain respectively). Phototaxis depends on 

various parameters including light, ions and temperature. In chapter 4, we investigated 

the effects of external ion concentration (Ca2+, H+, and K+) and red light on phototaxis. 

Increasing of [H+] and [K+] decreased and increased positive phototaxis of both 806 and 
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1117 respectively. While increasing of [Ca2+] decreased positive phototaxis in 806, it 

increased positive phototaxis in 1117. Red light tends to increase positive phototaxis in 

806 under pCa4 (calcium concentration of growing solution), but red light effects are 

unclear in 1117. The sign of phototaxis could possibly be controlled by one parameter 

such as a membrane potential or a ratio of integral area between the first electrical and the 

second electrical current (E1/E2 ratio) according to Capano’s results (unpublished).  

 In order to understand the interconnection between behavioral responses such as 

ciliary responses and phototaxis or rhodopsin excitation, the electric field technique is 

developed (Chapter 5). Rhodopsin excitation changes the membrane potential, but no one 

monitors this change dynamically. Therefore we developed the electric field technique 

using the voltage-sensitive dye di-8-butyl-amino-napthyl-ethylenepyridinium-propyl-

sulfonate (di-8-ANEPPS) as an indicator and the dual excitation wavelength (476 nm and 

488 nm) as stimuli. The emission wavelength (600 nm) is recorded. The technique 

requires further development and needs to be improved in several aspects including 

optimizing dye-loading conditions, reducing autofluorescence emission, and optimizing 

excitation intensity.  

 Last but not least, these techniques and results could be further investigated and 

integrated in order to understand cell signaling pathways of Chlamydomonas reinhardtii 

as a whole system.   
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Appendix 
 
A. Infrared Emitting Diode (TSFF5200) 1 

 
 
                                                 
1 www.vishay.com 
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B. Dual Low Noise Precision Difet 
OPERATIONAL AMPLIFIER2

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

                                                 
2 Burr-Brown Corporation: www.burr-brown.com 
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C. Universal Active Filter (UAF42)3
 

 

 
 
 
 
                                                 
3 Burr-Brown product from Texas instruments Incorporated: www.ti.com (1992-2007) 
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D. Instrumental Amplifier (INA101HP)4
 

 

 
 
 
 
 
                                                 
4 Burr-Brown product from Texas instruments Incorporated: www.ti.com  
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