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Abstract

Cosmic acceleration has come to be a standard, and perhaps required,

ingredient in our current understanding of the universe. In the early

universe, under the name of inflation, a phase of accelerated expansion is

used to solve many problems with the standard Hot Big Bang cosmology.

In the late universe, cosmic acceleration seems to best explain a wide

variety of observations. In both cases, we lack a complete theory of what

drives cosmic acceleration. In this thesis I discuss some open issues in our

understanding of cosmic acceleration, both in the early and late universe.
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Preface

It is an exciting time for cosmology. For most of human history, ideas about the

origin, evolution, and fate of the universe have occupied the realm of philosophical

speculation. In stark contrast, in a little over 100 years cosmology has grown into a

legitimate science. Advances in technology have allowed us to develop instruments

with extraordinary precision, making it possible to test our ideas about the cosmos

and to pit one idea against another. In the process, we have learned an unprecedented

amount about the universe we live in. We have learned that our solar system is but

one amongst billions in a galaxy we call the Milky Way, which in turn is just one

amongst billions of other galaxies that we know of. We have learned that the universe

is not static, but that it is in fact expanding. We have learned that the universe (or

at least its latest incarnation) is very close to 13.7 billion years old, and we have a

good idea what it was like when it was only 1 second old. We have learned that we

are immersed in the radiation after-glow of the universe as it was when it was only

about 300, 000 years old, and we have learned that the universe at that time was

much more uniform than it is today. So we have learned a lot.

On the other hand, we have discovered many things about the cosmos that we do

not understand. We know, for instance, that ordinary matter only makes up about

5% of the total energy density budget of the universe, while 20% is made up of so-

called dark matter, and 75% is made up of so-called dark energy, both of which we

have yet to understand the nature of. We know that virtually all of the material in

the observable universe is made up of matter rather than anti-matter, but we do not
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know why. We know that the effects of the vacuum energy is 120 orders of magnitude

smaller than it should be, according to our “best” theory of matter, but again, we

do not know why. And finally, we know that the universe is very close to being

spatially flat, that the CMB is very close to uniform, and that the seeds of structure

are distributed very evenly on all length scales that we have observed, yet we do not

really know why. So we still have a lot to learn.

Unfortunately it would require too much space to discuss all of these outstanding

puzzles in cosmology. Instead, I will only have space and time to discuss a few of

them, namely those which my own research has involved me with. The outline of the

dissertation is as follows. In Chapter 1 I review the Hot Big Bang (HBB) cosmology,

the observational evidence supporting it, and some of its shortcomings which motivate

the later chapters. In Chapter 2 I will discuss the idea of inflation as a way of solving

many of the outstanding problems in HBB cosmology. I will also discuss the theory

of reheating at the end of inflation, which is the crucial bridge between inflation and

HBB cosmology. In Chapter 3 I present evidence for, and possible explanations of,

the recent acceleration of the universe. One of these explanations actually attempts

to explain away cosmic acceleration all together. I will discuss this scenario in detail

and present one possible method to test it with observations. Finally, I change gears

slightly in Chapter 4 to discuss spacetime models with extra spatial dimensions.

Inflation and dark energy both require a foothold in some fundamental theory beyond

the standard model of particle physics or the gravitational theory of Einstein. Models

of spacetime with extra dimensions, and braneworld models in particular, are able

to provide such a foothold. And so, rather than directly solving some outstanding

problem in HBB cosmology, braneworld models can be seen as providing a theoretical

foundation for various solutions of those problems.
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Chapter 1

Introduction

The standard model of cosmology is based on Einstein’s theory of General Relativ-

ity (GR) and the Friedmann-Robertson-Walker (FRW) model of the universe. This

model of space-time eventually led to the hugely successful Hot Big Bang (HBB) cos-

mology. In this chapter I will briefly review the elements of GR that will be needed in

this and the remaining chapters, I will discuss basic properties of an FRW universe,

and I will summarize the observational successes of the HBB cosmology. Finally I

will briefly explain some of the shortcomings of the HBB cosmology, which provide

the motivation for the remaining chapters as well as much research in theoretical

cosmology today.

1.1 Basics of General Relativity

1.1.1 The Curvature of Space-Time

In Einstein’s theory of General Relativity (GR), gravity is identified with the curva-

ture of space-time. To see what this means, we need to introduce some notation. Let

us define coordinates (x0,x1,x2,x3) around an observer in space-time, where x0 is the

time coordinate and the xi (for i = 1, 2, 3) are space coordinates. The line element,

or space-time interval, which defines how clocks measure time and how rods measure
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distance in this coordinate system, is given by

ds2 = gµνdx
µdxν . (1.1)

Here greek indices range from 0 to 3 and repeated indices are summed over. The

quantity gµν is called the metric of space-time in these coordinates. In general, the

components of the metric are themselves functions of the coordinates. In other words,

the rate of identical clocks and the lengths of identical rods may vary from one space-

time point to another. We also introduce a dual metric with raised indices, gµν ,

obeying the condition

gµλ gλν = δµ
ν , (1.2)

where δµ
ν = diag(1, 1, 1, 1) is the Kroenecker delta symbol. The metric tensors gµν

and gµν are used to lower and raise indices on other tensors, respectively.

Next we define a geodesic as a path that extremizes the interval between two

points. In Euclidean space, these are straight lines; on a globe, they are great circles.

Formally, these paths obey the geodesic equation

d2xρ

dλ2
= −Γρ

µν
dxµ

dλ

dxν

dλ
, (1.3)

where λ is an arbitrary affine (i.e., monotonically increasing) parameter and we have

introduced a useful quantity called the Christoffel symbol

Γρ
µν =

1

2
gρσ(

∂gσν

∂xµ
+
∂gµσ

∂xν
− ∂gµν

∂xσ
). (1.4)

The Christoffel symbol is also used to define a covariant derivative

∇µA
ν = ∂µA

ν + Γν
µλA

λ (1.5)

∇µ ων = ∂µων − Γλ
µνωλ. (1.6)

The covariant derivative ∇µ is assumed to be a linear operator that obeys the Leibniz

rule (so that ∇µ(T
ρSν) = (∇µT

ρ)Sν + T ρ(∇µSν), etc), commutes with contraction

(so that ∇µ(T ν
ν) = ∇µT

ν
ν , etc), is metric compatible (∇µgρσ = 0), is torsion-free

([∇µ,∇ν ]f = 0), and reduces to the ordinary derivative ∂µ in flat space-time.
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The intrinsic curvature of a space is completely characterized by the Riemann

curvature tensor, defined as

[∇µ, ∇ν ]A
ρ = Rρ

σµνA
σ (1.7)

[∇µ, ∇ν ]ωσ = −Rρ
σµνωρ, (1.8)

or equivalently in terms of the Christoffel symbols

Rρ
µσν =

∂

∂xσ
Γρ

νµ − ∂

∂xν
Γρ

σµ + Γλ
νµΓρ

σλ − Γλ
σµΓρ

νλ. (1.9)

The Ricci tensor is the only independent and non-trivial trace of the Riemann tensor

Rµν = Rρ
µρν (1.10)

(all other traces either vanish or are identical up to a sign). Taking another trace

gives the Ricci scalar

R = Rµ
µ. (1.11)

These can be combined to form a covariantly conserved quantity called the Einstein

tensor

Gµν = Rµν −
1

2
Rgµν , (1.12)

where by covariantly conserved we mean that ∇µG
µ

ν = 0. These traces of the

Riemann tensor contain only part of the information about the curvature of space-

time in greater than three dimensions. The remaining content is contained in the

trace-free part of the Riemann tensor called the Weyl tensor.

1.1.2 The Dynamics of Space-Time

We can now describe how space-time is dynamically influenced by matter, according

to GR. The master equations are the Einstein equations, covariantly written as

Gµν + Λgµν = 8πGTµν , (1.13)
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where Λ is an arbitrary cosmological constant, G is Newton’s gravitational constant

and Tµν is the energy-momentum tensor describing a given matter source. The left-

hand side of equation (1.13) contains second-derivatives of the metric, and in particu-

lar second time-derivatives, while the right-hand side describes some matter distribu-

tion. So (1.13) contains equations of motion for the metric, gµν , under the influence

of matter, Tµν , as advertised. However, equation (1.13) also contains constraint equa-

tions that need to be enforced. In addition, there is a gauge redundancy that needs

to be accounted for in order to eliminate gauge artifacts. One way to deal with this is

to impose further gauge-fixing conditions, as is often done in electromagnetism. Fi-

nally, from the fact that the Einstein tensor is covariantly conserved, equation (1.13)

implies that the energy-momentum tensor is also covariantly conserved, yielding four

additional constraints on the system’s dynamics

∇µT
µ

ν = 0. (1.14)

Together the dynamical equations contained in (1.13), the constraints contained in

(1.13) and (1.14), and any gauge-fixing conditions along with initial conditions de-

termine the dynamical behavior of the metric components. In general this leads to a

non-linear system of coupled partial differential equations, which can be difficult to

solve. But, as we will see, in many situations there are simplifying assumptions that

make life a bit easier.

1.1.3 The Action Principle

It should be mentioned in passing that the Einstein equations (1.13) and conservation

equations (1.14) can be derived from an action principle. The gravitational action is

given by

Sgrav [gµν ] =
1

16πG

∫

d4x
√−g [R− 2Λ] , (1.15)

where g is the determinant of gµν , R is the Ricci scalar (1.11), Λ is the cosmological

constant appearing in (1.13), and the metric signature is (−,+,+,+). Varying this
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action with respect to the metric gµν yields a term proportional to the the left-hand

side of (1.13) plus a total derivative. The action for matter in curved space-time can

be written generically as

Smatter [gµν , (matter fields)] =

∫

d4x
√−gLmatter. (1.16)

Note that the matter action is a functional of both matter fields and the metric gµν ,

and so must be varied with respect to both. Requiring the variation with respect to

matter fields to vanish yields their equations of motion. Variation with respect to the

metric gµν yields a definition of the energy-momentum tensor

Tµν = − 2√−g
δ
√−gLmatter

δgµν
. (1.17)

The total action, of course, is just

Stot [gµν , (matter fields)] = Sgrav [gµν ] + Smatter [gµν , (matter fields)] . (1.18)

By requiring the variation of the total action to vanish (and neglecting boundary

terms) one obtains the Einstein equations.

1.2 The FRW Universe

1.2.1 The FRW Metric

Now we begin discussing cosmology as a special case of GR. Cosmology is concerned

with the evolution of the universe, or space-time, as a whole. As such, it is con-

cerned with physics on length scales much larger than galaxies or even galaxy clus-

ters. On these scales (& 100 Mpc), observations indicate that the universe is very

approximately homogeneous and isotropic. That is, on large scales the universe looks

approximately the same in every direction (isotropy), and would look approximately

the same from any vantage point (homogeneity). Such a space-time can be modeled

by the Friedmann-Robertson-Walker (FRW) metric

ds2 = −dt2 + a2(t)

(

dr2

1 −Kr2
+ r2dθ2 + r2 sin2 θdφ2

)

, (1.19)
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where t is the cosmic time coordinate, (r, φ, θ) are the comoving spherical-polar

spatial coordinates, and K is a constant which may be positive, negative, or zero.

Also note that we are working in natural units where the speed of light is set to c = 1.

The spatial sections in this space-time have constant Gaussian curvature proportional

to K. These spatial sections are conformally re-scaled from one moment to the next

by the scale-factor a(t) (i.e., they retain their characteristic Gaussian curvature).

It is sometimes convenient to work in so-called conformal time coordinates instead

of cosmic time coordinates. The conformal time coordinate η is defined by the relation

dη =
dt

a(t)
. (1.20)

In these coordinates the FRW metric (1.19) becomes

ds2 = a2(η)

[

−dη2 +

(

dr2

1 −Kr2
+ r2dθ2 + r2 sin2 θdφ2

)]

. (1.21)

which is related to the flat Minkowski metric by a conformal transformation (this is

obvious in the case when K = 0, but it also holds in the case when K 6= 0).

1.2.2 Kinematics in an FRW Universe

As mentioned in passing above, the spatial coordinates in (1.19) and (1.21) are comov-

ing coordinates. This means that the coordinates scale with the conformal rescaling

of the universe. To illustrate this, imagine a coordinate-mesh on a spatial section with

two or more observers (represented as test particles) located at various intersections

of the mesh, as shown in Fig. 1.1. If the scale-factor is increasing in time, then at a

later time this spatial section will have expanded by an amount given by the scale-

factor. As space expands, the observers move further away from each other (shown

in the lower part of Fig. 1.1). In comoving coordinates, the coordinate-position of

the observers remains the same for all time, and therefore the coordinate-distance

between them also remains constant. Alternatively one may choose to work in phys-

ical coordinates, which do not expand or contract with space, but remain fixed. As
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a(
t)

 =
 1

a(
t)

 =
 2

(A) (B)

Figure 1.1: Illustration of comoving vs. physical spatial coordinates. Shown are four comoving

test particles, at two different times. In (A) comoving coordinates are used, while in (B) the same

situation is shown in physical coordinates.

a result, in these coordinates comoving observers change their coordinate-position as

time evolves, as shown in Fig. 1.1B. The two coordinate choices are equally valid

descriptions of the same physical situation, and in fact are complementary to one

another in comoving coordinates, the coordinate system expands with space, and so

comoving observers remain at rest with respect to it; in physical coordinates the co-

ordinate system remains at rest, and so comoving observers move with respect to it.

Comoving coordinates are often the more convenient choice, but as we will see there

will be times when results are more easily interpreted in physical coordinates.

From the above illustration it is clear that we should be able to relate a comoving

distance, xco, to a physical distance, dphys, with a simple rescaling by the scale-factor

dphys(t) = a(t) xco. (1.22)

However, we have not yet said how to measure these distances. In special relativity

we could have defined proper distances as measured by rods in the rest frame of some

inertial observer. But this relies on the observer’s notion of simultaneity. In GR, this
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η

x

∆ηemit

∆ηobs

sourceobserver

Figure 1.2: Conformal space-time diagram of two light signals emitted from a comoving source and

received by a comoving observer. The conformal time between the emitted and received wavefronts

is the same (shown here), but the physical (cosmic) time between the fronts is not.

becomes problematic, since two observers in the “same” frame can disagree about

how to define time globally. Instead, we define proper distance between an observer

at r = 0 and a source at r = r0, at some time t, as the distance that freely propagating

light would have had to travel from the source in order to reach the observer at time
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t. In comoving coordinates this is easily shown to be

χ(r, t) =

∫ 0

r

dr′√
1 −Kr′2

=

∫ t

t0

dt′

a(t′)
. (1.23)

where t0 is the time of emission at the source and we have made use of the fact that

ds2 = 0 for light. In physical coordinates the proper distance is expressed as

dp(r, t) = a(t)χ(r, t). (1.24)

Note that for K = 1, 0,−1, we can integrate (1.23) to give

χ(r) =



















sin−1 r, K = +1

r, K = 0

sinh−1 r, K = −1

(1.25)

This can also be inverted

r(χ) =



















sinχ, K = +1

χ, K = 0

sinhχ, K = −1

(1.26)

The above relations seem to indicate that to measure distances, we need two things:

the relevant portion of the expansion history of the universe, and the time of emission

at the source. The trouble is that we never have an independent handle on the time

that a particular light signal was emitted from its source. So we need some other

handle.

Luckily, as the universe expands, the wavelength of light is stretched and becomes

red shifted. One way to see this is to consider two pulses of light emitted sequentially

from a source. Here we will assume a flat FRW universe (K = 0) for the sake

of illustration, but the result is general. In conformal time coordinates the space-

time diagram of this situation can be drawn as in Fig. 1.2. In these conformal-time

coordinates light propagates at 45 deg as they would in Minkowski space-time. The



1.2 The FRW Universe 10

time delay between the light signals emitted at the source is therefore the same as the

time delay between the signals received at the observer’s end, in conformal time (i.e.,

∆ηemit = ∆ηobs = ∆η). This implies (through (1.20)) that in cosmic time coordinates,

∆ temit = a(temit)∆η and ∆ tobs = a(tobs)∆η. Therefore we find that

λobs

λemit
=

∆ tobs

∆ temit
=

a(tobs)

a(temit)
. (1.27)

Astronomers define redshift as

z =
λobs − λemit

λemit

. (1.28)

Equations (1.27) and (1.28) then yield an important relation between redshift and

scale-factor
a(tobs)

a(temit)
= 1 + z. (1.29)

We can use this to express comoving distance (1.23) in terms of redshift

χ(z) =

∫ t

t0

dt′

da

da

a(t′)

=

∫ z

0

dz′

H(z′)
, (1.30)

where we have introduced the Hubble parameter, H(t) = ȧ(t)
a(t)

. From (1.26) we then

have

r(z) =



















sinχ(z), K = +1

χ(z), K = 0

sinhχ(z), K = −1

(1.31)

We have just seen that redshift is roughly linearly proportional to how much the

universe has expanded since the light signal was emitted. So if we know the expansion

history of the universe, and if we can measure redshift accurately, we can use this to

determine distances of interest.

When observing objects in the sky, we can basically only measure three things:

spectra (from which we obtain redshift), brightness, and angular diameter. We have

already mentioned how redshift can be related to proper distance. Now let us consider
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source

observer

r(z)

L
F

Figure 1.3: Illustration of luminosity distance.

how we might use an object’s brightness and angular size to measure distances. The

flux, F , of an object in the sky is can be shown to be

F =
L

4πr2(z)(1 + z)2
, (1.32)

where L is the luminosity of the source. The factor of (1 + z) enters twice in the

denominator because in addition to the red shifting occurring due to the expansion,

the energy of each individual photon also decreases as E ∝ a−1 ∝ (1+z)−1. Matching

this to the usual 1/r2 law defines an effective distance called the luminosity distance

dL(z) ≡
√

L

4πF
= r(z)(1 + z) (1.33)

The apparent size of an object, in physical coordinates, is given by

lphys = a(temit)lco

=
θ r(z)

1 + z
, (1.34)

where θ is the subtended angle of the object along the line of sight. Matching this to

the Euclidean formula for a small subtended angle defines an effective distance called

the angular diameter distance

dA(z) ≡ lco
θ

=
r(z)

1 + z
. (1.35)
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θ

r(z)

lco

observer source

Figure 1.4: Illustration of angular diameter distance.

Note that if we know the comoving size of an object and we know our comoving

distance to it, then the observed subtended angle gives us a way to test how close space

is to being Euclidean (i.e., K = 0). Whether luminosity or angular diameter distance

is more useful depends on the context. Galaxies and supernovae, for example, have

poorly defined edges, making luminosity distance a more useful notion. The peaks of

the CMB, on the other hand, can be related to angular diameter sizes, making the

angular diameter distance a more useful notion. Both measures of distance, however,

depend on the function r(z), which we saw from equations (1.31) and (1.30) depends

on H(z). Therefore measures of distance in the universe are degenerate with the

expansion history H(z).

1.2.3 Dynamics of an FRW Universe

So far all of the results we have seen have been purely kinematical, relying only on

the FRW metric, but not on the dynamical solutions for the scale-factor. In that

sense, nothing in the previous section made any assumptions about how the metric of

space-time is dynamically coupled to matter. We now turn to the task of examining

the dynamical solutions of the scale-factor, according to GR.

Using the metric (1.19) and the results from Section 1.1 we can derive the left-
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hand side of the Einstein equations (1.13) in an FRW universe. For consistency,

matter in an FRW universe must also be homogeneously and isotropically distributed.

Otherwise, inhomogeneity and anisotropy in the metric would be sourced from matter

through the Einstein equations. An homogeneous and isotropic matter source, in the

above comoving coordinates, has an energy-momentum tensor that resembles a perfect

fluid

T µ
ν = diag(−ρ, p, p, p) (1.36)

where ρ is the energy density and p is the pressure of the fluid. With this ansatz for

the matter content the Einstein equations give
(

ȧ

a

)2

=
8πG

3
ρ− K

a2
+

Λ

3
(1.37)

ä

a
= −4πG

3
(ρ+ 3 p) +

Λ

3
(1.38)

ρ̇ = −3
ȧ

a
(ρ+ p) . (1.39)

Only two of these three equations are independent. But the system describes three

time-dependent variables a(t), ρ(t), and p(t). So to close the system, we need a third

independent equation, which is usually taken to be a relationship between the energy

density and pressure called an equation of state. In cosmology often sufficient to

assume that the equation of state takes the simple form

p(t) = wρ(t), (1.40)

where w is a constant. This is a reasonable assumption, since ordinary matter obeys

this equation of state, at least on the scales that are of interest in cosmology. From

statistical mechanics we know that a distribution of non-relativistic particles (i.e.,

whose mean velocity is much smaller than the speed of light) has negligible pressure,

whereas a distribution of relativistic particles (i.e., whose mean velocity is comparable

to the speed of light) has a pressure which is 1/3 the energy density. This gives

w =







0, matter

1/3 radiation
(1.41)
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Cosmologists generically call any distribution of non-relativistic particles, “dust” or

sometimes simply “matter”; any distribution of relativistic particles is called “radia-

tion”, regardless of the actual particle content.

Integrating equation (1.39) we find how energy density scales for a fluid with

constant equation of state (i.e., w constant)

ρ(a) =

(

a

a0

)−3(1+w)

, (1.42)

where a0 is the scale-factor at some initial time. It is sometimes convenient to rewrite

(1.37) as

H2 =
8πG

3
(ρM + ρR + ρK + ρΛ) (1.43)

where have simply defined

ρK = − 3

8πG

K

a2
, (1.44)

ρΛ =
Λ

8πG
, (1.45)

Comparison with (1.42) shows that spatial curvature behaves as a fluid with equation

of state w = −1/3, and the cosmological constant term behaves as a fluid with

equation of state w = −1. From the scaling behavior of the energy density of these

various components (matter, radiation, curvature, and a cosmological constant) we

expect radiation to be the dominant contribution to the total energy density at very

early times, followed by a periods of matter domination, curvature domination, and

finally cosmological constant domination.

Using the above solution for the energy density in equation (1.37), we can solve for

the scale-factor as a function of time. In the case of a spatially flat universe (K = 0)

with no cosmological constant (Λ = 0) this becomes

a(t) = a0 (t− t0)
2/3(1+w) (1.46)

where t0 is the initial time corresponding to when a0 is fixed. When spatial curvature

or a cosmological constant is included, solutions may be found numerically.
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We can recast the Friedmann equation (1.37) in terms of dimensionless quantities

as follows. Define a critical energy density at a given time by

ρcrit(t) =
3H2(t)

8πG
. (1.47)

This is the energy density required, for a given value of the Hubble parameter, in

order for the universe to be spatially flat (in the absence of a cosmological constant).

Next define the density parameter for a species X by

ΩX(t) =
ρX(t)

ρcrit
. (1.48)

Treating the spatial curvature and cosmological constant as fluid components, as in

(1.43), the Friedmann equation can then be written in terms of ΩX ’s as the simple

rule

Ωtot = ΩM + ΩR + ΩK + ΩΛ = 1. (1.49)

It is also useful to write the Hubble parameter in terms of redshift and the density

parameters today

H(z) = H0

√

ΩM,0(1 + z)3 + ΩR,0(1 + z)4 + ΩK,0(1 + z)2 + ΩΛ,0. (1.50)

So if we know the expansion rate and energy density budget of the universe today, we

simply integrate this expression to reconstruct the expansion history of the universe,

as a function of redshift. Once we have the expansion history as a function of redshift,

we can determine distances to, and age of, various objects of interest.

Once we determine H(z), we can calculate the age of the universe by

t0 =

∫ a0

0

da

aH

=

∫ z

0

dz

H0(1 + z)
√

ΩM,0(1 + z)3 + ΩR,0(1 + z)4 + ΩK,0(1 + z)2 + ΩΛ,0

.(1.51)

Using the best fit cosmological parameters yields an age of the universe of 13.75± 15

billion years. Now that we have laid out some basic features of an FRW universe, let

us see what observations tell us about the kind of universe that we seem to inhabit.
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1.3 The Hot Big Bang Cosmology

Making use of the FRW metric, the model of the universe that has emerged in the

last century as the most successful, and which still forms the core of our understand-

ing of the cosmos today, is the Hot Big Bang (HBB) Cosmology. There are three

main observations in support of the HBB: the expansion of the universe according to

Hubble’s law, the primordial abundance of light elements, and the cosmic microwave

background radiation.

1.3.1 Hubble’s Law

We saw above that as light travels across the universe, its wavelength stretches when

universe is expanding and is squeezed when the universe is contracting. In the 1920’s,

Edwin Hubble began noticing that almost all of the galaxies he observed were red

shifted. Moreover, he noticed that distance and redshift were roughly linearly corre-

lated, indicating that the further away a source was, the faster its recessional velocity.

This relationship is known as Hubble’s law. The fact that nearly all galaxies are mov-

ing away from us provides powerful evidence that the universe is expanding. To first

order in redshift, Hubble’s law is expressed as

H0 dL = z (1.52)

where H0 is the expansion rate of the universe today, dL is the luminosity distance

as defined above, and z is redshift. This says that luminosity distance is linearly

proportional to redshift, where the proportionality constant is just the expansion

rate of the universe.

The discovery that the universe is expanding rather than static fueled the search

for models of an expanding universe and eventually gave credibility to the FRW

universe, described above. Today the Hubble law is measured out to about a redshift

of 1, providing conclusive evidence that the universe is expanding. Figure 1.5 shows

the Hubble diagram for various sources out to a redshift of about 1, compiled by
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Figure 1.5: Plot of log distance in Mpc vs. log redshift from the final results of the HST Key

Project [1]. The solid line is for H0 = 72 kms−1 Mpc−1, with the dashed lines representing ±10%.

the Hubble Space Telescope Key Project whose determined value for H0 was 72 ±
8 km s−1 Mpc−1 [1]. Since this is such an important parameter in cosmology, efforts

to reduce the uncertainties are always on-going. Recently H0 has been pinned down

to 74.2 ± 3.6 km s−1 Mpc−1 [2].

1.3.2 Big Bang Nucleosynthesis

The fact that the universe is expanding today implies that it was much smaller in

the distant past. Furthermore, when the universe was smaller than it is today, its

temperature was also higher. By extrapolating this backwards, eventually we get

to a time when the universe was so hot that nuclei would have undergone fusion.

Going still further backwards in time, the universe would have been too hot even for

fusion to occur (any nuclei produced would immediately be dissociated by energetic

collisions). This leaves a window of time in which fusion would have occurred after

the Hot Big Bang. Since the rate at which the universe cools is connected to the

rate at which it expands, careful predictions can be made for abundances of the light
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elements that would have been produced for a given expansion history. This gives a

prediction from the Hot Big Bang Cosmology, according to which fusion would only

be able to occur during a radiation-dominated epoch of the universe, about 3 minutes

after the initial Big Bang.

Figure 1.6: Comparison of theoretical predictions (solid curves) of the primordial abundances of

light elements with allowed abundances from observations (boxed regions), from [3]. The vertical

bar shows the region in which agreement of all abundances is possible.

On the other hand, astronomers are able to estimate the abundance of light el-

ements in the universe by observing the spectra of stars. Since the nuclear physics

involved in the fusion of light elements in the interior of stars is well understood, and

we know roughly how long stars have been around for, one can estimate how much

of the total abundance of light elements could have been produced in stars. The

rest would have to have been produced primordially, that is, prior to star formation.

When we compare the estimated primordial abundances of light elements inferred

from observations with the predicted abundances from the Hot Big Bang, shown in
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Fig. 1.6, we find remarkable agreement [3]. Due to both the theoretical and exper-

imental uncertainties, it is generally accepted that an agreement within an order of

magnitude would be the best that one could hope for. Instead all of the abundances

of 4He, D, 3He, and 7Li overlap in a region by a factor of about 2.

1.3.3 The Cosmic Microwave Background

As the universe expanded and cooled, at some point atoms would form. As atoms

formed the universe would have become relatively neutral. Eventually photons would

decouple from the plasma and freely propagate for most of the rest of the history of

the universe. This light would propagate to us until today. In 1964 this radiation

background was discovered by Penzias and Wilson. Since then numerous experiments

and observations have been made of the CMB with growing precision. The analysis

of the CMB is a lengthy and technical topic, but the most important features that we

have discovered about the CMB is that it has a thermal distribution corresponding

to a temperature of 2.7 K, it is uniform over the entire sky to one part in 105, and its

angular power spectra have distinct peaks corresponding to the acoustic oscillations

of the baryon fluid at the time of decoupling. Figure 1.7 shows the (temperature-

temperature) angular power spectrum as measured by different experiments, taken

from the the WMAP 7-year results [4].

1.4 Concordance and ΛCDM Cosmology

Combining the above cosmological observations as well as observations of galaxy

distributions and high redshift Type Ia supernovae has led to remarkable consistency.

This consistency, or concordance, is despite the fact that the observations probe very

different physics. In addition, what emerges from this concordance is a new and

surprising picture of the universe that is nearly flat (Ω ≃ 1 or equivalently ΩK ≃ 0)

and vacuum-dominated, that is, accelerating. In particular, it appears that matter
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Figure 1.7: Combined angular power spectrum from WMAP 7-year results [4].

and radiation only makes up about 30% of the energy density budget of the universe.

The rest is made up of something behaving like a cosmological constant with equation

of state w ≃ −1, often called dark energy. Figure 1.8 shows the preferred regions of
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Figure 1.8: Confidence levels for combined data sets, from [5].

ΩM −ΩΛ parameter space from CMB observations, Type Ia Supernovae, and baryon
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acoustic oscillations (BAO) observed in the distribution of galaxies. Clearly ΩΛ = 0

is disfavored by these data. The resulting model of the universe is called the ΛCDM

model, comprised of roughly 5% ordinary matter and radiation, 23% cold dark matter,

and 72% dark energy.



Chapter 2

Reheating the Post-Inflationary

Universe

As successful as the HBB cosmology is, it does not provide answers to some very

important questions about the early universe. In particular the HBB cosmology

seems to require fine-tuning of initial conditions across causally separated regions of

space-time. Remarkably, many of these fine-tunings can be explained at once with a

simple mechanism called inflation. In order for inflation to be a successful addition

to the HBB, as a minimal requirement it has to smoothly transition to a hot early

universe in time for BBN to occur. This transitional period is know as reheating. In

this chapter I will first discuss how the idea of inflation solves various problems in the

HBB cosmology, using slow-roll inflation as the canonical example. Then I will turn

to the theory of reheating.
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2.1 Three Shortcomings

2.1.1 The Horizon Problem

The early universe was extremely uniform, as indicated by the fact that the temper-

ature fluctuations in the CMB are on the order ∼ 10−5. Since the CMB is essentially

a snapshot of the radiation distribution in the early universe, this suggests that the

entire observable universe had enough time to thermalize between the time of the big

bang (t = 0) and the release of the CMB (t ≃ 400, 000years). This would only be

possible if every portion of the sky that we observe today could have been in causal

contact with every other portion of the sky we observe. So we can ask, how many

causally disconnected patches of sky do we observe today? If the answer is none, that

every patch is causally connected to every other patch, then the uniformity of the

CMB would come as no surprise.

One way of estimating the number of causally disconnected patches is in terms

of entropy density of the universe. The entropy density of the universe today is

s0 ≈ 6×104cm−3, while the Hubble radius of the observable universe today is H−1
0 ≈

9×1027h−1cm, yielding the entropy within the current observable universe S0 ≃ 1088.

Using similar values at decoupling yields the entropy within a Hubble volume at that

time to be Sdec ≃ 1083.

This corresponds to ∼ 105 causally disconnected patches of sky that we observe

today! None of these patches had time for light to travel to its nearest neighbor

before today, much less to thermalize the entire sky. And yet when we compare the

temperature in all of those different regions, they all agree to one part in 10 million.

The universe therefore shows remarkable isotropy over regions that were never in

causal contact with one another, but the HBB cosmology offers no explanation why.
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Figure 2.1: Conformal diagram of our horizon today compared with the horizon size at decoupling,

when the CMB formed. The diagram is not to scale, but it illustrates that our current horizon

contains many patches that had not been in causal contact before the time of decoupling.

2.1.2 The Flatness Problem

The universe today is extremely flat, but the HBB cosmology cannot explain why.

This is called the flatness problem. Recall that the Friedmann equation can be written

as

|Ω − 1| =
|K|
a2H2

. (2.1)

Differentiating this with respect to the scale factor, and using the equation of motion

for a fluid with constant equation of state gives the differential equation

dΩ

d ln a
= Ω(Ω − 1)(1 + 3w). (2.2)

Typical solutions for w > −1/3 are shown in Fig. 2.2, indicating that the flat FRW

universe (Ω = 1) is a repellor solution. Since the universe today is close to flat

Ω(a0) ∼ 1, it must have been even closer to flat in the past. In quantitative terms
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Figure 2.2: Plot of typical solutions of (2.2) for w = 0. So long as w > −1/3 the Ω = 1 solution is

a repellor. Shown are solutions whose initial values for |Ω − 1| are 10−2, 10−6, and 10−10.

this requires

|Ω(aBBN) − 1| ≤ O(10−16)

|Ω(aGUT) − 1| ≤ O(10−55)

|Ω(aPl) − 1| ≤ O(10−61).

The energy density at the Planck epoch must be tuned to a value 60 orders of mag-

nitude smaller than its naturally expected value in order to explain why it is so small

today.

Another way to say this is that the natural time scale for curvature to dominate

the energy density of the universe is on the order of the Planck time tPl ∼ 10−43 sec.
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But the age of the universe is on the order of 1060 tPl and it has not yet recollapsed or

become curvature-dominated. The HBB cosmology does not tell us why that should

be.

2.1.3 The Origin of Structure Problem

By now it is widely accepted that the formation of large-scale structure resulted

from gravitational collapse of matter density fluctuations present in the very early

universe. The evolution and growth of these density fluctuations is well understood

in the regime where they are taken to source small metric perturbations on an FRW

background. What is less understood is how such perturbations were produced in the

first place. It has been shown [6] that they could not have formed spontaneously in

an expanding universe through gravitational collapse alone. That means they were

either produced by some physical mechanism very early on or were part of the initial

conditions of the universe.

Unfortunately, the HBB cosmology does not provide any mechanism for generat-

ing super-horizon fluctuations. In fact, in the HBB cosmology, the horizon is always

growing. As it grows radially away from us, comoving Fourier modes (with a char-

acteristic comoving wavelength) are always entering our visible universe. Since the

horizon (by definition) is moving at the speed of light, it would appear that there

is no causal way to generate Fourier modes inside the horizon and then push them

out to super-horizon scales. So in the HBB cosmology, these super-horizon density

fluctuations must be taken as initial conditions of the universe.

2.2 Solving the Horizon and Flatness Problems

In the last section we saw that two of the problems of the HBB are that it has no way

to explain why the universe today is so unnaturally flat (the flatness problem) and why

the early universe as indicated by the CMB was so unnaturally uniform (the horizon
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problem). In addition to these problems, many extensions to the standard model of

particle physics would require the universe to pass through various phase transitions

as it cooled. If so, then those phase transitions should have left defects behind, such as

magnetic monopoles. Calculations have shown that the typical abundances of these

relics would quickly cause the universe to recollapse [7–10]. This is often called the

problem of unwanted relics [11].

In the early 1980’s the inflationary universe scenario was proposed [10, 12, 13]

and subsequently developed [14–18] as a way to simultaneously solve all three of

these problems in one fell swoop. The basic idea was that in the universe expanded

at an exponentially fast rate for a sufficiently long time, the universe would become

flat, uniform, and diluted of any heavy relics.

To see this, suppose that the universe is being driven by a matter source that

temporarily mimics a cosmological constant. In this case the Friedmann equations in

cosmic-time coordinates are

H2 =
ρΛ

3M2
Pl

(2.3)

ä

a
=

ρΛ

3M2
Pl

(2.4)

ρ̇Λ = 0. (2.5)

The first and last equations together tell us that H = const, which implies

a(t) = a0e
Ht (2.6)

for some initial condition a0 = a(t0) set at time t0. Recalling that

ΩK(t) =
K

a2(t)H2(t)
(2.7)

shows that ΩK decays exponentially when H = const, a ∝ eHt. In particular, com-

paring the curvature density at the beginning and end of such a period of expansion,

we see that

ΩK(tend) = ΩK(tinit)e
−H∆t, (2.8)
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where ∆t = tend − tinit. In order to solve the flatness problem, we need ΩK(tend) ∼
10−62, requiring also that tend is prior to BBN. So for ΩK(tinit) ∼ 1, we require

N ≡ H∆t ∼ 60. (2.9)

With this amount of expansion, the universe can be driven close enough to flat to

survive until today.

The other problem that inflation is supposed to solve is the horizon problem.

During accelerated expansion, the horizon shrinks rather than grows. It turns out

that with N ∼ 60 this stretches a single, uniform, causally connected patch to the

size of our current horizon. This solves the horizon problem. Furthermore it can also

be shown that this number of e-folds also solves the monopole problem for GUT’s.

It should be said that there are other features about our universe that the HBB

cosmology does not explain. Most notably these are the nature of dark matter, the

nature dark energy, and the baryon asymmetry of the universe. Inflation by itself

does not solve any of these.

2.3 Slow-Roll Inflation

Here we will review what is now taken to be the canonical example of inflation models,

namely slow-roll inflation (for a comprehensive survey of inflationary models see [19]).

We have seen that a matter source that temporarily mimics a cosmological con-

stant would cause the universe to expand exponentially and could solve the flatness

and horizon problems. The simplest type of matter that could behave in this way is

a real scalar field. The action for a canonical real scalar field can be written

Sφ = −
∫

d4x
√−g

[

1

2
gµν∂µφ∂νφ+ V (φ)

]

, (2.10)

where V (φ) is some undetermined potential. Taking the variation of this action and

requiring it to vanish yields its equation of motion. But without even examining the
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equation of motion, we can already learn a lot from the energy-momentum tensor

(1.17). For the real scalar field this is

Tµν = ∂µφ∂νφ− gµν

[

1

2
gρσ∂ρφ∂σφ+ V (φ)

]

. (2.11)

If we want to consider the scalar field in an FRW universe, then for consistency

it must be spatially homogeneous and isotropic. As a result the field can have only

time-dependence, and in particular its spatial gradients vanish. The resulting energy-

momentum tensor is diagonal in a comoving frame, and we can define its components

in direct analogy with a perfect fluid. In cosmic-time coordinates (1.19), using (1.36)

these are

ρφ =
1

2
φ̇2 + V (φ) (2.12)

pφ =
1

2
φ̇2 − V (φ). (2.13)

Recalling that we assumed the equation of state to take the form p = wρ, the equation

of state for the scalar field is

wφ =
1
2
φ̇2 − V (φ)

1
2
φ̇2 + V (φ)

. (2.14)

In Chapter 1 we assumed the equation of state parameter w to be constant. Here

wφ is not constant, but we can still use the results of Chapter 1 in regimes when

wφ is approximately constant. Notice that wφ depends on the potential, which we

have not yet specified. This already suggests that we can construct a wide variety of

models with a wide variety of behavior just by selecting different potentials. More

importantly, notice that when the scalar field is dominated by kinetic energy (φ̇2 ≫
V (φ)) the equation of state is wφ ≈ 1, while when it is potential-dominated (V (φ) ≫
φ̇2) the equation of state is wφ ≈ −1. Recall that for a constant equation of state,

the energy density scales as a−3(1+w). This tells us that in a kinetic-dominated phase,

the energy density of a scalar field decreases as a−6, faster than radiation (a−4) or

dust (a−3). In a potential-dominated phase the energy density remains constant,

mimicking a cosmological constant.
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The simplest way for a scalar field to become potential-dominated is if it has no

kinetic energy at all. For example if the field becomes trapped in a local minimum

of its potential, and if that potential is lifted above the zero point, then the scalar

field will act as a cosmological constant during this trapped phase. Eventually, due

to quantum mechanical fluctuations the field will tunnel to its stable vacuum. An-

other way in which a scalar field can become potential-dominated is by slowly rolling

down its potential. This mechanism is the basis of a class of models called “slow-

roll” inflation. These models are perhaps the simplest models of inflation, and more

importantly for our purposes, they illustrate all of the key elements that one would

care about in the context of cosmology. Let us now look at these models.

We consider a real scalar field, whose action is given by (2.10), in an FRW universe.

In anticipation of the fact that this scalar field will drive inflation and solve the

flatness problem, we neglect spatial curvature from the beginning (K = 0). Similarly

in anticipation of the fact that inflation will exponentially dilute radiation and matter,

ρM ∼ exp (−3Ht) and ρR ∼ exp (−4Ht) respectively, we will neglect them from the

beginning as well. Finally for simplicity we assume a vanishing cosmological constant

(Λ = 0). With these assumptions, in cosmic-time coordinates the Friedmann and

acceleration equations (1.37) and (1.38) become

H2 =
1

3M2
Pl

(

1

2
φ̇2 + V (φ)

)

(2.15)

ä

a
= − 1

3M2
Pl

(

φ̇2 − 2V (φ)
)

, (2.16)

while the equation of motion for the spatially uniform scalar field in these coordinates

is

φ̈+ 3Hφ̇ =
∂V

∂φ
. (2.17)

We notice from the acceleration equation (2.16) that ä/a > 0 when V (φ) ≫ φ̇2. For

self consistency we should also ensure that φ̇ remains small. From (2.15), this requires

φ̈ ≪ 3Hφ̇. These so-called slow-roll conditions are sufficient to drive inflation (but
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they are not necessary). When these conditions hold, we may approximate equations

(2.15)-(2.17) by

H2 ≃ V (φ)

3M2
Pl

(2.18)

ä

a
≃ V (φ)

3M2
Pl

(2.19)

3Hφ̇ ≃ ∂V

∂φ
. (2.20)

In this regime V (φ) can be treated as roughly constant, as can be seen by a quick

consistency check. From (2.18) and (2.19) we find that Ḣ ≃ 0, which implies that

H ≃ const, which from (2.18) again implies that V (φ) ≃ const, as stated. Therefore

we can use an adiabatic approximation to give

a(t) ∝ exp

[
∫ t

H(t′)dt′
]

. (2.21)

Instead of N = H∆t as above in the case when H was a true constant, we now define

the number of e-foldings as

N ≡
∫ t

H(t′)dt′. (2.22)

Using the Friedmann equations in the slow-roll approximation, this can be rewritten

as

N ≃ 1

M2
Pl

∫

V (φ)

V ′(φ)
dφ (2.23)

so that for a given potential, one can immediately determine how many e-folds in-

flation will last for. In order to ensure that the flatness and horizon problems are

solved, any potential with N > 60 will do.

It is often useful to re-write the above expressions in terms of different variables.

For monotonic field values φ(t), we can use φ to parameterize time

t −→ φ (2.24)

H(t) −→ H(φ) (2.25)
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Then the Friedmann equations can be rewritten as

H ′(φ) = − 2

M2
Pl

φ̇ (2.26)

H2(φ)

[

1 − 1

3
ǫ(φ)

]

=
1

3M2
Pl

V (φ) (2.27)

ä

a
= H2(φ) [1 − ǫ(φ)] (2.28)

where we have defined the slow-roll parameter

ǫ(φ) ≡ 2M2
Pl

(

H ′(φ)

H(φ)

)2

. (2.29)

The equation of state in these variables is

p = ρ

(

2

3
ǫ(φ) − 1

)

. (2.30)

Acceleration occurs when w < −1/3, which corresponds to ǫ < 1. As ǫ→ 0, w → −1,

mimicking a cosmological constant. It should be emphasized that these equations are

exact, that is, we have not yet made use of the slow-roll approximation. The slow-roll

limit is characterized by

H(φ) ≃
√

V (φ)

3M2
Pl

≃ constant (2.31)

ǫ ≃ M2
Pl

2

(

V ′(φ)

V (φ)

)2

≪ 1. (2.32)

Note that we can use this expression for ǫ (valid in the slow-roll approximation) to

re-express the number of e-foldings as

N ≃ 1

MPl

√
2

∫

dφ
√

ǫ(φ)
. (2.33)

From this we see that when the slow-roll conditions are satisfied over sufficiently large

field values (i.e., ǫ ≪ 1) inflation lasts for a large number of e-folds (N ≫ 1). Again,

any potential that gives rise to N > 60 e-folds of inflation is sufficient to solve the

horizon and flatness problems.
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2.4 The Origin of Structure

If inflation only solved the flatness and horizon problems, it would be interesting, but

it is possible that it never would have become as widely embraced as it has. Infinitely

many potentials can be cooked up to give sufficient inflation to solve the flatness and

horizon problems. But very soon after the first models of inflation were proposed it

was realized [20–22] that inflation could also provide a mechanism for generating the

seeds of structure, thereby solving the origin of structure problem, for free.

According to quantum mechanics, all fields including the inflaton field experi-

ence quantum fluctuations. Decomposing these fluctuations of the scalar field φ into

Fourier modes, δφk, with comoving wavenumber k, we can solve their equations of

motion and follow their behavior. The behavior of the modes depends on the charac-

teristic length in the problem, which is the horizon scale ∼ H−1. The characteristic

length scale of a given comoving mode is its corresponding physical wavelength ∼ a/k

(k/a being its corresponding physical wavenumber). Comparing these two scales,

modes far inside the horizon (k ≫ aH) do not feel the curvature of space-time, and

so behave as they would for a scalar field in Minkowski space-time. Due to the ex-

ponential expansion, however, modes are rapidly stretched to super-horizon scales,

since lphys ∼ a/k ∼ eHt. Once modes become super-horizon sized, they freeze in as

classical perturbations. This is to be expected since the horizon sets a limit to the

events that can be in causal contact. So as each mode exits the horizon, we should

expect it to decouple from microphysical effects. Quantum mechanically what has

happened is that the super-horizon modes have acquired stable non-zero occupation

numbers. This corresponds to the modes forming a kind of condensate, which is just

to say, a classical state. This effect is the result having a quantum field φ in a de

Sitter-like space-time. What started inside the horizon as quantum fluctuations have

ended up outside the horizon as classical fields. This important result is what enables

inflation to seed structure formation.

Subsequent analysis showed [23–27] that primordial fluctuations produced during
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inflation would result in a scale-invariant power spectrum, predicted by Harrison [6]

and Zeldovich [28]. In particular, the power spectrum is found to be

Pφ(k) =

(

H

2π

)2
∣

∣

∣

∣

∣

k=aH

, (2.34)

where, for a given k, H is to be evaluated at the horizon crossing k = aH . The power

spectrum tells us how distributed the cross-correlation of modes is in k-space. The

important feature here is that the right-hand side has no k-dependence, indicating a

scale-invariant power spectrum. This is often said to be the most important prediction

of inflation.

These fluctuations of the scalar field then become imprinted as metric perturba-

tions. It is this metric, or curvature perturbation which then influences how matter

density or temperature fluctuations evolve. In terms of the slow-roll parameters the

curvature perturbation power spectrum is found to be

PR(k) =
1

24π2

V

ǫ

∣

∣

∣

∣

k=aH

. (2.35)

Therefore, for a given model of inflation it is straight forward to compute ǫ, which

immediately yields the primordial curvature power spectrum for that model.

There are other useful quantities to define and calculate such as the the spectral

index, the power spectrum of tensor perturbations, the tensor spectral index, and the

scalar-to-tensor ratio. These are all important in order to relate the predictions of

a model of inflation to observable quantities. And just as for the curvature power

spectrum, these quantities can be related to the slow-roll parameters for slow-roll

inflation models so that once a potential is given, all of the observationally relevant

quantities can be easily calculated.

So far we have only discussed slow-roll inflation, with a single scalar field. There is

a wide variety of inflation model in the literature, but what they all have in common

is that they solve the horizon and flatness problems, that they give rise to a nearly

scale-invariant power spectrum of fluctuations, and finally that they gracefully merge

with the HBB cosmology. It is this merging that we will now turn our attention to.
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2.5 Perturbative Reheating

At first sight, the requirement of merging inflation with the HBB cosmology might

worry us. After all, because inflation dilutes away all sources of energy density, and

because T ∝ ρ
1/4
R , we can expect that the universe gets exponentially cooled during

inflation. That means that after 60 e-folds of inflation, the temperature of the universe

would be e60 (or about 1026) times cooler than it was when inflation began. Using

the naive estimate that inflation begins in the Planck era, where T ∼ 1019GeV, and

assuming that inflation lasts for exactly 60 e-folds (which is just long enough to solve

the horizon and flatness problems, but no longer), the temperature when inflation

ends would be T ∼ 100eV or about 105K. That may seem hot, but BBN requires

temperatures at least four orders of magnitude larger, at 1MeV. So even under the

most conservative assumptions, inflation over cools the universe by several orders of

magnitude. To merge with the HBB cosmology, and therefore reproduce the successes

of BBN, some mechanism needs to “reheat” the universe to at least 1MeV at the end

of inflation.

This re-population is typically achieved by the decay of the inflaton into ordinary

matter particles. The perturbative theory of this process is called reheating [14, 29,

30], which we now review. Here we will only consider coupling between the inflaton

field and another scalar field, but couplings to more general fields have also been

considered.

The equations of motion can then be written as

φ̈+ 3Hφ̇+ Γφ̇+
∂V

∂φ
= 0 (2.36)

ρ̇χ + 3Hρχ = Γρφ (2.37)

H2 =
8πG

3
(ρφ + ρχ) (2.38)

where we have added the Γ term by hand in order to model the decay of the inflaton

φ into the matter field χ. We can then use this equation to estimate the reheating

temperature, depending on the strength of the coupling. We calculate cross-sections
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Figure 2.3: Some possible decay channels of the inflaton into a scalar field χ or fermion field ψ.

for the various possible interactions in the usual way using perturbative techniques

from quantum field theory. Figure 2.3 shows some possible interactions that one

may consider as decay channels of the inflaton. The estimated temperature needs to

be high enough that BBN can still occur, but not so high that heavy relics are re-

introduced. It was noticed, however, that these equations admit a regime where the

decay of the inflaton into matter is not a perturbative one, but rather an explosive

process that is far from equilibrium. This process is called preheating, which we

discuss next.
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2.6 Preheating and Parametric Resonance

The theory of reheating was refined by the discovery [31–33] that in many models

the dynamics would proceed through a stage of parametric resonance, leading to

the extremely efficient decay of the inflaton into a far from equilibrium distribution

of matter. The understanding of this preliminary stage of reheating—preheating—

has since been developed by many authors [34–43]. We begin by reviewing the basic

results about preheating in a simple model with a direct coupling between the inflaton

and matter fields. For detailed methods and results regarding the physics of reheating

and preheating, we refer the reader to [42, 44].

For simplicity we assume inflation is driven by a single real scalar field φ, slow-

rolling down a quadratic effective potential, and coupled to a massive real scalar field

χ (representing matter fields) through a quartic interaction,

L = −1

2
(∂µφ)∂µφ− 1

2
(∂µχ)∂µχ− m2

φ

2
φ2 − m2

χ

2
χ2 − g2

2
φ2χ2 . (2.39)

We expand the field χ in terms of annihilation and creation operators

χ(x, t) =

∫

d3k

(2π)3/2

(

ak χk(t) e
ik·x + h.c.

)

. (2.40)

Then the mode functions χk and the homogeneous inflaton φ satisfy the field equations

χ̈k + 3Hχ̇k +

[

(

k

a

)2

+m2
χ + g2φ2

]

χk = 0, (2.41)

φ̈+ 3Hφ̇ +
(

m2
φ + g2χ2

k

)

φ = 0, (2.42)

where the Hubble parameter H(t) ≡ ȧ/a is determined by the Friedmann equation

H2 =
1

6M2
Pl

(

φ̇2 +m2
φφ

2
)

, (2.43)

and where we have denoted a time derivative by an overdot. Note that we have

assumed ρχ ≪ ρφ. Similarly, we will henceforth also neglect the back-reaction term

g2χ2φ in (2.42).
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Slow-roll inflation occurs when φ̇≪ mφφ and φ̈≪ 3Hφ̇. During slow-roll, the

interaction between φ and χ in (2.41) simply increases the effective mass of the field

χ,

m2
eff = m2

χ + g2φ2. (2.44)

There are several arguments (see, for example, [45]) that suggest that this mass

should not be much lower than the Hubble scale. If mχ is negligible, the requirement

meff > H , in combination with (2.43), then leads to the bound

g &
mφ

MPl
≈ 10−6. (2.45)

Hence, the coupling between the inflaton and any other light scalar cannot be too

weak. The same bound also guarantees that the effective mass of χ, equation (2.44),

is adiabatically constant during inflation, even if mχ is negligible.

Once inflation ends, the inflaton field begins oscillating around the minimum of

its effective potential and the field evolution rather quickly follows the equation

φ(t) ≈ φe
sin(mφt)

mφt
, (2.46)

where φe ≈ 0.3MPl denotes the value of the inflaton at the beginning of the oscillating

stage. Because of the rapid oscillations, the effective mass of χ ceases being adiabat-

ically constant for sufficiently light fields and this non-adiabatic evolution leads to

particle production for appropriate couplings between matter and the inflaton. More

importantly, parametric resonance can excite χ very efficiently.

If we neglect the expansion of the universe and the back-reaction from χ, (2.42)

and (2.41) can be combined into the Mathieu equation,

χ̈k + [δ − 2ǫ cos(2t)]χk = 0, (2.47)

where we have defined a dimensionless time t→ m−1
φ t, and used

δ ≡
(

k

mφ

)2

+

(

mχ

mφ

)2

+ 2ǫ and ǫ ≡
(

g φe

2mφ

)2

. (2.48)
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Solutions of the Mathieu equation are known to exhibit parametric resonance—

resonance for certain values of the dimensionless parameters δ and ǫ. In the δ-ǫ plane,

these resonant solutions form instability bands. Along these unstable solutions, the

mode functions grow exponentially,

χk ∝ exp(µmφ t), (2.49)

where the characteristic exponent µ depends on δ and ǫ. A numerical plot of the

bands is shown in figure 2.4.

Figure 2.4: Instability diagram for solutions of the Mathieu equation in the δ-ǫ plane. In this

diagram, shaded regions indicate resonant, or unstable, solutions of the Mathieu equation. Unshaded

regions indicate stable solutions. We also show the evolution of the parameters in (2.50) for different

comoving modes and fields: k = 0,mχ = 0 (continuous), k = 0,mχ 6= 0 (dashed) and k 6= 0,mχ 6= 0

(dot-dashed).

Since we have neglected the expansion of the universe, the parameters of the

Mathieu equation are time-independent and a mode that lies within one of the insta-

bility bands therefore continues to grow indefinitely. Of course this unending particle

production is simply a consequence of the approximation scheme.
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When the expansion of the universe is included, the inflaton undergoes damped

oscillations and the expansion of the universe redshifts all momenta. Both effects

tend to decrease the efficiency of parametric resonance. Making the approximation

a ∝ t2/3 and substituting into (2.42) and (2.41), the rescaled field χ̃k ≡ χk a
3/2 then

satisfies the Mathieu equation (2.47), but now with time-dependent parameters δ and

ǫ

δ =

(

k

mφa

)2

+

(

mχ

mφ

)2

+ 2ǫ and ǫ =

(

gφe

2mφt

)2

. (2.50)

Even though δ and ǫ are time-dependent, their values are nearly constant during the

oscillating phase. For instance, the relative change in ǫ during an oscillation of φ is

1

mφ

ǫ̇

ǫ
= −3H

mφ
. (2.51)

Hence, at late times, t ≈ H−1 ≫ m−1
φ , we can think of the parameters δ and ǫ as

being (locally) constant. The same assumption of late times has been actually made

in the derivation of (2.50).

The time-dependence in δ and ǫ will cause comoving modes to migrate in the

δ-ǫ plane. Thus, when the expansion of the universe is taken into account, particle

production in a given k-mode may take place for a brief time interval as this mode

passes in and then out of an instability band. We also plot the trajectories of different

modes in the δ-ǫ plane in figure 2.4. The longer a particular mode remains inside an

instability band, the more efficient is the production of the corresponding particles. It

is clear from the figure that parametric resonance is always more effective for longer

wavelengths and lighter fields [46].

Other models with canonical couplings between the inflaton and matter can be

similarly examined, but although the quantitative results differ, similar qualitative

results emerge. What is less explored is whether models with non-canonical couplings

between the inflaton and matter yield similar results. In the next section we examine

such couplings.
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2.7 Preheating in Models with Derivative Coupling

Most work on preheating has focused on models with direct, non-derivative, couplings

to matter. Little is known about the strength of these couplings, but theoretical ar-

guments suggest that they have to be rather weak. Indeed, in order for the inflaton

to drive a phenomenologically acceptable stage of inflation, its potential has to be

extremely “flat”. A variety of different ways to stabilize these flat potentials have

been studied in single-field [47] and multiple-field inflationary models like hybrid in-

flation [48], but perhaps the most compelling idea that has emerged to date is that

inflation is driven by a pseudo-Nambu-Goldstone boson [49]. In the simplest realiza-

tion of this idea, the inflaton sector is invariant under an approximate global U(1)

symmetry that shifts the inflaton field by a constant. Because only a constant poten-

tial is invariant under shifts of the inflaton, this approximate symmetry guarantees

that deviations from flatness are small. But at the same time, because direct couplings

between the inflaton and matter violate the shift symmetry, they are also expected

to be extremely weak, and perhaps even negligible. For this reason preheating via

direct couplings in models with such approximate shift symmetries, as studied in [50],

is not expected to be very efficient.

On the other hand, derivative couplings of the inflaton to matter do satisfy the

shift symmetry, and so there is no reason for them to be particularly weak. It is

therefore entirely possible that derivative couplings could be more important than

non-derivative ones during reheating. Studies of preheating in models with derivative

couplings [51, 52] have been less extensive than those of direct couplings, and therefore

our aim here is to carry out one such study: examining preheating in these models

and determining whether they lead to a qualitatively different picture of the end of

inflation and the onset of reheating. This work appeared in [53], which I will now

discuss.

Phenomenologically viable inflationary models require very “flat” potentials. A

simple example is provided by our model with quadratic potential V (φ) = 1
2
m2φ2, in
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which sufficient flatness implies that the mass of the field must be m ≈ 10−6MPl.

If the inflaton did not couple to matter, this value would not pose any particular

problem, as no quantum corrections (other than gravitational) could drivem to higher

values. However, the inflaton must couple to matter for reheating to occur, and these

couplings will generically be responsible for large quantum corrections.

To be more specific consider an inflationary model with bare Lagrangian given by

(2.39). To lowest order in g2 the effective mass of φ receives a correction given by the

Feynman diagram in figure 2.5. The loop integral is quadratically divergent, so the

corrected mass squared is

m2 ≈ m2
φ +

g2Λ2

16π2
, (2.52)

where Λ is the ultraviolet cut-off of the theory, which is expected to be Planckian.

There are hence two different ways to obtain m ≈ 10−6MPl: (i) The coupling of the

inflaton to matter is strong, g ≈ 1, and there has to be a cancellation between the

bare mass and the quantum corrections of 1 part in 106, or (ii) the inflaton is very

light and it couples very weakly to matter. Case (i) is not technically natural and

requires fine tuning. As we shall see, case (ii) is realized in models where the inflaton

is a pseudo-Nambu-Goldstone boson. Incidentally, let us point out that if quantum

corrections to the mass of the inflaton are to be small, g2Λ2/8π2 < m2
φ, the bound in

(2.45) has to be violated.

Figure 2.5: One-loop quantum correction to the mass of the inflaton. A quartic coupling between

the inflaton φ and matter χ leads to a quadratically divergent mass.

Significant efforts have been devoted to develop inflationary models in which the
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inflaton is naturally light [47]. Such models require additional symmetries, and per-

haps the most promising candidates are those in which the inflaton is a pseudo-

Nambu-Goldstone boson, the Goldstone boson of an approximate, spontaneously bro-

ken symmetry [49]. In the limit that the symmetry is exact, the Goldstone boson is

massless, and the inflaton potential is exactly flat. Small symmetry breaking terms

then give a correspondingly small mass to the inflaton, and the remaining approxi-

mate symmetry guarantees that quantum corrections remain small.1

To begin our exploration of reheating in technically natural models of inflation,

let us hence consider perhaps the simplest scalar field model with a Goldstone bo-

son: a theory with a single complex field, invariant under a spontaneously broken

(approximate) U(1) symmetry Φ → eiφΦ,

L = −(∂µΦ)∂µΦ∗ − λ(F 2 − Φ∗Φ)2 + · · · (2.53)

where the dots denote couplings of Φ to singlets of the U(1) symmetry, which will

play no role in our analysis.

The U(1) symmetry is spontaneously broken, because in the vacuum the field Φ

has a non-vanishing expectation value, 〈|Φ|〉 = F . As we shall argue below, in order

for the inflaton potential to be sufficiently flat, we need F ≈ MPl. To study the

excitations around the vacuum, we define

Φ → (F + χ) exp

(

i
φ

F

)

, (2.54)

where the Goldstone boson φ will play the role of the inflaton. Substituting this

expression into (2.53) we find

L = −(∂µχ)∂µχ−
(

1 +
χ

F

)2

(∂µφ)∂µφ− 4λF 2χ2
(

1 +
χ

2F

)2

, (2.55)

with the expected derivative couplings between the inflaton φ and the field χ. These

couplings are model-independent, in the sense that they originate from the kinetic

1Although, it has been suggested that quantum gravity effects, such as the creation of virtual

black holes, explicitly break this symmetry [54].
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term of the complex field Φ and the field redefinition (2.54), and are independent of

any additional couplings of the field Φ to matter. Since the original U(1) symmetry

acts on the field φ as a shift by a constant, no term in the Lagrangian can contain

an undifferentiated field φ. Therefore, φ is the Goldstone boson of the spontaneously

broken U(1), and is exactly massless so far. On the other hand, the field χ can be

quite heavy, with mass m2
χ = 4λF 2.

For φ to be a viable inflaton, it is necessary to generate a potential for it. To this

end, we introduce terms in the Lagrangian that explicitly break the U(1) symmetry.

Because the potential has to vanish in the limit of exact symmetry, these terms will

generically lead to an inflaton potential of the form

V (φ) ≈ µ4

[

1 − cos

(

φ

F

)]

, (2.56)

where µ is a parameter with dimensions of mass that characterizes the strength of the

symmetry breaking terms. It is easy to verify that the potential (2.56) satisfies the

slow-roll conditions only for F & MPl. It is unclear whether we can trust an effective

field theory description with F ≫ MPl, so we shall implicitly assume F ≈MP . Note

that the potential has to be periodic, since φ/F is a phase. However, for φ/F < 1, we

can assume that the potential is quadratic, with squared mass m2
φ = µ4/F 2, which is

the form we shall consider in the following. We shall similarly neglect self-interactions

of the field χ, because they are also suppressed by the scale F ≈MP .

Taking all this into account, canonically normalizing both scalars, and re-scaling

F by F → F/
√

2, the Lagrangian (2.55) finally becomes

L = −1

2
(∂µφ)∂µφ− 1

2
(∂µχ)∂µχ − 1

2
m2

φφ
2 − 1

2
m2

χχ
2 −

− χ

F

(

1 +
χ

F

)

(∂µφ)(∂µφ). (2.57)

2.7.1 Preheating into Derivatively-Coupled Scalars

We now wish to examine the extent to which parametric resonance may occur in

models with derivative couplings, such as (2.57). Varying the action (2.57) with
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respect to φ and χ respectively, we obtain the equations of motion

[

1 − χ

F

]2

∇µ∇µφ =
2

F

(

1 +
χ

F

)

(∂µφ)∂µχ +m2
φφ,

∇µ∇µχ = 2
χ

F 2
(∂µφ)∂µφ+m2

χχ+
1

F
(∂µφ)∂µφ. (2.58)

Because the inflaton field is homogeneous, the equation of motion for the zero mode

of the field χ differs from the equation of motion for the non-zero modes. Expanding

equation (2.58) in discrete Fourier modes, we first consider the zero mode χ0, obeying

χ̈0 + 3Hχ̇0 +

[

m2
χ − 2

F 2
φ̇2

]

χ0 =
φ̇2

F
, (2.59)

which is the equation of motion of a (damped) harmonic oscillator driven by φ̇2/F .

To see how the zero mode responds to the driving term, in the absence of parametric

resonance, we need to decouple the two effects. To do this let us first neglect the term

φ̇2/F 2 in the square brackets of (2.59), during the initial stages of reheating, when χ0

is small. In this case, the solution can be written

χ0 ≈
φ2

em
2
φ

2Fm2
χ

[1 − cos(mχt)] +
φ2

em
2
φ

2F (4m2
φ −m2

χ)
[cos(mχt) − cos(2mφt)] , (2.60)

where we have neglected the expansion of the universe and assumed that inflation

ends at t = 0. It is worth pointing out that the apparent divergence from the

denominator of the second term an artificial consequence of neglecting the expansion

of the universe.

Clearly, the inflaton displaces the zero mode of the field from χ0 = 0 to potentially

large amplitudes. In order to estimate how far χ is driven, it suffices to consider the

limit mχ . mφ, which leads to the largest displacement. Evaluating equation (2.60)

in this limit at time t = m−1
φ , the characteristic timescale for the evolution of the

inflaton, we find χ0 ≈ φ2
e/2F . Although this amplitude is sizable, of the order of

the Planck mass, we cannot argue that preheating is successful, because excitations

of the zero mode cannot be interpreted as radiation. However, if stable, the field χ

could play the role of dark matter.
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We are mostly interested in the production of actual radiation, so let us now turn

our attention to the non-zero modes. Equation (2.58) yields

χ̈k + 3Hχ̇k +

[

(

k

a

)2

+m2
χ − 2

F 2
φ̇2

]

χk = 0, (2.61)

for k 6= 0. Note that this would also be the mode equation arising from the Lagrangian

(2.57), without the coupling linear in χ. The form of this equation also hints that

inflation and preheating in derivatively coupled models may be qualitatively different

from the canonical case considered above. This is because the field χ has an effective

squared mass given by

m2
eff = m2

χ − 2

F 2
φ̇2. (2.62)

Although φ̇2/F 2 is small during slow-roll inflation, the correction term becomes large

when the inflaton leaves the slow-roll regime. Therefore, for sufficiently small values

of mχ, the effective mass of the field χ may become tachyonic. Obviously, such an

instability is absent as long as the effective mass is positive,

mχ &

√
2mφMPl

F
. (2.63)

Interestingly, this bound is very similar to the requirement that the mass of χ be

larger than the Hubble scale during inflation. In fact, since F ≈ MPl, the bound

(2.63) simply reads mχ & mφ. During slow-roll H ≈ φmφ/MPl, and because φ is of

order MPl during the period of inflation accessible to present observations, (2.63) also

follows from requiring mχ > H . It turns out that the tachyonic instability associated

with the violation of the bound (2.63) is harmless, and it is just the production of

long-wavelength fluctuations of the field χ that renders light scalar fields undesirable.

Tachyonic preheating has been studied in [55].

To further study parametric resonance in this class of models, it is instructive

to recast (2.61) into the form of the Mathieu equation. Including the expansion of

the universe but neglecting back-reaction from χ, we find that the rescaled variable
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Figure 2.6: Instability diagram for solutions of the Mathieu equation in the δ-ǫ plane. We super-

impose the evolution of the parameters in equation (2.64) for different comoving modes and fields:

k = 0,mχ = 0 (continuous), k = 0,mχ 6= 0 (dashed) and k 6= 0,mχ 6= 0 (dot-dashed).

χ̃k ≡ χk a
3/2 satisfies the Mathieu equation (2.47), with

δ =

(

k

mφa

)2

+

(

mχ

mφ

)2

− 2ǫ and ǫ =
1

2

(

φe

Ft

)2

. (2.64)

The diagram in figure 2.6 shows different trajectories of a mode in the δ-ǫ plane.

It is again apparent from the figure that for a given initial value of ǫ preheating

is in general more efficient for longer wavelength modes and lighter fields. A crucial

property of derivatively coupled models is that ǫ is at most of order one, because φe ≈
MPl ≈ F . Hence, any resonance proceeds close to the end of the instability bands,

and is clearly ineffective if fields are heavy, mχ ≫ mφ (δ ≫ 1). On the other hand, if

condition (2.63) is violated, long-wavelength modes will remain inside the instability

band as long as the effective mass is negative, which could lead to a significant growth

of the homogeneous component of χ.

In order to estimate the efficiency of preheating in the tachyonic regime, let us

consider the evolution of a long-wavelength mode k ≈ 0 mode when the scalar χ is
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light, mχ ≪ mφ. As we argued above, this is the case where parametric resonance

is strongest. After the end of inflation, the mode k ≈ 0 finds itself in the instability

band at δ < 0. To lowest order in ǫ, the characteristic exponent is simply µ =
√
−δ.

Hence, for adiabatic changes in µ, we expect the solutions to grow as exp(
∫

µmφ dt).

However, this is only a good approximation if φe/F ≫ 1. Indeed the adiabaticity

parameter is
µ̇

µ2
= −F

φe

, (2.65)

which is of order one instead. Therefore, we shall solve (2.47) directly by approxi-

mating

δ = −
(

φe

Ft

)2

, ǫ = 0. (2.66)

The solution is a linear combination of powers in t. Keeping the growing mode, and

returning to the original variable, we find

χ ≈ χe

(

t

te

)p

, where p = −1

2
+

√

1

4
+
φ2

e

F 2
, (2.67)

and χe denotes the value of χ at the end of inflation. Clearly, as seen in figure (2.7),

for φe/F ≈ 1 this amplification is very modest. Hence, parametric resonance is rather

ineffective for derivatively coupled scalar fields, no matter whether heavy or light.

2.7.2 Preheating into Gauge Fields

Our analysis so far indicates that in models of inflation in which large quantum correc-

tions are suppressed by a symmetry, the population of the universe with relativistic

particles faces several challenges. First, if matter fields are heavier than the infla-

ton, parametric resonance is absent, and the inflaton cannot decay perturbatively

into matter for kinematical reasons. And second, if matter fields are lighter than

the inflaton, the perturbative decay is kinematically allowed, even though parametric

resonance is inefficient, but then long-wavelength fluctuations of matter are produced

during inflation. These conclusions crucially hinge on the assumption that matter



2.7 Preheating in Models with Derivative Coupling 49

Figure 2.7: The zero mode of χ for mχ = 10−2mφ. During the initial stages, the effective mass is

tachyonic, and the mode grows as it remains in the stability band at δ < 0. Once the mode exits the

tachyonic regime, the mode function decays. Note that long-wavelength excitations do not admit a

particle interpretation.

fields can be represented by minimally coupled scalar fields, which, of course, is not

necessarily the case.

There are just two other types of matter fields the inflaton can couple to: fermions

(spin 1/2 and 3/2) and vectors (spin 1). Reheating into fermions is not very effective

because of the exclusion principle [56], leaving vector fields as the only remaining

alternative. These are particularly appealing as decay products of the inflaton for

two reasons: their masses are protected by gauge symmetries, so they are naturally

light, and the conformal nature of their couplings to gravity prevents the production

of long-wavelength fluctuations of these fields during inflation.

Consider therefore an effective theory in which a light pseudo-scalar φ (the infla-

ton) couples derivatively to a U(1) gauge field Aµ (matter),

L = −1

2
(∂µφ)∂µφ− 1

2
m2

φφ
2 − 1

4
AµνAµν −

φ

4F
ÃµνAµν . (2.68)

Here Aµν = ∂µAν − ∂νAµ is the field strength of the gauge fields, Ãµν ≡ εµνρσAρσ/2 is

its dual tensor, and F is a symmetry breaking scale, with dimensions of mass. Despite

appearances, the field φ couples derivatively to the gauge field, because ÃµνA
µν is a
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total derivative. Effective theories of this type appear in axion-like models [57], in

which the coupling of the scalar to the electromagnetic field arises from the triangle

anomaly. This sort of coupling between a pseudoscalar and electromagnetism has

been suggested as a mechanism to generate primordial magnetic fields in the early

universe [58], although a detailed study of coherent magnetic field production during

inflation and the subsequent reheating stage has concluded that this generation is not

sufficiently strong on the required scales [59].

To analyze the dynamics of reheating in this model, we choose to work in the

transverse gauge (where ∂iA
i = 0 and A0 = 0). In this gauge, the equations of

motion for the inflaton and the non-vanishing components of Aµ are

∇µ∇µφ = m2
φφ+

1

a4F
ǫijkȦi∂jAk (2.69)

ηµνδij∂µAνj =
1

F
ǫijk[φ̇ ∂jAk − (∂jφ)Ȧk]. (2.70)

We expand Ai in terms of mode functions:

A(x, t) =

∫

d3k

(2π)3/2

∑

r=±

er(k)Ar(k, t) e
ik·x, (2.71)

where ωk = |k| ≡ k is the dispersion relation of the photons, and er(k) are circu-

lar polarization vectors, obeying k × e± = ∓ i k e±. Substituting this expansion into

(2.70) yields the decoupled mode equations

Ä± +HȦ± +

[

(

k

a

)2

∓ k

a

φ̇

F

]

A± = 0. (2.72)

As was the case in the previously considered models, (2.72) exhibits parametric

resonance for certain values of k and F−1, which can be interpreted as explosive

particle production (e.g., photon production). This can be seen analytically in the

regime where back-reaction is neglected by putting (2.72) into the form of the Mathieu

equation (2.47). The rescaled field variable,

Ã± ≡ A± a
1/2 (2.73)
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satisfies the Mathieu equation (2.47) with parameters

δ =

(

2k

mφa

)2

+
2

9t2
, and ǫ = ± k

mφa

1

t

φe

F
, (2.74)

where we have introduced the dimensionless time variable t→ 2m−1
φ t.

There is, however, a significant difference that distinguishes couplings to gauge

fields from those to scalar fields. Whereas for the latter the value of ǫ is constant in a

non-expanding universe, for the former it is proportional to the energy of the photons.

Hence, ǫ can become very large. Since the effective theory we are using breaks down

at physical momentum k/a ≈ F , we find that at the end of inflation ǫ can be as large

as φe/mφ ≈ 106. However, this does not necessarily imply that parametric resonance

is very effective. In figure 2.8 we show the trajectories of different modes in the δ-ǫ

plane for different values of k and φe/F = 1. As seen in the figure, although a mode

can cross several instability bands, it does so in the narrow band regime, close to the

tips of the instability bands, mainly because ǫ rapidly decays as time evolves.

In order to estimate the efficiency of preheating in this regime, let us estimate

how long a mode remains in the first instability band (the one whose tip touches

ǫ = 0, δ = 1), and how much its mode function grows during that time. For small ǫ,

the characteristic exponent along the first band is

µ =
1

2

√

ǫ2 − (δ − 1)2. (2.75)

Hence, its boundary is |δ− 1| = ǫ, along which µ = 0. Let us write the time at which

a mode enters and leaves the band as t1 ∓∆t, where t1 is the time at which the mode

crosses the center of the band, at δ = 1. Using (2.74), and neglecting the factor 2/9t2,

we find

t1 ≈ te

(

2k

mφae

)3/2

, ∆t ≈ 3

8

φe

F
, (2.76)

where te ≈ 1 is the time at the end of inflation, and ae denotes the value of the scale

factor at that time.

We shall now estimate what is the growth of the mode function during that time.

Inside the band, we may neglect the term (δ − 1)2 in (2.75), so that µ ≈ ǫ1/2, where
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Figure 2.8: Instability diagram for solutions of the Mathieu equation in the δ-ǫ plane. The

trajectories follow the evolution of the parameters in (2.74) starting at the end of inflation. The

corresponding values of ke ≡ k/(mφae) are ke = 3/4 (continuous), ke = 3/2 (dashed) and ke = 3

(dot-dashed). In all cases φe/F = 1.

ǫ1 is the value of ǫ at time t1. Hence, we find that Ã+ grows by a factor

exp(ǫ1 · ∆t) ≈ exp

[

3

16te

φ2
e

F 2

(mφae

2k

)3/2
]

, (2.77)

while the growth in A+ is suppressed by an additional factor (te/t)
1/3. Note that

the above expression is strictly valid only for ∆t ≪ t1, and provided the change in

µ = ǫ/2 at time t1 is adiabatic,

µ̇

µ2

∣

∣

∣

∣

t1

≈ −20

3

F

φe
≪ 1. (2.78)

Hence (2.77) implies that preheating into gauge fields is very effective for φe/F ≫
1. However, this is not the regime that applies in technically natural models of

inflation, where φe/F is of order one (a small number for our purposes). In order to

estimate the growth in the opposite regime, we shall set ǫ ∝ φe/F → 0. In that case,
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the solution of the Mathieu equation has the growing mode

Ã+ ∝ t1/3 cos

(

6 k t
2/3
e

mφae
t1/3 + ϕ

)

, (2.79)

which implies that the original variable A+ oscillates with constant amplitude. There-

fore, there is no parametric resonance in the decay of the inflaton into gauge fields.

As before, the lack of parametric resonance is due to the modest value of φe/F , which

is a reflection of the weak couplings between the inflaton and matter. Numerical

investigation including the effects of expansion confirms this.

2.8 Conclusions

It is obviously necessary to repopulate the universe with matter after a period of

early universe inflation. The detailed process through which this takes place can be

of great significance since, although a thermally equilibrated bath ultimately results,

non-equilibrium relics from preheating can have important cosmological consequences,

even if the ultimate reheat temperature of the universe is below the mass scale of any

relics of interest.

The possible implications of preheating include the overclosure of the universe

through the production of monopoles, moduli or gravitinos, and new possibilities for

the generation of the baryon asymmetry of the universe, either at the Grand Unified

(GUT) [60, 61] or electroweak [62–65] scale. It is therefore important to examine the

different ways in which parametric resonance may take place in inflationary models.

Because phenomenologically viable inflation requires extremely flat potentials,

models in which the couplings of the inflaton to itself and to other fields are natu-

rally suppressed are particularly attractive. One way to achieve this is to construct

the inflaton as a pseudo-Nambu-Goldstone boson of a spontaneously broken U(1)

symmetry—natural inflation. The U(1) symmetry is then realized as a shift sym-

metry on the inflaton field, and explicit soft breaking terms render this symmetry
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approximate, and generate an approximately flat potential for the inflaton. A conse-

quence of the residual approximate symmetry is that direct couplings of the inflaton

to matter fields are correspondingly suppressed, leading to the interesting possibility

that derivative couplings, unconstrained by a shift symmetry, may be the dominant

type of coupling to matter.

In this chapter, we have used analytic and numerical techniques to study reheating

in models in which derivative couplings between the inflaton and matter fields are

expected to play the dominant role—such as in natural inflation. We have seen that

successful reheating places non-trivial constraints on these models and confronts them

with several challenges. In particular, for heavy scalar fields (mχ ≫ mφ) parametric

resonance is ineffective in producing matter particles, and the perturbative decay is

forbidden on kinematic grounds. For light scalars (mχ ≪ mφ) there are novel long-

wavelength instabilities that cause the zero mode of matter to grow, but in this case

these excitations do not correspond to relativistic particles, and the production of

fluctuations of matter during inflation leads to several cosmological problems. We

note that we have not addressed any mechanism to keep matter fields light, which

could lead to further constraints.

Some of these problems are avoided when the inflaton couples derivatively to

gauge fields, as in axion-like models. Because of the gauge symmetry, these vector

fields are automatically light, thus allowing the perturbative decay of the inflaton. At

the same time, the conformal nature of their couplings to gravity circumvents all the

problems associated with the presence of light scalars during inflation. Nevertheless,

we have found that parametric resonance is absent for the values of parameters implied

by technically natural inflationary models. As for couplings to scalars, the origin

of this absence is the weakness of the coupling of the inflaton to matter, which is

characterized by the ratio of the inflaton at the end of inflation to the spontaneous

breaking scale, and is hence of order one at most.



Chapter 3

Brief Interlude: Is the Universe

Really Accelerating?

In Chapter 2 we saw that a stage of accelerated expansion in the early universe could

solve problems with the HBB cosmology. At the turn of the century, evidence emerged

that strongly suggested that universe is currently accelerating. Many approaches

have emerged in hopes of explaining the cause of this late-time acceleration. One

possibility is that a scalar field is driving the accelerated expansion, just as in the

case of inflation. Another possibility is that we need to modify our theory of gravity,

as given by GR. Still other attempts have been made to explain away the need for

acceleration all together. In this chapter I will discuss one such attempt and some

possible ways to test such a proposal.

3.1 LTB Cosmology

Homogeneity and isotropy are the cornerstones of the standard cosmological model,

providing not only a tremendous simplification of General Relativity, but remark-

able agreement with all observations. Homogeneity is supported by the observed

galaxy distribution from large-scale structure surveys, while isotropy is supported by,



3.1 LTB Cosmology 56

in particular, the remarkable uniformity of the average temperature of the cosmic

microwave background radiation (CMB). Nevertheless, the paradigm-changing obser-

vation of cosmic acceleration, now more than a decade old, has forced cosmologists to

re-examine even their most cherished assumptions, including the correctness of Gen-

eral Relativity, a vanishing cosmological constant, and, more recently, homogeneity

and isotropy.

The primary evidence for the accelerating universe comes from the unexpected

dimming of type Ia supernovae [66–73], as measured through their light curves.

The connection to cosmic acceleration requires the assumptions of homogeneity and

isotropy, and thus this raises the possibility that abandoning one of these principles

may allow for the appearance of accelerated expansion without actual acceleration

itself.

Of course, the usual cosmological Friedmann-Robertson-Walker (FRW) metric is

so simple by virtue of its underlying symmetries. Abandoning these leads to a corre-

spondingly more complicated metric. It is convenient therefore to begin by studying

toy models. One class of these that has shown some promise in this direction are

the Lemaitre-Tolman-Bondi (LTB) metrics, in which we are assumed to live inside a

spherically symmetric underdense region of space-time (or “void”) embedded in an

otherwise spatially flat and homogeneous Einstein-de Sitter universe [74–80], illus-

trated in Fig. 3.1. The LTB metric is given by [81–83]

ds2 = −dt2 +
|R′(t, r)|2
1 + β(r)

dr2 +R2(t, r)dΩ2 , (3.1)

where R(t, r) is a position-dependent scale factor, β(r) is related to the curvature

of the spatial slices, and ()′ ≡ ∂/∂r. The Einstein equations relate R(t, r) to β(r)

and an additional arbitrary function of integration α(r). Specifying α(r), β(r), and

an initial condition for R(t, r) completely determines the space-time. In models with

an underdense region, or “void”, surrounded by an overdense region, α(r) and β(r)

roughly correspond to the width of the void and the gradient of the boundary between

the inner and outer regions, respectively, and will be specified below. Such a space-
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FRW

LTB Void

center

Milky Way

void wall

Figure 3.1: In LTB void models our galaxy is located near the center of an underdense region of

space-time (void) which is matched to an FRW region outside the void.

time is manifestly inhomogeneous, due to the void, and on its own violates any strong

version of the Copernican principle, since we must live inside this void in order to

account for the observed supernovae dimming. Nevertheless, it has been shown that

these models can provide a satisfactory fit to the luminosity distance-redshift relation

of type Ia supernovae and the position of the first peak in the CMB [78, 84]. Thus,

LTB models have been suggested as a possible solution to the problem of cosmic

acceleration, obviating the need for quintessence fields, modifications of gravity, or

a cosmological constant, and considerable effort has been devoted to constraining

them [85–89].
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3.2 Cosmic Parallax in an LTB Void

The LTB metric describes a region of space-time that is isotropic about the origin

but inhomogeneous with respect to the radial direction. Therefore distant galaxies

appear to be receding at the same rate in all directions for observers located at the

origin. On the other hand, observers located away from the center of the void could

in principle observe anisotropic recession. One way to observe this effect [90] is to

measure how the angle between the positions of two distant sources evolves over time.

This difference is referred to as the cosmic parallax.

The expansion of an FRW universe is isotropic for all observers, and so cosmic

parallax would not be observed. Of course although our universe is very close to

an FRW universe, it is not exactly so–for example, on large scales bound structures

may acquire small peculiar velocities, giving rise to a slight deviation from observed

isotropic expansion. However, to any observer living off-center inside the void of

an LTB universe, cosmic evolution itself is anisotropic and is an additional source

of cosmic parallax. For sufficiently off-center observers the cosmic parallax due to

anisotropic expansion would dominate over the contribution from peculiar velocities.

Cosmic parallax could therefore provide an interesting test of void models. Upcoming

sky surveys such as GAIA [91] may be able to initiate a measurement of this effect,

requiring only that a similar survey be completed 10 years later in order to complete

the measurement. The absence of cosmic parallax beyond what is expected from

peculiar velocities would put an upper bound on how far our galaxy could be from

the center of the void in otherwise allowed LTB models. For example, the authors

of [90] argue that GAIA may map sufficiently many quasars, with enough accuracy,

so that two such surveys spaced 10 years apart could detect the additional LTB

contribution to cosmic parallax if the Milky Way is more than 10 megaparsecs from

the center of a 1 Gpc void. If after a decade no additional contribution were found,

that would constrain the Milky Way to lie unnaturally close to the center of such a

void.
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To study cosmic parallax, one considers null geodesics in an LTB universe, obeying

d2xµ

dλ2
+ Γµ

ρσ
dxρ

dλ

dxσ

dλ
= 0 . (3.2)

Here Γµ
ρσ are the Christoffel symbols, λ is an affine parameter along null geodesics,

and the four-velocities uµ ≡ dxµ

dλ
satisfy uµuµ = 0. The goal will be to solve these equa-

tions to determine the null geodesics along which light travels from various sources

to an observer, and to do this for two different observation times.

Following [90], we work in spherical-polar coordinates (t, r, θ, φ) for which the

origin coincides with the center of the void (labeled “O” in figure 3.2). Without

⋆

θ(λ) ζ0

u0

xi(λ)

geodesic

r(λ)

r0

xy

z

center observer

Figure 3.2: In the LTB model the observer is located at a distance r0 from the center of the void

along the axis of symmetry. Each point along the geodesic is described by the spatial coordinates

(θ(λ), r(λ)) or equivalently by xi(λ)

loss of generality we choose the observer to lie on the polar axis at a coordinate
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distance r0 along it. Spherical symmetry about the observer is now broken but the

remaining cylindrical symmetry applied to (3.2) allows us to neglect the polar angle

φ dependence. The system then reduces to three second-order geodesic equations, or

equivalently six first-order equations. Applying the null geodesic condition further

reduces the system to five independent first-order equations for t, r, θ, p ≡ dr/dλ

and the redshift z as [85, 90]

dt

dλ
= −

√

(R′)2

1 + β
p2 +

J2

R2
(3.3)

dr

dλ
= p (3.4)

dθ

dλ
=

J

R2
(3.5)

dz

dλ
=

(1 + z)
√

(R′)2

1+β
p2 + J2

R2

[

R′Ṙ′

1 + β
p2 +

Ṙ

R3
J2

]

(3.6)

dp

dλ
= 2Ṙ′p

√

p2

1 + β
+

(

J

RR′

)2

+
1 + β

R3R′
J2 +

(

β ′

2 + 2β
− R′′

R′

)

p2 , (3.7)

where J ≡ R2dθ/dλ = J0, is constant along the geodesic.

To completely specify the system we require five initial conditions, which we pro-

vide for convenience at the initial observation event, and denote with a subscript “0”.

Since one would like to specify initial conditions in terms of physically measurable

quantities, we consider the angle ξ0 between the polar axis and the line of sight along

an incoming photon trajectory arriving at the observer (see figure 3.2). This angle ξ0

coincides with the coordinate angle θ when r0 = 0, but in general it is given by [85]

cos ξ0 = − R′(t, r)p
dt
dλ

√

1 + β(r)
. (3.8)

This expression can be used to express J0 and p0 in terms of t0, r0, and ξ0, via

J0 = R(t0, r0) sin ξ0

p0 =
cos ξ0

R′(t0, r0)

√

1 + β(r0) . (3.9)

Therefore, the system is completely determined by specifying t0, r0, θ0, z0, and ξ0.
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Clearly, our coordinate choice means that θ0 = 0, and our conventional definition

of redshift yields z0 = 0. Following [90] we choose r0 = 15Mpc, which is the largest

value consistent with the CMB dipole [85]. What remains is to specify a direction on

the sky and the time of observation to uniquely determine a geodesic that terminates

at the space-time event of observation. This picks out an initial geodesic along which

light from a distant source travels to reach the observer.

Given the redshift and line of sight angle of a source at an initial time, we can

determine the trajectory of light from that source at a later time in the following way.

As just mentioned, the line of sight angle ξ0 picks out an initial geodesic, terminating

at the initial observation event. The observed redshift determines how far backwards

in time along this initial geodesic the source lies. We extract the comoving coordi-

nates of the source by numerically integrating backwards along this initial geodesic.

Once the comoving coordinates of the observer and source are determined, and the

interval of time between observations is specified, we solve a boundary-value problem

to determine the final geodesic. We then extract the line of sight angle of this final

geodesic ξf .

After repeating this procedure for two sources we have four angles: the input

angles ξa0 and ξb0 and the output angles ξaf and ξbf , as shown in Fig. 3.3. We may

then compute the difference

∆γ ≡ γf − γ0 = (ξaf − ξbf) − (ξa0 − ξb0) , (3.10)

which is the main quantity of interest, hereafter referred to as the cosmic parallax.

In [90] this quantity is calculated for LTB models characterized by the functions

β(r) =
(

HOUT
0

)2
r2∆α

2

(

1 − tanh
r − rvo
2∆r

)

(3.11)

α(r) =
(

HOUT
0

)2
r3 − rβ(r) , (3.12)

which characterize the smooth transition from the inner underdense region to the

outer, higher density region. The quantities ∆α, rvo, ∆r, and HOUT
0 are free pa-

rameters of the model that can be tuned to fit CMB and supernovae measurements.
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Figure 3.3: Overview of the four geodesics of interest: two geodesics at an earlier time and two

geodesics at a later time. Figure appears in [90].

Following [90] and [78], we choose a model which is in good agreement with SNIa

observations and the location of the first peak of the CMB, namely ∆α = 0.9,

rvo = 1.3 Gpc, ∆r = 0.4 rvo, and HOUT
0 = 51 km s−1 Mpc−1. Although this Hub-

ble parameter outside the void seems to be in conflict with the measured Hubble

Key project value of 72± 8 km s−1 Mpc−1 [1], one should keep in mind that the mea-

surements made to determine this value are all made at less than a few hundred

megaparsec (z ≈ 0.1), whereas the size of the void in this model is about 1 Gpc

(z ≈ 0.2). The Hubble parameter inside the void in this model turns out to be

65 km s−1 Mpc−1, which is consistent with the Hubble Key project value. Recently

the SHOES Team [2] was able to reduce the uncertainty on the value of the Hubble

parameter to H0 = 74.2 ± 3.6 km s−1 Mpc−1, raising more doubts about the validity

of this model.

The authors of [90] numerically compute the cosmic parallax for two different

models. They find an angle-dependent signal with maximal value roughly 0.18µas

(micro arcseconds) for sources at redshift of 1, shown in Fig. 3.4. It is claimed that
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this signal is within reach of the forthcoming Gaia mission, provided Gaia produces

a sky map of the expected number of quasars (roughly 500, 000) with final positional

error less than 30µas, and that such measurements are repeated after 10 years.

Figure 3.4: Estimate of the cosmic parallax for ∆t = 10 years, ǫ = 10−6, and for sources at

z = 1 with a separation angle of 90 degrees, plotted as a function of the angle between the trailing

source and the symmetry axis (i.e., the angle between the leading source and the symmetry axis is

advanced by 90 degrees). The two sets of plotted data correspond to interpolated values found using

100 trials for ∆t spread from 5− 500 years, and interpolated values found using 20 trials in ǫ in the

10−6 − 10−4 range, respectively [90]

3.3 Axisymmetric Bianchi Type I Models

As we have discussed, anisotropic expansion of the universe around a given observer

contributes to cosmic parallax. In the case of LTB models, this may allow us to

constrain the distance of our galaxy from the center of the void. The further we
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are from the center of the void, the more anisotropic the universe would look to us.

Of course, LTB space-times are not the only ones that can give rise to anisotropic

expansion around a point. This raises the question of how we might interpret any

observation of an anomalously large cosmic parallax, since such an observation would

not itself be evidence that we live in an LTB universe. To understand this therefore,

we study cosmic parallax in alternative anisotropic cosmologies and compare our

results with those obtained in [90].

For simplicity we consider anisotropic space-times that are spatially homoge-

neous [92]. In particular, we focus on a subclass of Bianchi Type I space-times,

the metric for which may be written as

ds2 = −dt2 + a2
1(t)dx

2 + a2
2(t)dy

2 + a2
3(t)dz

2 . (3.13)

In general, a1(t), a2(t), and a3(t) are independent scale factors, describing how the

three spatial directions scale with time, which reduces to the standard FRW case

when a1(t) = a2(t) = a3(t). We specialize to the case when only one of the scale

factors differs from the others, say a1(t) = a2(t) 6= a3(t), in which case the expansion

is axisymmetric. We do so because we want to compare our results to observations

made by an off-center observer in an LTB void. Such an observer will experience

axisymmetric cosmic expansion, and so the most direct comparison will be to an

axisymmetric Bianchi-I universe. There is, however, an important difference in the

symmetries around observers in these two space-times. In the axisymmetric Bianchi-I

universe there is an additional plane of symmetry normal to the axis of symmetry.

The same is not true for an off-center observer in an LTB universe. To see this, it

is sufficient to consider the extremal case of an observer outside the void, who can

obviously distinguish the two directions along the polar axis: toward the void and

away from it. This suggests that cosmic parallax in these two types of anisotropic

models will differ at least qualitatively, if not in magnitude.
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Setting a1 = a2 = a(t) and a3 = b(t) in (3.13), the Einstein equations become

H2
a + 2HaHb = 8πGρ (3.14)

2Ḣa + 3H2
a = −8πGPz (3.15)

Ḣa + H2
a + Ḣb +H2

b +HaHb = −8πGPx , (3.16)

where an overdot denotes a derivative with respect to t, Px = Py and Pz are anisotropic

pressures in the different directions, and we have defined the Hubble parameters

Ha ≡ ȧ/a and Hb ≡ ḃ/b. The conservation of energy equation in this case is

ρ̇ = −2Ha(ρ+ Px) −Hb(ρ+ Pz) . (3.17)

The observational success of FRW cosmology places tight constraints on how anisotropic

the universe can be. In order to restrict ourselves to solutions that remain close to

an FRW cosmology, we split each of these exact equations into an FRW part which

evolves according the FRW equations of motion, and a non-FRW part which we re-

quire to remain small, in a sense that we will now make clear. A similar approach

was used in [93]. We define

Ha(t) = H̄(t) + ǫf(t) (3.18)

Hb(t) = H̄(t) + ǫg(t) (3.19)

ρ(t) = ρ̄(t) + ǫr(t) (3.20)

Px(t) = Py(t) = P̄ (t) (3.21)

Pz(t) = P̄ (t) + ǫs(t) (3.22)

where overbars denote the FRW quantities and ǫ is a small perturbative parame-

ter for which we will determine an upper bound later. Substituting these defini-

tions into equations (3.14)-(3.17) and collecting powers of ǫ gives the zeroth-order (or

background) equations, which are just the usual ones of the FRW metric, and the
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first-order equations

2H̄(f + 2g) = 8πGr (3.23)

6H̄f + 2ḟ = −8πGs (3.24)

3H̄(f + g) + ḟ + ġ = 0 (3.25)

ṙ = −3H̄r − ρ̄(2f + g) − H̄s (3.26)

These constitute four equations in four variables, but only three of these equations are

independent. To close the system we need additional information, which we obtain

by assuming an equation of state of the form

s(t) = σr(t) (3.27)

where the parameter σ is taken to be constant. Note that this is analogous to P̄ = wρ̄,

except that it relates the anisotropic component of the pressure to the non-FRW

correction of the energy density. The value of σ will be important in determining

whether the non-FRW parts of equations (3.23)-(3.26) grow or decay in time.

Realistic models will be those for which the amount of anisotropy is sufficiently

small in the past and present. Assuming the anisotropy is set (for example by infla-

tion) to be sufficiently small at some early epoch, the question then is whether the

anisotropy grows or not. In our set-up this corresponds to asking whether the non-

FRW parts of equations (3.23)-(3.26) grow or not, and if so, how quickly. We will see

that σ governs the general behavior of the non-FRW quantities, but for a given σ, the

details will depend on the background (FRW) solution. Since we are integrating from

the present up to redshifts of order 1, our background is well described by the ΛCDM

model. Using this background we can analytically find the asymptotic behavior of

the non-FRW quantities for different values of the equation state parameter σ.

The background energy density and pressure for ΛCDM are

ρ̄ = ρ̄m + ρΛ

P̄ = −ρΛ ,
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where ρ̄m is the background energy density of matter and ρΛ is the effective energy

density of the cosmological constant. The background equations become

3H̄2 = 8πG(ρΛ + ρ̄m) (3.28)

2 ˙̄H + 3H̄2 = 8πGρΛ (3.29)

˙̄ρm = −3H̄ρ̄m . (3.30)

The solutions can be written simply

H̄(t) = A coth

(

3

2
At

)

(3.31)

ρ̄m = ρΛ

[

sinh

(

3

2
At

)]−2

(3.32)

A =

√

8πGρΛ

3
. (3.33)

Using (3.27) and (3.23) in (3.26) then gives

ṙ = −
[

(3 + σ)A coth

(

3

2
At

)

+
12AπG

sinh
(

3
2
At
)

]

r(t) , (3.34)

which can be integrated to find

r(t) = c1 cosh

(

3

2
At

)[

sinh

(

3

2
At

)]−(3+ 2
3
σ)

. (3.35)

Using the equation of state (3.27) immediately gives s(t). Equations (3.24) and (3.25)

can then be integrated to find the remaining solutions (for σ 6= −9/2)

f(t) =
A

[

sinh
(

3
2
At
)]2



c2 +
3c1

2
[

sinh
(

3
2
At
)]

2
3
σ



 (3.36)

g(t) = −f(t) − Ac2
[

sinh
(

3
2
At
)]2 . (3.37)

Now we consider the asymptotic behavior of these solutions for t → ∞ and t → 0 in

turn.
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The behavior as t→ ∞ is

r(t) ∼ s(t) ∼ c1

[

sinh

(

3

2
At

)]−2(1+ 1
3
σ)

. (3.38)

f(t) ∼ −g(t) ∼ c1

[

sinh

(

3

2
At

)]Max[−2,−2(1+ 1
3
σ)]

. (3.39)

Here we see that σ = −3 is the boundary between growing and decaying solutions. If

we require all of the non-FRW quantities to decay as t → ∞, then we must restrict

ourselves to σ > −3.

As t → 0, the situation is slightly more complicated. The behavior of f(t) and

g(t) have a part that depends on the value of σ and a part that does not. The part

that does not behaves as

c2
A

[

sinh
(

3
2
At
)]2 ∼ c2t

−2 , t→ 0 ,

whereas the part that depends on σ behaves as

c1
3A

2
[

sinh
(

3
2
At
)]2(1+ 1

3
σ)

∼ c1t
−2(1+ 1

3
σ) , t→ 0 .

We require that the expansion history is close to FRW in the far past, which amounts

to demanding that |f/H̄|, |g/H̄|, etc remain . O(1) as t → 0. From the first term,

this requires that c2 = 0, while the second term requires that σ < −3/2. Therefore

solutions with decaying anisotropy have an equation of state parameter lying in the

range −3 < σ < −3/2. Turning to r(t) and s(t), as t→ 0 we have

r(t) ∼ s(t) ∼ c1

[

sinh

(

3

2
At

)]−(3+ 2
3
σ)

. (3.40)

When σ > −3 these solutions diverge as t → 0, but if σ < −3/2 they diverge slower

than ρ̄ and P̄ , respectively. So the condition

−3 < σ < −3

2
(3.41)

will ensure that all non-FRW quantities remain small in the far past, as required. We

will restrict ourselves to these models in the rest of this chapter.
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What remains is to fix c1 and the constant A in the solutions (3.35)-(3.37). We do

this by imposing observational constraints on the models of interest. First we impose

a condition at the surface of last scattering. For an anisotropically expanding universe

to be viable it must at the very least predict angular variations in the temperature of

the CMB no bigger than 10−5. We can estimate the maximum temperature difference

at the time of last scattering by

∆T0 = |T xy
0 − T z

0 |

=

∣

∣

∣

∣

Tlss

(

alss

a0

)

− Tlss

(

blss
b0

)∣

∣

∣

∣

, (3.42)

where T z is the temperature along the axis of symmetry and T xy is the temperature

in the transverse plane; subscripts “0” and “lss” refer to quantities today and at the

last scattering surface, respectively. Recall that b(t) is the scale factor along the axis

of symmetry and a(t) is the scale factor in the transverse plane. From the definitions

of Ha and Hb, we have

a(t) = a0 exp

∫ t

t0

(H̄(t′) + ǫf(t′))dt′ (3.43)

b(t) = b0 exp

∫ t

t0

(H̄(t′) + ǫg(t′))dt′ . (3.44)

Using these, and choosing a0 = b0 = 1, we can re-write the expression for ∆T0 to first

order in ǫ as

∆T0 = Tlss

(

blss
b0

) ∣

∣

∣

∣

1 −
(

alss

blss

b0
a0

)∣

∣

∣

∣

≃ 2ǫT z
0

∣

∣

∣

∣

∫ tlss

t0

f(t)dt

∣

∣

∣

∣

, (3.45)

where we have used the fact that g(t) = −f(t), which is a consequence of requiring

c2 = 0. Inserting the solution for f(t) gives

∆T0

T z
0

≃ 3Aǫc1

∫ tlss

t0

[

sinh

(

3

2
At

)]−2(1+ σ
3
)

dt . (3.46)

Demanding the left-hand side to be at most 1.3 × 10−6 [94] yields one condition on

the product ǫc1 and A for a given equation of state parameter σ.
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In order to break the degeneracy between ǫc1 and A, we need one further condition.

Equation (3.46) already requires the difference between Ha and Hb to be small – well

within the accepted uncertainty in the measured value of the Hubble parameter [2].

We find it convenient to choose to set the arithmetic average of the Hubble parameters

in the three directions equal to the observed value.

Hobs =
2Ha +Hb

3

= H̄ +
ǫ

3
f(t) , (3.47)

where again we have used the fact that when c2 = 0, g(t) = −f(t). Alternative

choices, such as settingHa orHb equal to the measured value of the Hubble parameter,

would not change the order of magnitude of ǫc1 and A and would leave the final result

essentially unaltered. Inserting the solution for f(t) into equation (3.47) gives a second

condition on ǫc1 and A

ǫc1 =
2

A
(Hobs − H̄)

[

sinh

(

3

2
At

)]2(1+ σ
3
)

. (3.48)

We can (numerically) solve this equation for A in terms of ǫc1 and then substitute it

back into the first condition (3.46) to obtain an upper bound on ǫc1. By taking the

maximal allowed value for ǫc1, we can then find A using (3.48). For σ = −2 we find

A ≃ 62(km/s)/Mpc and ǫc1 ≃ 1.3 × 10−6. We always take c1 to be O(1), and so in

this case we choose c1 = 1.3 and ǫ = 10−6.

In this way we can fully determine solutions to the non-FRW quantities for a given

equation of state parameter σ. By restricting ourselves to −3 < σ < −3/2 we have

chosen to focus on models for which these solutions decay in the distant future and

which diverge slower than the respective background quantities in the far past as one

approaches the initial singularity. These models seem to be the most conservative

realizations of a Bianchi-I cosmology, in the sense that they are the easiest to make

consistent with observations, or alternatively, the most difficult to rule out. One

might try to push the boundaries slightly, for example by considering models with
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anisotropies that approach a constant in the distant future rather than vanishing.

It may be that such models can be carefully tuned to match observations. We do

not consider these more general models here, since our main interest is not model-

building, but rather to explore a general effect (cosmic parallax) arising in a Bianchi-I

universe.

3.4 Cosmic Parallax in Axisymmetric Bianchi-I Mod-

els

As in section 3.2, in order to analyze cosmic parallax we need to find null geodesics

in the space-time that connect an observer and various sources at two different times.

Letting latin indices run over 1, 2, 3 and (x0, x1, x2, x3) = (t, x, y, z), the non-zero

Christoffel symbol components for the Bianchi-I metric in (3.13) are

Γ0
ij = a2

iHiδij , Γi
0j = Hiδ

i
j ,

where no sum on the index i is implied and Hi is defined as above. The four geodesic

equations are then

d2t

dλ2
= −

∑

i

Hi

(

ai
dxi

dλ

)2

(3.49)

d2xi

dλ2
= −2Hi

dt

dλ

dxi

dλ
, (3.50)

with the null geodesic condition, uµuµ = 0, becoming

(

dt

dλ

)2

=
∑

i

(

ai
dxi

dλ

)2

. (3.51)

As before, uµ ≡ dxµ/dλ. We specialize to the axisymmetric case by setting a1 = a2 =

a(t) and a3 = b(t), and also H1 = H2 = Ha and H3 = Hb. The scale factors, a(t) and

b(t), and Hubble parameters, Ha(t) and Hb(t), are fixed after choosing σ and solving

the full set of equations as in the previous section.
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After fixing the background Bianchi-I space-time, equations (3.49) and (3.50) yield

four second-order differential equations and one constraint equation in four dependent

variables. To solve this system we must in principle specify initial conditions for the

four dependent variables as well as initial velocities (derivatives with respect to λ)

giving a total of eight conditions. However, using the constraint equation the system

can be reduced to seven independent first-order equations.

Considering the uµ(t) ≡ dxµ(t)/dλ as functions of time along the geodesic, equa-

tions (3.50) can be integrated immediately to give

ui(t) = ui
0 e

−2
R t

t0
Hi(t′)dt′

= ui
0 a

−2
i (t) , (3.52)

which can then be used in equation (3.51) to give

(

dt

dλ

)2

=
∑

i

(

ui
0

ai(t(λ))

)2

. (3.53)

As in the LTB case it is again useful to find an expression for the redshift as it will

be one of our observational inputs. To find this expression, as usual, we consider two

photons emitted from a source at times t and t+ τ , respectively, where τ is taken to

be infinitesimally small. The trajectory of the first photon is described by equation

(3.53), while to first order in τ , the trajectory of the second photon is described by

the geodesic equation
(

dt

dλ

)2

+ 2
dt

dλ

dτ

dλ
=
∑

i

(

uiai

)2
(1 + 2τHi) . (3.54)

Here the variation in time corresponds to a time-delay, and so to a change in geodesic,

and not to a change of the time coordinate along a fixed geodesic. Since the ui(λ)

are directional derivatives along a given geodesic, they remain unaffected by time

variations (derivatives) in obtaining this equation. Using the standard definition of

redshift, 1 + z(λem) ≡ τ(λob)/τ(λem), we find the relation

d log(1 + z(λem))

dλem
= − 1

τ(λem)

dτ(λem)

dλem
, (3.55)
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where λem and λob are the values of the affine parameter at the emission and obser-

vation event, respectively. Using this in (3.54) gives

d log(1 + z)

dλ
= −

∑

i (u
iai)

2
Hi

√

∑

i (u
iai)

2

=
d log

√

∑

i (u
iai)

2

dλ
. (3.56)

In the last step we have also made use of (3.52) and the chain rule

d

dλ
(ui(λ)ai(λ)) = = − dt

dλ
(ui(t)ai(t)Hi(t)) .

With the initial condition z(λ0) = 0, integrating (3.56) then gives

(1 + z) =

√

∑

i (u
iai)

2

√

∑

i (u
i
0)

2
. (3.57)

As in section 3.2, we would like to express our results not only in terms of redshift

but also in terms of angles, since these are the actual observables. In general there

are four pieces of data for each object in the sky, namely the time of observation, two

angles with respect to an arbitrary coordinate system, and the observed redshift of

the source. In the case of cylindrical symmetry one angle is enough. In contrast with

LTB space-times, not much is gained in this case by rewriting the geodesic equations

in terms of angles and redshift. Instead, we numerically integrate the equations in

the above coordinates and then express the results in terms of angles and redshift.

Our procedure for computing the cosmic parallax for these models is analogous

to that in section 3.2. We work in local Cartesian coordinates (t, x1, x2, x3) in which

the observer is located at the origin. As seen above, the system of four second-

order differential equations plus a constraint reduces to seven independent first-order

equations, some of which can be integrated immediately by hand. We are then left
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with the problem of fixing initial conditions for our complete set of equations

dt

dλ
= −

√

∑

i

(uiai)2 (3.58)

ui(λ) =
ui

0

a2
i

(3.59)

dxi

dλ
= ui , (3.60)

where the subscripts 0 refer to quantities at the initial observation event, correspond-

vi
0

u0
i

γ0

A0
B0

XYO

Z

Figure 3.5: Initial angle γ0 defined by the velocity vectors at observing time for two sources

ing to λ = 0. To close the system requires seven initial conditions that unfortunately

cannot be all specified at the observation event. By construction we have xi
0 = 0,

leaving four remaining conditions, three of which are obtained by specifying t0 and

two initial spatial velocities in terms of measurable quantities (angles), while the

last one is given by the observed redshift. We integrate backwards along the initial

geodesic until reaching the desired redshift and then find the comoving coordinates of

the source. To find the final geodesic that connects the same source with the observer

at a later time t0 + ∆t, we solve the corresponding boundary-value problem (namely,

to find solutions of the null geodesic equations with two fixed endpoints). We then

find the velocities along the final geodesics at the time of observation.
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This procedure is repeated for two sources, yielding four sets of velocities: one

set for each initial geodesic and one set for each final geodesic. The velocities ui and

vi along two geodesics at the same observing time (see figure 3.5) are related to the

angle γ between them by

ui

vi

θ

∆θ

O XY

Z

Figure 3.6: Location of sources as seen by an observer at the measuring event. The vertical axis

points along the axis of symmetry. We are considering sources at equal redshifts of z = 1 and in a

plane defined by a fixed value of the polar angle φ.

cos (γ) =

∑

i a
2
iu

ivi

√

(

∑

j(ajuj)2
)(

∑

k(akvk)2
)

. (3.61)

We then calculate the cosmic parallax ∆γ, as defined in (3.10), by taking the difference

of the angle between the two sources at the two different times. Finally, we plot the

cosmic parallax as a function of the polar coordinate θ for one of the sources. By

convention we choose the second, or trailing, source as our reference, as shown in

figure 3.6. We find the parallax for two hypothetical sources with the same redshift,

initially separated by a given angle on the sky, and for a given ∆t and ǫ. In figure 3.7

we plot the parallax for two hypothetical sources at z = 1, with an initial separation

of 90 degrees on the sky, for ǫ = 10−6 and various values of ∆t. For ∆t = 500 years

and ǫ = 10−6 we find this maximal value to be of the order of 6 × 10−14 radians.

Of course, our true goal is to find the maximal signal for reasonable time scales, say
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Figure 3.7: A sequence of cosmic parallax signals for different values of ∆t and fixed ǫ = 10−6. Top

row, left to right: ∆t = 20yrs, ∆t = 80yrs. Bottom row, left to right: ∆t = 120yrs, ∆t = 200yrs.

The signal-to-noise ratio becomes smaller as ∆t becomes smaller.

∆t ∼ 10 years, but unfortunately the numerical signal-to-noise ratio approaches 1

for ∆t of that magnitude. One can see from the first quadrant of figure 3.7 that by

∆t = 20 years the signal-to-noise ratio starts to diminish. Therefore, although we can

directly compute the signal for this model at ∆t = 10 years, as a consistency check

we also calculate the cosmic parallax for several values of ∆t between 5 and 500 years

and interpolate the value at 10 years. Since our primary goal is to find an order of

magnitude estimate for the effect, this approach should be acceptable. Figure 3.8

shows the values of the cosmic parallax between two sources for decreasing values of

∆t for a specific direction θ in the sky (keeping all other values fixed). For each value

of θ, we use a linear fit passing through the origin (because cosmic parallax must

vanish for ∆t = 0) to find the interpolated value at 10 years. We could just as well
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Figure 3.8: Cosmic parallax as a function of ∆t. Here ǫ = 10−6 and sources are at z = 1, separation

angle (∆θ) of 90 degrees.

perform an extrapolation by omitting data below some cut-off, say ∆t = 50 years.

This does not have any noticeable effects on our results.

As an additional consistency check of this procedure we repeat the same analysis,

except now we keep the time interval fixed, namely ∆t = 10 years, and vary the

amount of anisotropy by considering values of ǫ between 10−6 and 10−4. Also in

this case we find a linear dependence of the parallax angle on the varied parameter.

In figure 3.9 we plot the angular dependence of the parallax for different values of

anisotropy, and in figure 3.10 we plot the parallax as a function of anisotropy for a

fixed direction.

After repeating the interpolation for all our data points for both the time and

the anisotropy dependence we show our main result in figure 3.11. The two methods

give consistent results, strengthening our confidence in the correctness of the linear

interpolation procedure.

For the largest allowed values of ǫ consistent with the observed anisotropy of the

CMB (i.e., ǫ ∼ 10−6) and for time delays on the order of 10 years, we find that
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Figure 3.9: A sequence of cosmic parallax signals for different values of ǫ at ∆t = 10yrs. Top row,

left to right: ǫ = 6 10−6, ǫ = 1.6 10−5. Bottom row, left to right: ǫ = 3.6 10−5, ǫ = 7.6 10−5.

the maximal cosmic parallax is on the order of 10−15 radians, or equivalently 10−4

microarcseconds. This is three orders of magnitude smaller than the maximal cosmic

parallax seen by [90] for LTB models. It is also three orders of magnitude smaller

than the expected level of cosmic parallax from peculiar velocities alone in a ΛCDM

universe [95]. In other words, the contribution to cosmic parallax in this model due

to anisotropic expansion is sub-dominant to the contribution from peculiar velocities

1.

The qualitative behavior of the cosmic parallax in this model is also quite different

from that of LTB models as put forth in [90]. Both LTB and Bianchi models show

a sinusoidal (or at least quasi-sinusoidal) cosmic parallax. However, whereas LTB

1Here we assume that the Bianchi-I models we consider have roughly the same peculiar velocity-

redshift relation as an FRW universe.
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Figure 3.10: Cosmic parallax as a function of ǫ for a fixed value of ∆t = 10yrs.

models exhibit a 2π-periodic behavior, here we see that Bianchi models exhibit a

π-periodic behavior. This is to be expected due to the symmetries of the two types of

space-times, as alluded to earlier in the paper. The LTB spacetime is axisymmetric

about an off-center observer but is not plane-symmetric about the plane normal to the

symmetry axis. If we align the z-axis along the symmetry axis, then in spherical-polar

coordinates this amounts to saying that the spacetime is invariant under changes

in φ (the azimuthal angle) but has no symmetries under (nontrivial) changes in θ

(the polar angle). In other words, one would expect cosmic expansion to be 2π-

periodic in θ, which is just what was seen for the cosmic parallax in these models in

[90]. The Bianchi space-times, on the other hand, are both axisymmetric and plane-

symmetric about the plane normal to the axis of symmetry. So one would expect

cosmic expansion to be π-periodic in θ, which is what we see for the cosmic parallax

in these models.

Although here we have only considered a particular model, preliminary investiga-

tions into other models suggest that these results are robust. For example, one might
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Figure 3.11: Estimate of the cosmic parallax for ∆t = 10 years, ǫ = 10−6, and for sources at

z = 1 with a separation angle of 90 degrees, plotted as a function of the angle between the trailing

source and the symmetry axis (i.e., the angle between the leading source and the symmetry axis is

advanced by 90 degrees). The two sets of plotted data correspond to interpolated values found using

100 trials for ∆t spread from 5− 500 years, and interpolated values found using 20 trials in ǫ in the

10−6 − 10−4 range, respectively.

consider models with other constant values for the equation of state parameter σ, a

time-varying rather than constant σ, or an equation of state that takes a different

form than equation (3.27). None of these modifications seem to affect the order of

magnitude of the cosmic parallax (which, due to the symmetry of the metric, is the

only free parameter). What this suggests is that the contribution to the cosmic par-

allax from viable Bianchi-I models is much smaller than the contribution from viable

LTB-void models. If the observed cosmic parallax deviates from what is expected in

an FRW universe, it is unlikely that this is due to our living in a Bianchi-I spacetime.



Chapter 4

Building Braneworlds

The idea that our universe could be a defect (or “3-brane”) in a higher-dimensional

space-time can be used to try to solve many problems in theoretical physics and

cosmology. Braneworld models can be used to explain the disparity of scales in the

standard model interactions. They can also provide additional fields that can be

used to drive inflation or be the missing dark energy. Finally, colliding braneworlds

provide one possible explanation for how our universe originated. In this chapter I

will introduce some simple braneworld models and discuss their consequences. Then

I will discuss recent efforts to construct more realistic braneworld models.

4.1 Why Extra Dimensions?

Extra dimensions have been used in theoretical physics ever since Kaluza [96] and

Klein [97] attempted to unify electromagnetism and gravity in a 5-dimensional model.

More recently, attempts to unify gravity and quantum mechanics has led to super-

string theories, which require a total of 9 spatial dimensions, and supergravity theo-

ries, which requires 10 spatial dimensions. Before the 1990’s it was generally thought

that the extra spatial dimensions in these theories had to be compactified on micro-

scopic scales and that their effects would therefore be very difficult to detect. With



4.2 Factorizable Extra Dimensions 82

the discovery of extended objects in extra dimensions, called “branes”, it was realized

that standard model fields could be confined to these branes. As a consequence, the

size of the extra dimensions could be much larger without conflicting with observa-

tions. This led to a wealth of options for particle physics model building [98–112] as

well as entirely new approaches for addressing cosmological problems [113–128].

4.2 Factorizable Extra Dimensions

The (4 + n) dimensional Einstein-Hilbert action for gravity (without cosmological

constant) can be written as

Sgrav = −1

2

∫

d(4+n)x
√

−g(4+n)M (2+n)
∗ R(4+n) (4.1)

The simplest models of extra dimensions are ones in which the extra dimensions are

flat and compact. For example, if the n extra dimensions are compactified on an

n-torus with equal radii r, then the metric can be factorized

ds2 = gµνdx
µdxν + r2dΩ2

(n) (4.2)

where dΩ2
(n) is the line element for the unit n-torus. Any dependence on the ex-

tra dimensions is then factorizable, allowing us to completely integrate over them,

leaving us with a 4D effective theory for gravity plus extra fields. In particular the

gravitational part of the action becomes

Sgrav ≃ −1

2

∫

d4xdΩ(n) r
n
√

−g(4)M (2+n)
∗ R(4) (4.3)

≃ −1

2

∫

d4x
√

−g(4)(2πr)nM (2+n)
∗ R(4) (4.4)

where we have neglected the terms containing effective vector and scalar fields. Com-

parison with the ordinary Einstein-Hilbert action in 4D indicates that the Planck

scale must be identified as

MPl ≡
√

(2πr)nM
(2+n)
∗ . (4.5)
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Here we see that the 4D Planck mass is a derived quantity that depends on the

volume of the extra dimensions Vn = (2πr)n. Although here we are considering the

simple case of compactifying the extra dimensions on an n-torus with equal radii, this

dependence on the volume of the extra dimensions hold for general compactification

schemes. In this example, we can also invert the above relation in terms of the size

of the extra dimensions

r =
1

2π

(

M2
Pl

Mn+2
∗

)1/n

. (4.6)

The 4D Planck mass is 2.4×1015TeV, whereas the hierarchy problem would be solved

if M∗ ∼ 1TeV. Plugging these in gives

n = 1 : r ∼ 1011m

n = 2 : r ∼ 10−4m

n = 3 : r ∼ 10−9m

We obviously would have observed an extra dimension 1011m in radius. But gravity

has only been measured precisely to submillimeter distances [129–135]. So in this

simplistic model n ≥ 3 is still viable. The point of this is to show that these models

can explain the hierarchy problem with extra dimensions much larger than the Planck

length (∼ 10−35m), but still small enough to avoid conflicting with existing probes of

gravity.

4.3 The Randall-Sundrum Braneworlds

Next we consider a model with just one extra dimension which is an S1/Z2 orbifold.

This amounts to considering the extra dimension as an interval [0, 2π] where we

impose periodic boundary conditions at the end points y = 0, 2π as we did when

compactifying on the circle, S1, but with an additional reflection symmetry around

y = π

We will consider the case where branes are located at the two fixed points of the

orbifold. This situation is illustrated in Fig. 4.1. The gravitational action in five
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Figure 4.1: Illustration of the RS1 model. Two branes are located at the fixed points of an S1/Z2

orbifold. The bulk between the branes is AdS5 and the brane tensions are tuned to be equal and

opposite. In order for this model to solve the hierarchy problem, standard model fields are localized

on the IR brane.

dimensions is

Sgrav = −1

2

∫

d5x
√

−g(5)
(

M3
∗R(5) + Λ5

)

(4.7)

where we have included a cosmological constant in the bulk Λ5. The action for the

two branes, located at y = y1, y2, is

Sbrane =

∫

d5x
√

−g(5)
∑

i=1,2

δ(y − yi)λi (4.8)
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where λ1,2 are the tensions of each brane (we have not yet included matter on the

branes). Randall and Sundrum [103] showed that this setup admits the following

static solution

ds2 = e−2σ(y)ηµνdx
µdxν + r2

cdy
2 (4.9)

where σ is called the warp-factor and rc is the compactification radius of the extra

dimension. Plugging this ansatz into the 5D Einstein equations gives

σ′2 = −
(

Λ5

24M3
∗

)

r2
c (4.10)

σ′′ =
1

2
σ′2 +

Λ5

12M3
∗

r2
c . (4.11)

Integrating (4.10) shows that σ(y) = k|y|, where k =
√

−Λ5

24M3
∗

. Requiring that the

metric is real, we have Λ5 < 0. In other words the 5D space-time is found to be a

slice of Anti de Sitter (AdS) space-time.

As in the case with flat extra dimensions, the 4D Planck mass MPl is a derived

quantity that depends on the fundamental scale of gravity and the volume of the

extra dimensions

M2
Pl =

M3
∗

k

(

1 − e−2k rcπ
)

(4.12)

By tuning krc ≈ 50, a fundamental mass of ∼ 1TeV will generate the Planck mass

∼ 1019GeV on our visible brane, thereby solving the hierarchy problem (see Fig. 4.2).

Because the fundamental scale of gravity is so low, this model has distinct phe-

nomenological signatures that could be detected in colliders such as the LHC [103].

4.4 Inclusion of Bulk Fields

We now turn to the task of constructing more realistic braneworld setups. In the

above implementations, Standard Model (SM) fields were assumed to be confined to

the brane, while in other scenarios not discussed here they populate the entire extra-

dimensional space. Common to both approaches, however, is the inclusion of bulk
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Figure 4.2: Illustration of the RS1 solution to the hierarchy problem. The warp-factor σ drops off

exponentially from the (hidden) UV brane, while the Planck mass MPl on the (visible) IR brane is

lifted relative to the fundamental scale M∗ on the UV brane. The amount by which MPl is lifted

depends on the size of the extra dimension, given by the compactification radius rc.

fields beyond pure gravity, either because they are demanded by a more complete

theory, such as string theory, or because they are necessary to stabilize the extra-

dimensional manifold. So a complete understanding of the predictions and allowed

phenomenology of extra dimension models necessarily includes a comprehensive con-

sideration of the configurations of these bulk fields, the simplest of which are real

scalars. Indeed, 4D Poincare invariance allows for these new bulk fields to acquire

nontrivial static configurations along the extra dimensions.

Bulk scalar fields may also prove useful for model building. Static one-dimensional

scalar configurations with a node (where the field vanishes) are known to localize wave

functions of other fields near that node. In the context of extra dimensions, these

kink-like scalar backgrounds can be used for example to localize bulk fermions near
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either boundary [136–139], allowing for interesting constructions of flavor models.

They can also affect the localization of other scalar or vector fields leading to a field

theoretic description of fat branes (see for example the constructions in [140–143]).

More recently, multiple bulk scalar fields have been used to construct so-called soft

wall models, in which the profiles of the scalar fields, coupled to the gravitational

background, play the role of a dynamical IR boundary (as opposed to a hard-wall IR

boundary or brane, located at a specific location in the IR). Phenomenological model

building in these scenarios [144, 145] has drawn attention to this possibility, specially

because it may alleviate some of the problems of the hard-wall approach, such as the

generic tension with precision electroweak measurements [146].

The above examples all make use of static solutions of bulk scalar fields, assuming

that such configurations can be dynamically realized. This latter aspect, however,

has received little attention, in part because of the difficulty of analyzing a coupled

multi-field system in the presence of gravity. Kink-like scalar configurations are a

particularly interesting case to consider because the boundary conditions make it

possible to obtain non-trivial general results regarding both the existence and the

stability of such configurations, at least in the case of one flat extra dimension without

gravity [147, 148].

4.5 Kinked Scalar in a Flat Extra Dimension

In [147, 148] a 5D flat scenario including one real scalar field with an arbitrary scalar

potential was studied and the general conditions for the existence and perturbative

stability of static, nontrivial, background scalar field configurations were presented. In

this section we briefly review the main results of [147, 148] and extend the discussion

of the energy densities of different kink configurations [149].

Consider a real scalar field in 5 dimensions (labeled by indicesM,N, . . . = 0, 1, 2, 3, 5)



4.5 Kinked Scalar in a Flat Extra Dimension 88

-0.8-0.6-0.4-0.200.20.40.60.8

0 1 2 3 4 5 6 7 8 9φ
(y

)
[

M
3
/
2

∗

]

y
[

M−1
∗

]

Figure 4.3: Profiles in the extra dimension interval [0, πR] of different static configurations of

the Dirichlet scalar field φ, defined by the scalar potential V (φ) = − 1
2 |µ2|φ2 + |λ|φ4 (µ2 = 2M2

∗
,

λ=1M−1
∗

, πR=8.6375M−1
∗

). The solutions with nodes in the interval (dashed curves) are unstable,

while the stability of the nodeless and trivial solutions (solid curves) depend on the parameters of

the model. The vertical dashed line indicates the location of the second brane.

with a flat background metric, and defined by the action

S =

∫

d5x

[

1

2
ηMN(∂Mφ) ∂Nφ− V (φ)

]

. (4.13)

The extra dimension is compactified on an S1/Z2 orbifold with the scalar field φ(x, y)

being odd under Z2 reflections along the extra coordinate x5 ≡ y (i.e. φ(x, y) =

−φ(x,−y)). Here the orbifold interval is defined as [0, πR], with its size πR assumed

to be fixed. The potential V (φ) must then be invariant under the discrete symmetry

φ→ −φ, and is chosen to have at least two degenerate global minima at φ=±v, with

v 6=0. To simplify notation, we will also choose the potential to vanish at φ=0.

Under these conditions, it was shown in [147] that there will always be static
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solutions, nontrivial along the extra coordinate y, satisfying the (static) field equation

φ′′ − ∂V

∂φ
= 0 , (4.14)

where a prime denotes a derivative with respect to y. The profiles of these solutions,

satisfying Dirichlet boundary conditions, resemble that of a kink solution patched to

an anti-kink in the middle of the interval. The possible solutions were classified in

two groups, namely those with nodes in the interval (multiple kink-antikink solutions

patched together) and those with no nodes, vanishing only at the end-points of the

orbifold (see Fig. 4.3). It was shown that all static kink solutions with nodes are

perturbatively unstable, whereas the stability of nodeless solutions depends on the

parameters of the model in a particularly simple way.

The Dirichlet solutions of Eq. (4.14) with no nodes in the interval form a con-

tinuous one-parameter family of functions. A simple choice for the parameter is the

amplitude A of the solution, i.e., the maximum value of the nontrivial solution φA(y).

Solutions with different amplitudes A generally vanish at different points along the

extra dimension, which correspond to different possible orbifold radii R (see Fig. 4.4).

However, in order to obtain the stability condition for these solutions it is extremely

useful to consider the full family of solutions.

The value of the 4D effective energy density of a given static solution φA(y) is

E(A) =

∫ T (A)

0

(

1

2
φ′

A
2
+ V (φA)

)

dy , (4.15)

where T (A) is the length of the solution in the extra dimension. This can be conve-

niently rewritten as an integral over φ using properties of Eq. (4.14) and its solutions

φA(y)

E(A) = 2
√

2

∫ A

0

V (A) − 2 V (φ)
√

V (φ) − V (A)
dφ . (4.16)

We are now equipped to state the general results of [147, 148] in a slightly modified,

although more revealing, version:

Proposition 1 A static solution to equation (4.14), with δ > 0 nodes inside the

orbifold interval is always unstable.
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Figure 4.4: Nodeless static configurations of the kink scalar field φ, defined by the scalar potential

V (φ) = − 1
2 |µ2|φ2 + |λ|φ4 (µ2 = 2M2

∗
, λ = 1M−1

∗
). Configurations with different amplitudes are

solutions to different physical problems, corresponding to different stabilization radii of the extra

dimension. The vertical dashed line indicates the minimal radius Rc, below which nodeless solutions

do not exist with this potential.

Proposition 2 A static, nodeless solution φA∗
(y) to equation (4.14), with amplitude

A∗, and associated energy density E(A∗) is stable if

dE

dA

∣

∣

∣

∣

A=A∗

< 0 . (4.17)

This is a powerful result since it means that given any scalar potential V (φ) we

immediately know which of the nontrivial nodeless solutions φA will be stable or

unstable, without the need to actually know explicitly their analytic form.

With this result it is possible to understand the vacuum structure of any single

scalar field theory with Dirichlet boundary conditions in 5D when the metric along the

extra dimension is flat. Possible static solutions consist of the trivial solution 〈φ〉 = 0

(which may or may not be stable), kink-like solutions with nodes in the interval
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(which are always unstable), and kink-like solutions without nodes in the interval

(some stable and some unstable, depending on condition (4.17)). As remarked in

[147, 148], the trivial solution may be the true vacuum solution even in the case of a

negative mass term −|µ2|φ2 in the 5D potential, as long as the inequality |µ2| < |1/R2|
is preserved. Therefore, for a given orbifold radius R, many different perturbatively

stable vacuum solutions are possible, and it is necessary to identify which one is the

true vacuum of the theory.

The true vacuum of the theory will depend on the size of the radius R. This can

be seen as follows: Without loss of generality, one may define the energy density of

the trivial solution to be zero by choosing the 5D potential V (φ) to vanish at φ = 0.

It was shown in [147, 148] that there is a critical radius Rc below which nontrivial

nodeless solutions do not exist (see Fig. 4.4). The energy density associated with the

critical nontrivial nodeless solution will be either positive or exactly zero, so that the

transition from one vacuum to another can be either second order or first order, as

one varies the radius R.

In Fig. 4.5 we show an example of a simple setup defined by the scalar field

potential V (φ) = −1
2
|µ2|φ2 − 1

4
|λ|φ4 + 1

6
|ξ|φ6, with µ2 = 4M2

∗ , λ = 4M−1
∗ and ξ =

0.6M−4
∗ . In the right panel, the energy density of two static solutions is plotted as a

function of R, showing clearly that below a critical radius R1 only the trivial solution

is possible and above a critical radius R2 only the kink solution is possible. For R1 <

R < R2, both solutions are perturbatively stable. At the radius R∗ the two solutions

are degenerate, marking the transition from one true vacuum to another (φtriv for

R < R∗ and φkink forR > R∗). From this we see that the inverse length scale 1/R plays

the role of an order parameter of a phase transition, much like temperature T in finite

temperature field theory. For a very small radius R (analogous to high T ) the system

is stable only around its trivial solution, with all symmetries restored. As the radius

increases (analogous to T decreasing) the system can undergo a phase transition,

which could be of either first or second order. The analogy with temperature, however,
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Figure 4.5: Profiles (left panel) in the extra dimension interval [0, πR] of the two possible stable

static configurations of the Dirichlet scalar field φ, defined by the scalar potential V (φ) = − 1
2 |µ2|φ2−

1
4 |λ|φ4 + 1

6 |ξ|φ6 (with µ2 = 4M2
∗
, λ = 4M−1

∗
, ξ = 0.6M−4

∗
, and πR = 1.368M−1

∗
). In the right panel,

we show the energy of the two stable solutions as a function of πR, and it is seen how the absolute

stability of coexisting static configurations is determined by the size of the radius R. The dots show

critical points where the scalar perturbations contain a massless mode.

is not meant to be taken literally. For whereas the temperature in any 4D effective

cosmology must be monotonically decreasing for most of its history, the orbifold radius

R could in principle increase, decrease or oscillate on very long time scales, depending

on the dynamics of the stabilization mechanism (which we have so far ignored).

4.6 Kinked Scalar in a Warped Background

In this section we begin considering bulk fields in a warped background. This original

work appeared in [149].
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Case 1: AdS Background

We can extend the previous investigations to the case of a scalar field in a warped

extra dimension, while neglecting any backreaction on the warping from the scalar

field itself. In this case one includes the effects of the curved metric along the ex-

tra dimension on the scalar field solutions while still ignoring the dynamics of the

gravitational sector. We therefore consider the action

S =

∫

d5x
√−g

[

1

2
gMN(∂Mφ) ∂Nφ− V (φ)

]

, (4.18)

where the form of the metric is now taken to be

ds2 = e−2σ(y)γµν(x)dx
µdxν − dy2 , (4.19)

and where σ(y) is the warp-factor and γµν the 4D metric on slices of constant y.

The purpose of considering scalar field configurations on a fixed background is to

explore whether our previous results continue to hold in the presence of a warped

background in a regime where we still have semi-analytical control over the solutions.

We postpone a discussion of the full dynamical problem, including the backreaction

on the metric due to the presence of the scalar field, until the next section.

In the original Randall-Sundrum (RS) model [103], the metric takes the form

(4.19) with σ(y) = k|y| and γµν = ηµν , where k has dimensions of mass and is related

to the 5D cosmological constant of AdS5. In this background any static nontrivial

field configurations φ̄(y) are solutions of

φ̄′′ − 4kφ̄′ − ∂V

∂φ

∣

∣

∣

∣

φ̄

= 0 . (4.20)

Scalar perturbations around this kink background, ϕ(x, y) = φ(x, y) − φ̄(y), can be

decomposed as

ϕ(x, y) =
∑

n

ϕ(n)
x (x)ϕ(n)

y (y) (4.21)

such that the normal modes ϕ
(n)
x (x) and ϕ

(n)
y (y) are solutions of

(4)�ϕx +m2
nϕx = 0 (4.22)

ϕ′′
y − 4kϕ′

y − (µ2(y) −m2
ne

2ky)ϕy = 0, (4.23)
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where µ2 ≡ ∂2V
∂φ2

∣

∣

∣

φ̄
and (4)� ≡ ηµν∂µ∂ν . Taking the derivative of the kink equation

(4.20) gives

ϕ′′
M − 4kϕ′

M − µ2(y)ϕM = 0 , (4.24)

where we have defined ϕM ≡ φ̄′. Thus ϕM is a massless solution (m2
n = 0) of the

perturbation equation (4.23), although it satisfies mixed boundary conditions rather

than the Dirichlet boundary conditions imposed on ϕy.

At this point we are already able to state a new result of this work, which is

an extension of the previous result related to the impossibility of having stable kink

solutions with nodes inside the interval. Suppose that φ̄(y) happens to have δ nodes

inside the interval. We have just shown that φ̄′ ≡ ϕM will solve the equation for

a massless excitation, but with mixed boundary conditions. Since φ̄ has δ nodes,

φ̄′ = ϕM must have δ+1 nodes inside the interval. The following inequalities relating

the eigenvalues λD
n for the Dirichlet case and the eigenvalues λM

n for a general mixed

boundary condition case hold from Sturm-Liouville theory

λD
n ≤ λM

n+2 ≤ λD
n+2 . (4.25)

Since we have λM
δ+1 = 0 (i.e. the eigenvalue of the solution with δ + 1 nodes), we can

immediately deduce that the mass-squared of the lowest excitation of the Dirichlet

problem must be negative since λD
δ−1 ≤ λM

δ+1 = 0 with δ ≥ 1.

Proposition 3 In a warped background on a slice of AdS5, any static solution to

equation (4.20), with δ > 0 nodes inside the interval is always unstable.

However, for nodeless static solutions (when δ = 0) the results for the flat case

obtained in [147, 148] cannot be extended here. Lacking a general stability condition,

we will instead propose a weaker sufficient stability condition for these and other more

generic solutions in the next subsection.
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Case 2: General Background

In a general warped background with metric ansatz (4.19) the equation for a static

scalar background configuration is

φ̄′′ − 4σ′φ̄′ − ∂V

∂φ

∣

∣

∣

∣

φ̄

= 0 . (4.26)

In this situation, although we have been unable to extend the stability theorems found

earlier, we are still able to find a general sufficient condition for perturbative stability

of the background configurations.

Small perturbations around the background φ̄(y) may be defined as in (4.21). The

spectrum of these perturbations consists of solutions to the eigenvalue problem

ϕy(y1) = ϕy(y2) = 0 (4.27)

ϕ′′
y − 4σ′ϕ′

y −
[

µ2(y) −m2
ne

2σ(y)
]

ϕy = 0 . (4.28)

A useful form of this equation is obtained by performing a change of variables

eσ(y)dy = dz and defining σ(z) = −2
3
ln (J(z)) and W (z) = µ2(z)e−2σ(y(z)) to yield

(Jϕ)′′

Jϕ
− J ′′

J
−
(

W (z) −m2
n

)

= 0 . (4.29)

To proceed, we make use of the following integral inequality. For any function

f(z), such that f(a) = f(b) = 0, and with n nodes within the interval [a, b], there

exists ρ ∈ R such that

∫ b

a

e−ρf ′′(z)/f(z) dz ≥ (n+ 1)e
√
ρπ . (4.30)

Applied to (4.29), this implies

eρm2
n

∫ b

a

e−ρ[ J′′

J
+W (z)] dz ≥ (n+ 1)e

√
ρπ , (4.31)

the logarithm of which yields

m2
n ≥ 1

ρ
ln[(n+ 1)e

√
ρπ] − 1

ρ
ln

(
∫ b

a

e−ρ[ J′′

J
+W (z)] dz

)

(4.32)
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which is a lower bound for the eigenvalues in terms of the background quantities σ(z)

and µ(z) (which are contained in J and W ). In the case of the lowest eigenvalue we

have

m2
0 ≥

1

ρ
ln(e

√
ρπ) − 1

ρ
ln

(
∫ b

a

e−ρ[ J′′

J
+W (z)] dz

)

(4.33)

and so a sufficient condition for perturbative stability (m2
0 ≥ 0) is

∫ b

a

e−ρ[ J′′

J
+W (z)] dz ≤ e

√
ρπ . (4.34)

We may formulate this explicitly in terms of the warp factor σ(z) so that finally, a

static solution φ̄(z) of (4.26), obeying Dirichlet boundary conditions, is stable if

∫ b

a

e−ρ[− 3
2
σ′′+ 9

4
σ′2+µ2(z)e−2σ ] dz ≤ e

√
ρπ , (4.35)

where µ2(z) ≡ ∂2V
∂φ2

∣

∣

∣

φ̄(z)
and where the actual value of ρ is that which extremizes the

right hand side. This is a sufficient condition, but not a necessary one. In order to

demonstrate how effective this weaker stability condition can be, we now turn to a

simple example in which the condition can actually be evaluated.

Consider a flat metric, where σ(y) ≡ 0, and a trivial background scalar configura-

tion, i.e., φ̄(y) ≡ 0, but where the 5D scalar potential is allowed to have a tachyonic

mass. In this case equation (4.28) becomes

ϕ′′
y −

(

µ2 −m2
n

)

ϕy = 0 . (4.36)

If ϕy has Dirichlet boundary conditions, the solutions to this problem are

ϕy = sin(
√

m2
n − µ2 y) (4.37)

where m2
n −µ2 = n2π2/L2 and L = b−a is the size of the extra dimension. The mass

of the lightest mode is m2
0 = µ2 +π2/L2 and so the condition for stability is m0 ≤ 0 ,

which means that the bulk scalar mass µ2 can be negative, but not arbitrarily so:

µ2 ≥ −π2/L2 . (4.38)
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Therefore in this case (where σ′ = σ′′ = 0), our sufficient condition (4.35) becomes

e−ρµ2

∫ b

a

dz ≤ e
√
ρπ , (4.39)

which leads to

µ2 ≥ 1

ρ
ln(

L

e
√
ρπ

) . (4.40)

The value of ρ that extremizes this bound is ρ = πL2/e, and so our weaker bound is

µ2 ≥ −eπ
2

1

L2
. (4.41)

This result is a factor of 2π/e weaker than the exact bound (4.38). Nevertheless this

result is nontrivial as it clearly demonstrates that it is possible to have negative bulk

masses and retain a stable system.1

4.7 Bulk Scalars in Gravitating Warped Extra Di-

mensions

So far we have examined static scalar field configurations in a fixed background.

We have found that some of the results that were shown to hold in a flat extra-

dimensional background continue to hold in a fixed warped background, and we have

found useful generalizations of other results. We now want to include the dynamics

of the gravitational sector and explore how these results can be extended when the

gravitational backreaction is included. Therefore we now seek nontrivial static field

configurations in which the warp factor has its own dynamics determined by the 5D

Einstein equations.

As soon as we include a dynamical gravitational sector, we are required to worry

about stabilization of the extra dimension. In the above discussion we assumed that

1The stability conditions of the trivial vacuum in the presence of negative bulk mass terms

in an extra-dimensional scalar field theory have been analyzed and generalized to general warped

backgrounds in [150].
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the extra dimension was stabilized and that the dynamics of the stabilization mecha-

nism were frozen out. Here we want to include the backreaction of any matter fields

on the 5D metric, and so we must include the dynamics of stabilization. A natural

question to ask is whether the kink fields of interest could provide a stabilization

mechanism. Unfortunately, in [151] it was shown that when one considers static solu-

tions for both the warp factor and a single scalar field, the lightest scalar perturbative

mode (the radion) will be tachyonic whenever the derivative of the scalar profile van-

ishes inside the interval. In other words, the system is unstable whenever the scalar

field profile passes through an extremum in the bulk. This means that if we insist on

obtaining a nontrivial configuration for a single scalar field with Dirichlet boundary

conditions, we are guaranteed to obtain a tachyonic radion and the extra dimension

will be unstable. To address this issue we will add extra scalar fields whose purpose

will be to stabilize the radion as in [152].

The resulting system becomes considerably more difficult to analyze than the case

with only one bulk scalar field, particularly with regard to questions about stability.

On the other hand, the case with three or more scalar fields is formally no more

difficult to analyze than the case with only two scalar fields. Hence we will keep our

treatment general to include an arbitrary number of scalar fields χa (a, b = 1, . . . ,N ),

although when we consider particular examples below, we will specialize to the case

with only two scalar fields (a kink field and a non-kink field). For simplicity we will

assume that the scalar fields are only coupled gravitationally. The following results

in this and the next section appear in [149].

We therefore consider the 5D action for gravity and N free scalar fields

S = −M
3
∗

2

∫

d5x
√−g [R− 2Λ]

+

∫

d5x
√−g

[

N
∑

a=1

1

2
gMN(∂Mχa)(∂Nχa) −W (χa) −

∑

i=1,2

λi(χa)δ(y − yi)

]

,(4.42)

where M∗ ≡ (8πG)−1/3, G is the 5D Newton’s constant, R is the 5D Ricci scalar, and

Λ is the 5D cosmological constant. The full scalar potential in the bulk is W (χa),
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and the brane potentials are λi(χa). As before, we take the 5D line element of the

form

ds2 = e−2σ(y)γµν(x)dx
µdxν − dy2 , (4.43)

where γµν is the induced metric on the 4D hypersurfaces of constant y, which foliate

the extra dimension. The 5D Einstein and field equations are

σ′′ − σ′2 +
Λ

6
=

1

2M3
∗

(

N
∑

a

1

2
χ′2

a +
1

3
W (χa) +

2

3

∑

i=1,2

λi(χa)δ(y − yi)

)

(4.44)

σ′2 − Λ

6
+

(4)R
12

e2σ =
1

6M3
∗

(

N
∑

a

1

2
χ′2

a −W (χa)

)

(4.45)

χ′′
a − 4σ′χ′

a −
∂W

∂χa

−
∑

i=1,2

∂λi

∂χa

δ(y − yi) = 0 , (4.46)

where (4)R is the 4D Ricci scalar associated with the induced 4D metric γµν , which we

have left arbitrary. The boundary conditions for the system are determined by Israel

junction conditions at each brane. These are obtained by integrating the equations

of motion over an infinitesimally small interval across each brane, giving

[σ′]yi
≡ lim

ǫ→ 0
[σ′(yi + ǫ) − σ′(yi − ǫ)] =

1

3M3
∗

λi(χa)|yi
(4.47)

[χ′
a]yi

≡ lim
ǫ→ 0

[χ′
a(yi + ǫ) − χ′

a(yi − ǫ)] =
∂λi

∂χa

∣

∣

∣

∣

yi

. (4.48)

These yield N conditions on each brane, which is exactly the number of data that

need to be specified in order for equations (4.44) and (4.46) to form a well-posed

problem.

Note that the above boundary value problem consists of a system of coupled

nonlinear differential equations. Finding solutions analytically for such a setup is

highly unlikely, although it is still possible to proceed in the opposite direction, i.e.

given a particular analytical solution one can obtain the setup from which it originates.

To do so, one relies on the powerful method of the superpotential [153–155], which

can be useful even for two or more scalar fields (see, for example, [144] in the context

of soft-wall models). However, even if one solution is constructed in this way, there
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is no guarantee that this is the only solution with the same action. We will now

describe how to look for all possible solutions of a given action using a combination

of numerical and graphical techniques.

Whenever there is more than one static solution to the above boundary value

problem with the same action, we say that multiple solutions exist. In general, the

bulk scalar fields can have Dirichlet boundary conditions, Neumann boundary condi-

tions or more general mixed boundary conditions. Here we focus on the case where

we have one kink field φ (obeying Dirichlet boundary conditions), with the remaining

N − 1 fields χa having Neumann or mixed boundary conditions. When the profiles

of these extra fields are monotonic, they will tend to stabilize the extra dimension,

whereas if their profiles have vanishing derivatives inside the interval, they will tend

to destabilize the extra dimension [151]. Despite this subtlety, we will generically

refer to the non-kink fields as “stabilization” fields.

To find solutions we proceed as follows: we specify the Lagrangian in the bulk and

on one of the branes, and we numerically solve an initial value problem to determine

the profiles of the fields along the extra dimension. Dirichlet boundary conditions are

imposed on the kink field φ at the initial brane by demanding that it vanish there.

For this to hold, we assume the kink field has a sufficiently heavy brane mass so

that it decouples from the stabilization fields on the branes. As a result, the kink

field disappears from the junction conditions (4.47)-(4.48), which then yield only N
conditions on the initial brane. This leaves N + 1 initial conditions that need to be

specified, which we take to be the boundary values for the derivatives φ′, χ′
1 . . . χ

′
N−1,

and σ′. After solving the initial value problem for a given choice of initial conditions,

we impose Dirichlet boundary conditions on φ at the final boundary by locating the

second brane at a point where the profile of φ vanishes. In general, the profile will

vanish at several points along the extra dimension, and one may study kinks with the

desired number of nodes by choosing the location of the second brane accordingly.

Here, as in the flat case, we are primarily interested in nodeless kink solutions, and
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we therefore place the second brane at the first zero of the profile function.

We now have a solution to a boundary value problem whose boundary conditions

on the second brane are not yet known. We parameterize the brane potential on the

second brane λ2(χa) in terms of P parameters αb (for example, the brane tension Σ2,

the brane mass term m2
a of each scalar, the quartic coupling of each scalar, etc.)

λ2(χa) = f(Σ2, m
2
1, m

2
2, ..., m

2
N , ...) . (4.49)

Then the junction conditions (4.47)-(4.48) at the second brane (i = 2) give N linear

equations for the P unknowns αb. By evaluating the fields on the second brane, and

using the parameterization in (4.49), we then invert the N junction conditions to

determine the αb. If this is possible, then the solution to our initial value problem is

also a solution to a corresponding boundary value problem. From this we see that we

must have P ≥ N in order to guarantee that the field configuration we obtained is the

solution to a corresponding boundary value problem. If P = N , the αb are uniquely

determined, and there is a unique Lagrangian for which the above field configuration

is a solution. On the other hand if P > N , some of the αb are arbitrary and so

there is a family of solutions for these final-boundary conditions. In that case there

is a family of Lagrangians which yield the obtained field configuration, and one can

proceed by focusing on one member of this family. If P < N , the linear system of

parameters αb may be overdetermined, in which case the obtained field configuration

is not a solution to any corresponding boundary value problem.

We can find additional solutions by changing the initial-boundary conditions and

repeating the above process. Note that by freely varying the field derivatives (φ′,

χ′
1 . . . χ

′
N−1) at the initial brane and determining the remaining quantities from the

junction conditions, it is possible to leave the initial-brane potential unchanged. This

is necessary in order that the action remains unchanged (it is not sufficient because

part of the action is determined by the final-brane potential). A solution and the

resulting final-boundary conditions (the αb) are then found as before. Since each set

of initial shooting values yields a set of αb, each αb is a function of the N initial-
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boundary derivatives. Each αb therefore defines an N -dimensional surface whose

level-surfaces can be projected onto the φ′(y1)-χ
′
a(y1) parameter space (which is an

N -dimensional space). In the above construction there are P such quantities, and

so P level-surfaces intersect at every point in this parameter space, representing one

solution for this action. The question of whether multiple solutions exist for the same

action is equivalent to the question of whether the same P surfaces simultaneously

intersect at more than one point in the parameter space.

We will now show how this works in two simple examples. In both cases, we will

consider a kink field φ in addition to just one stabilization field χ, with no interaction

terms among them in the scalar potential. In both examples there will be regions of

parameter space in which two distinct static configurations are possible for the same

action.

Example 1: Quartic Potential

In both of the following examples we consider a Lagrangian for two scalar fields

Lmatter =
1

2
gMN(∂Mφ)∂Nφ− V (φ) −

∑

i=1,2

βi(φ)δ(y − yi)

+
1

2
gMN(∂Mχ)∂Nχ− U(χ) −

∑

i=1,2

λi(χ)δ(y − yi) , (4.50)

where φ is the kink field and χ is the stabilization field with potentials

U(χ) =
1

2
m2

χχ
2 (4.51)

λi(χ) = M−1
∗

(

1

2
µ2

iχ
2 + Σi

)

. (4.52)

The fact that the second brane potential for χ is parameterized in terms of two pa-

rameters, µ2
2 and Σ2, will allow us to find unique solutions to the boundary conditions

on the second brane. The junction conditions (4.47)-(4.48) become

σ′(yi) = (−1)i−1 1

6M4
∗

(

1

2
µ2

iχ
2(yi) + Σi

)

(4.53)

χ′(yi) = (−1)i−1 1

2
µ2

iχ(yi) . (4.54)
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On the second brane (i = 2) these can be inverted to give

µ2
2 = −2

χ′(y2)

χ(y2)
(4.55)

Σ2 = −6M4
∗σ(y2) + χ′(y2)χ(y2) (4.56)

so that once we determine the fields on the second brane, we can extract the boundary

conditions (and therefore Lagrangian) to which those fields are a solution.

The only things left to specify are the bulk potential for the kink field and the

initial-boundary conditions. In this first example, we take the kink potential to be

V (φ) = −1

2
m2

φφ
2 +

1

4
λφ4 . (4.57)

Taking the initial brane to be located at y = 0, we find solutions to the initial-

boundary value problem at this brane with Dirichlet boundary conditions imposed

on the field φ. Examples of nodeless solutions to the initial value problem are shown

in Fig. 4.6. To ensure that φ obeys Dirichlet boundary conditions on the second

brane, we locate the second brane at the first point (other than y = 0) where the

profile of φ vanishes (the vertical dashed lines in Fig. 4.6). 2 Once the position of the

second brane is identified, the final-boundary conditions are determined from (4.55)

and (4.56). By varying the initial shooting conditions, φ′
1 ≡ φ′(y1) and χ′

1 ≡ χ′(y1),

and repeating this process of finding solutions, identifying the location of the second

brane, and determining the final-boundary conditions, we generate level-curves of µ2
2

and Σ2. These are plotted in Fig. 4.7. Notice that most µ2
2 contours cross each Σ2

just once, signifying that there is a single solution for the corresponding action with

the kink potential of Eq. (4.57). However, some contours cross each other more than

once (see, for example, the circles in Fig. 4.7.) Furthermore there is only a finite

region in the φ′
1-χ

′
1 parameter space where solutions exist. If either |φ′

1| or |χ′
1| are

increased sufficiently, the solution to the initial value problem blows up. In that case

2For certain initial conditions, the profile of φ will blow up before it vanishes for a second time.

When this happens the initial conditions used do not lead to a solution of our boundary value

problem.
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Figure 4.6: Profiles of the scalar backgrounds φ(y) and χ(y) as well as the warp factor σ(y),

showing the two possible solutions (panels A and B) to the same boundary value problem defined by

the physical parameters m2
χ = −0.5M2

∗
, µ2

1 = −0.25M2
∗
, µ2

2 = −8M2
∗
, Σ1 = −2M4

∗
, Σ2 = 0.52M4

∗
,

m2
φ = 0.5M2

∗
, λ = 2M−1

∗
, and Λ = 0.

the boundary value problem has no solution, since a second boundary where φ = 0

does not exist. It is therefore possible to scan the entire allowed φ′
1-χ

′
1 space and

examine whether multiple solutions with the same action exist.
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Figure 4.7: Level-curves of µ2
2 and Σ2 in the φ′1-χ

′

1 parameter space for example 1 with m2
χ =

−0.5M2
∗
, µ2

1 = −0.25M2
∗
, Σ1 = −2M4

∗
, m2

φ = 0.5M2
∗
, λ = 2M−1

∗
, and Λ = 0. Circled are two points

in the φ′1-χ
′

1 parameter space with the same values of µ2
2 and Σ2, corresponding to two solutions

with the same Lagrangian (plotted in Fig. 4.6).

Example 2: Higher-Order Potential

In this second example we take a slightly more complicated kink potential

V (φ) = −1

2
m2

φφ
2 − 1

4
λφ4 +

1

6
ξφ6 . (4.58)

The other potentials and boundary conditions are the same as in the previous ex-

ample, the only difference being the dynamical evolution of the system due to the
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new potential V (φ). We choose this potential because, contrary to the potential in

our first example, in the limit of weak gravity and flat spacetime, it leads to multiple

solutions to the same boundary value problem [147, 148] due to the nonlinear nature

of the equations.

In our more general setting, including gravity and a stabilization field, we find

numerically that there exists more than one solution for the same Lagrangian in a

large portion of the parameters space. In Fig. 4.8 we show two such solutions. Note

that these solutions would be extremely difficult to discover by randomly guessing

initial-boundary conditions. To be more methodical we follow the same procedure as

before to find level-curves of the final-boundary conditions, shown in Fig. 4.9. Again,

solutions to a particular action will be given by the intersection of the appropriate

contours for the brane mass squared µ2
2 and brane tension Σ2. As can be seen, there

are regions in which some contours intersect at more than one point, showing that

multiple solutions for the same action are possible as expected. In particular, we

again circle two such points, corresponding to the solutions plotted in Figs. 4.8. As

an interesting remark, note that both of these particular solutions happen to lie near

the region of parameter space where the 4D cosmological constant vanishes.

4.8 Stability of Kink Solutions

Having shown how different nontrivial static field configurations exist in warped ex-

tra dimensions, the next question to ask is whether these solutions are stable. As

we reviewed above, in the case of flat extra dimensions there exist [148] techniques

for determining the stability of such solutions. Indeed, for certain potentials, in that

case perturbative stability can be determined analytically. Unfortunately, in the case

of warped extra dimensions, the question of stability is complicated by the presence

of multiple scalar fields and their coupled dynamics. Here we begin to study the per-

turbative stability of these kinked configurations. We derive the linearized equations
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Figure 4.8: Profiles of the scalar backgrounds φ(y) and χ(y) as well as the warp factor σ(y),

showing the two possible solutions (panels A and B) to the same boundary value problem defined by

the physical parameters m2
χ = −0.5M2

∗
, µ2

1 = −0.25M2
∗
, µ2

2 = −5M2
∗
, Σ1 = −2M4

∗
, Σ2 = 0.56M4

∗
,

m2
φ = 0.5M2

∗
, λ = 2M−1

∗
, ξ = 6M−4

∗
, and Λ = 0.

and reformulate the problem in terms of a matrix Sturm-Liouville problem. How-

ever, the full analysis requires matrix Sturm-Liouville methods which we omit and

leave for future work. Although incomplete, our approach here will be completely

general for the stability of any coupled, multi scalar field system, in the presence of a

warped extra dimension. In particular, although we have been interested in kink-like

field configurations with Dirichlet boundary conditions, in this section we leave the
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Figure 4.9: Level-curves of µ2
2 and Σ2 in the φ′-χ′ parameter space for example 2 with m2

χ =

−0.5M2
∗
, µ2

1 = −0.25M2
∗
, Σ1 = −2M4

∗
, m2

φ = 0.5M2
∗
, λ = 2M−1

∗
, ξ = 6M−4

∗
and Λ = 0. Circled are

two points in the φ′1-χ
′

1 parameter space with the same values of µ2
2 and Σ2, corresponding to two

solutions with the same Lagrangian. These solutions are plotted in Fig. 4.8.

boundary conditions in a general form.

We begin by expanding the metric to first-order. Instead of the coordinates

in (4.19), in this section it will be more convenient to choose coordinates so that

the metric takes the form

ds2 = a2(y)
(

γµν(x)dx
µdxν − dy2

)

. (4.59)
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The background Einstein and field equations in these coordinates are

H′ − Λ

6
a2 = −κ

3

2

(

∑

a

1

2
χ′2

a +
1

3
a2W (χa) +

2

3
a2
∑

i

λi(χa)δ(y − yi)

)

(4.60)

H2 − Λ

6
a2 +

(4)R
12

=
κ3

6

(

∑

a

1

2
χ′2

a − a2W (χa)

)

(4.61)

χ′′
a + 3Hχ′

a − a2∂W

∂χa

− a2
∑

i

∂λi

∂χa

δ(y − yi) = 0 , (4.62)

where H ≡ a′

a
, (4)R is the 4D Ricci scalar with respect to the background 4D metric

γµν . To first-order in scalar perturbations, the 5D metric can be written

ds2 = a2(y)
[{

(1 + 2Φ(x, y))γµν(x) + 2E(x, y)|µν

}

dxµdxν

+ 2B(x, y)|µdx
µdy − (1 + 2Ψ(x, y))dy2

]

(4.63)

where | indicates a covariant derivative with respect to the 4D slices of the bulk.

Choosing to work in the generalized longitudinal gauge, we set B = E = 0, and the

linearized metric simplifies to

ds2 = a2(y)
[

(1 + 2Φ(x, y))γµν(x)dx
µdxν − (1 + 2Ψ(x, y))dy2

]

. (4.64)

We also expand the scalar fields to first-order

χa(x, y) = χ̄a(y) + ξa(x, y) , (4.65)

where the fields χ̄a obey the background equations of motion (4.60)-(4.62) above and

ξa(x, y) are small perturbations. The linearized Einstein and field equations are

2Φ + Ψ = 0 (4.66)

Φ′ −HΨ = − 1

3M3
∗

∑

a

χ̄′
aξa (4.67)

(4)�(2Φ + Ψ) − 4Φ′′ + 8H′Ψ + 8H2Ψ + 4H(Ψ′ − 3Φ′) +
2

3
(4)RΦ

=
4

3M3
∗

∑

a

(

χ̄′
aξ

′
a − χ̄′2

a Ψ + a2 ∂W

∂χa

∣

∣

∣

∣

χ̄

ξa

)

(4.68)
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(4)�Φ − 4HΦ′ + 4H2Ψ +
1

3
(4)RΨ

= − 1

3M3
∗

∑

a

(

χ̄′
aξ

′
a − χ̄′2

a Ψ − a2 ∂W

∂χa

∣

∣

∣

∣

χ̄

ξa

)

(4.69)

(4)�ξa − ξ′′a − 3Hξ′a + a2
∑

b

∂2W

∂χa∂χb

∣

∣

∣

∣

χ̄

ξb = −2χ̄′′
aΨ − χ̄′

a(Ψ
′ − 4Φ′ + 6HΨ) , (4.70)

where (4)� ≡ γµν∂µ∂ν is the 4D wave operator. Applying the constraint equa-

tion (4.66) to equations (4.67)-(4.70), and making use of the background equations

(4.60)-(4.62), yields

Ψ′ + 2HΨ =
2

3M3
∗

∑

a

χ̄′
aξa (4.71)

Ψ′′+5HΨ′+

(

4H′ + 4H2 − 1

6
(4)R +

2

3M3
∗

∑

a

φ̄′2
a

)

Ψ =
2

3M3
∗

∑

a

(

χ̄′
aξ

′
a + a2 ∂W

∂χa

∣

∣

∣

∣

χ̄

ξa

)

(4.72)

(4)�Ψ− 4HΨ′ −
(

8H2 − 1

3
(4)R− 2

3M3
∗

∑

a

χ̄′2
a

)

Ψ =
2

3M3
∗

∑

a

(

χ̄′
aξ

′
a − a2 ∂W

∂χa

∣

∣

∣

∣

χ̄

ξa

)

(4.73)

(4)�ξa−ξ′′a −3Hξ′a +
∑

b

(

a2 ∂2W

∂χa∂χb

∣

∣

∣

∣

χ̄

− 2

M3
∗

χ̄′
aχ̄

′
b

)

ξb = −2

(

3Hχ̄′
a − a2 ∂W

∂χa

∣

∣

∣

∣

χ̄

)

Ψ .

(4.74)

We obtain a 5D wave-like equation for Ψ by subtracting (4.72) from (4.73) to give

(4)�Ψ − Ψ′′ − 9HΨ′ −
(

4H′ + 12H2 − 1

2
(4)R

)

Ψ = − 4a2

3M3
∗

∑

a

∂W

∂χa

∣

∣

∣

∣

χ̄

ξa . (4.75)

Equations (4.75) and (4.74) comprise N + 1 dynamical equations for the N + 1

perturbation variables Ψ and ξa. However, since these variables are connected through

the constraint (4.71), only N of them are independent. Therefore we may use (4.71)

to eliminate one of the variables in terms of the others. Choosing to eliminate the

N th scalar field, ξN , in terms of ξa<N and Ψ, equation (4.71) gives

ξN = − 1

χ̄′
N

(

N−1
∑

b=1

χ̄′
bξb −

3M3
∗

2
(Ψ′ + 2HΨ)

)

. (4.76)

Note that we cannot eliminate Ψ in terms of the scalar fields ξa, since this requires

an integration over unknown functions. This is understandable since doing so would
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amount to reducing the problem to one in flat spacetime, which ought to be impos-

sible. Substituting this into (4.75) and (4.74) and rearranging gives

(4)�Ψ − Ψ′′ −
(

9H− 2a2 1

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

)

Ψ′ −
(

12H2 + 4H′ − 1

2
(4)R− 4a2H 1

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

)

Ψ

= − 4a2

3M3
∗

N−1
∑

a=1

(

∂W

∂χa

∣

∣

∣

∣

χ̄

− χ̄′
a

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

)

ξa (4.77)

(4)�ξa − ξ′′a − 3Hξ′a + a2
N−1
∑

b=1

(

∂2W

∂χb∂χa

∣

∣

∣

∣

χ̄

− χ̄′
b

χ̄′
N

∂2W

∂χN∂χa

∣

∣

∣

∣

χ̄

)

ξb

= 3

(

χ̄′
a −

M3
∗ a

2

2

1

χ̄′
N

∂2W

∂χN∂χa

∣

∣

∣

∣

χ̄

)

Ψ′ + 2a2

(

∂W

∂χa

∣

∣

∣

∣

χ̄

− 3M3
∗H
2

1

χ̄′
N

∂2W

∂χN∂χa

∣

∣

∣

∣

χ̄

)

Ψ . (4.78)

We may write these more compactly as

(4)�Ψ + Dy
1Ψ =

N−1
∑

a=1

(Dy
2)aξa (4.79)

(4)�ξa +

N−1
∑

b=1

(Dy
3)abξb = (Dy

4)aΨ , (4.80)

where

Dy
1 ≡ −∂2

y −
(

9H− 2a2 1

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

)

∂y −
(

12H2 + 4H′ − 1

2
(4)R− 4a2H 1

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

)

(Dy
2)a ≡ − 4a2

3M3
∗

(

∂W

∂χa

∣

∣

∣

∣

χ̄

− χ̄′
a

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

)

(Dy
3)ab ≡ −δab(∂

2
y + 3H∂y) + Mab

Mab ≡ a2

(

∂2W

∂χb∂χa

∣

∣

∣

∣

χ̄

− χ̄′
b

χ̄′
N

∂2W

∂χN∂χa

∣

∣

∣

∣

χ̄

)

(Dy
4)a ≡ 3

(

χ̄′
a −

M3
∗a

2

2

1

χ̄′
N

∂2W

∂χN∂χa

∣

∣

∣

∣

χ̄

)

∂y + 2a2

(

∂W

∂χa

∣

∣

∣

∣

χ̄

− 3M3
∗H
2

1

χ̄′
N

∂2W

∂χN∂χa

∣

∣

∣

∣

χ̄

)

.

(4.81)

If we suppress the discrete indices in equations (4.79) and (4.80) they take an even
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simpler form

(4)�Ψ + Dy
1Ψ = Dy

2ξ (4.82)

(4)�ξ + Dy
3ξ = Dy

4Ψ . (4.83)

This is the generic form that the scalar perturbation equations of motion take for

N − 1 coupled scalar fields and a graviscalar. Note that these equations include any

direct couplings between the 5D scalar fields in the scalar potential.

We now specialize to the case in which the bulk scalar fields are only coupled

through gravity. In this case the above equations simplify, but can still be written

in the compact form (4.82) and (4.83). The boundary conditions are determined by

integrating the equations of motion across each brane. Integrating equations (4.77)

and (4.78), these are found to be

[Ψ′]yi
− 2a2 1

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

Ψ′

∣

∣

∣

∣

∣

yi

− 4 a2H 1

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

Ψ

∣

∣

∣

∣

∣

yi

=
4a2

3M3
∗

N−1
∑

a=1

(

∂W

∂χa

∣

∣

∣

∣

χ̄

− χ̄′
a

χ̄′
N

∂W

∂χN

∣

∣

∣

∣

χ̄

)

ξa

∣

∣

∣

∣

∣

yi

(4.84)

[ξ′a]yi
+ a2 ∂

2W

∂χ2
a

∣

∣

∣

∣

χ̄

ξa

∣

∣

∣

∣

∣

yi

= 2 a2 ∂W

∂χa

∣

∣

∣

∣

χ̄

Ψ

∣

∣

∣

∣

∣

yi

. (4.85)

These boundary conditions can be put in the form

Ψ′(x, yi) = A1(yi)Ψ(x, yi) + A2(yi)ξ(x, yi) (4.86)

ξ′(x, yi) = B1(yi)Ψ(x, yi) +B2(yi)ξ(x, yi) , (4.87)

where A1,2 and B1,2 are functions of yi, defined via (4.85), and we have used (4.86)

in (4.84) to obtain (4.87).

The plan now is to perform a separation of variables in order to obtain a Sturm-

Liouville eigenvalue problem, and then to analyze this eigenvalue problem to de-

termine stability of the system. Because the 5D equations of motion of the scalar
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perturbations are coupled, the correct separation of variables ansatz is a coupled one

Ψ(n)(x, y) = Ψ(n)
y (y) u(n)(x) (4.88)

ξ(n)(x, y) = ξ(n)
y (y) u(n)(x) , (4.89)

where u(n)(x) is the nth 4D Kaluza-Klein physical mode and Ψ
(n)
y (y) and ξ

(n)
y (y) are

the wave functions. Plugging this ansatz into equations (4.82) and (4.83) leads to the

following coupled equations

Ψy(y)�u(x) + u(x)Dy
1Ψy(y) = u(x)Dy

2ξy(y) (4.90)

ξy(y)�u(x) + u(x)Dy
3ξy(y) = u(x)Dy

4Ψy(y) . (4.91)

The separation of variables thus yields a 4D wave equation for u(x)

�u(x) +m2
uu(x) = 0 (4.92)

and a system of two coupled differential equations

Dy
1Ψy(y) −m2

uΨy(y) = Dy
2ξy(y) (4.93)

Dy
3ξy(y) −m2

uξy(y) = Dy
4Ψy(y) (4.94)

with boundary conditions for the profiles

Ψ′
y(yi) = A1(yi)Ψy(yi) + A2(yi)ξy(yi) (4.95)

ξ′y(yi) = B1(yi)Ψy(yi) +B2(yi)ξy(yi) . (4.96)

The system of equations (4.93) and (4.94) constitute an eigenvalue problem. The

stability of the static background around which we have added scalar perturbations

therefore depends on the existence, or absence, of a negative eigenvalue m2
u associated

with a solution to eqs. (4.93) and (4.94).

This situation is somewhat unusual, since generally the Kaluza-Klein eigenvalue

problem arising from dimensional reduction consists of a single second order differ-

ential equation, which can be put in standard Sturm-Liouville form. Analyzing that
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Sturm-Liouville eigenvalue problem is straightforward, since in particular it is known

that the eigenvalues are bounded from below, and that the eigenfunction correspond-

ing to the smallest eigenvalue has no zeros within the interval. Therefore, the question

of stability in practical terms becomes the search for a solution to the Kaluza-Klein

equation such that it contains no nodes. Its associated eigenvalue will be the lightest

possible eigenvalue and, if positive, the system will have no classical instabilities.

In the present case, however, the Kaluza-Klein problem is a system of coupled

differential equations. Consequently, matrix Sturm-Liouville techniques are required.

In order to analyze stability further, one must extend the theory of oscillations and

the concept of nodes of solutions to a higher dimensional problem. Such an analysis

is currently under way.

4.9 Discussion and Outlook

Braneworld theories generally lead to scalar degrees of freedom that propagate in the

extra-dimensional bulk. Understanding the vacuum structure of these models in the

presence of bulk scalar fields is therefore a prerequisite to fully appreciating their

phenomenological possibilities. Furthermore, bulk scalars may provide a useful way

to localize fermions and build braneworld models purely with field theory (e.g., fat

branes and soft walls).

In this chapter I have examined the vacuum structure of braneworld models with

one warped extra dimension and multiple bulk scalar fields. In particular I have

focused on static configurations along the extra space coordinate where one of the

fields–with Dirichlet boundary conditions–acquires a nontrivial kink-like profile. To

find these solutions one needs to solve both the Einstein and the scalar field equations.

In the limit of a flat 5D metric and weak gravity such solutions are known to exist,

and the problem of finding all possible static configurations as well as determining

their perturbative stability has been addressed and solved [147, 148]. Here I have
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built upon this previous work to determine how warping along the extra dimension

effects the existence and stability of these kink-like solutions.

When considering a fixed warped background, it was sufficient to look for nontriv-

ial solutions for a single scalar field. In this case, neglecting any backreaction of the

scalar field on the gravitational dynamics, we found that such kink-like solutions do

indeed exist. As in the case of a flat extra dimension, we were able to prove that any

kink-like solution with nodes in the bulk is unstable. Thus we have focused on node-

less kink solutions and the trivial solution. However, in contrast to the flat case, in the

presence of warping we were only able to find a sufficient condition for determining

the stability of these solutions. We were therefore unable to analytically determine

stability for nontrivial solutions in a warped background, even when that background

is fixed (e.g., in the Randall-Sundrum model with no backreaction). Instead we were

forced to determine stability numerically.

Including the dynamics of the gravitational sector forces the inclusion of additional

scalar fields whose purpose is to stabilize the size of the extra dimension. In that

case we were again able to find nontrivial kink-like configurations, except now for

a coupled multiple-field system. We have described a general graphical technique

to find all possible static configurations of the background equations with one kink

scalar field and an arbitrary number of additional “stabilization” fields. The technique

amounts to generating solution surfaces by varying the shooting parameters needed

to solve the coupled system of equations. This technique also allows us to look for

multiple solutions with the same action. We have demonstrated how to implement

this technique in two simple examples, where we considered one kink field and one

stabilization field in the presence of gravity. As in the flat case, when the potential

for the kink field is a higher-order polynomial (leading to higher-order nonlinearity in

the field equations), we found that multiple solutions may exist for the same action.

Interestingly, however, we also found multiple solutions for the same action when the

kink potential was a fourth-order polynomial, which differs from the result obtained
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in a flat background.

I have addressed the issue of stability only partially, deriving the full 5D pertur-

bative equations, including gravitational perturbations, for multiple scalar fields in

the presence of a warped extra dimension, and with general boundary conditions.

The system of equations constitute a matrix eigenvalue problem, which must be an-

alyzed using an extension of the usual theorems coming from oscillation theory or

Sturm-Liouville eigenvalue problems. Such a project is currently underway.



Conclusions

Cosmic acceleration is a common ingredient in many of our current ideas about the

universe. In the early universe, cosmic acceleration is often evoked in order to solve

many of the outstanding problems with the Hot Big Bang cosmology. Adding this

element, called inflation, to our picture of the early universe not only solves some of

these problems, but it also makes predictions that are in remarkable agreement with

observations. However the inflationary paradigm, as it is sometimes called, has its

own shortcomings. One of these is that we do not fully understand the details of

how the universe transitions from a cold and empty place at the end of inflation, to a

hot and radiation-filled place which is required by the very successful Hot Big Bang

cosmology. This transitional period, called reheating, has also proven to contain some

surprises. In chapter 2 I discussed a resonance that may occur during this stage of

the early universe, called preheating. I discussed some possible models of preheating

that involved fields that are derivatively-coupled to the inflaton field.

Whereas cosmic acceleration in the early universe was originally motivated by

theoretical arguments, cosmic acceleration in the late universe was seemingly forced

upon us by observations. With the unexpected discovery that an accelerating universe

seems to best explain several orthogonal observations, the search has been on for

what could possibly be causing such behavior. However, there have been attempts to

explain away the data in a way that would not require cosmic acceleration. One such

approach is to call for a re-examination of how we interpret our observables. We know

that we live in a universe which is inhomogeneous, or clumpy, on small scales. Yes our



4.9 Discussion and Outlook 118

cosmological observables are based on a model of space-time which is perfecty smooth

and homogeneous. At some level the predictions we make with such a model cannot

be trusted, since we know that the model is not exact. By using an alternative model

of the universe, namely the LTB void model, some authors have recently argued that

the observations which seem to lead to the conclusion that the universe is accelerating

can be explained in these models without requiring acceleration.

One consequence, or prediction, of these LTB void models is that they would give

rise to cosmic parallax. By looking for a cosmic parallax signal, we might hope to

test or constrain such models. But LTB void models are not the only possible models

of the universe that would give rise to a cosmic parallax signal. In chapter 3 I showed

that anisotropic models of the universe would also give rise to cosmic parallax. There I

focussed on Bianchi type-I models, for the sake of simplicity. I showed that for realistic

Bianchi-I models, the expected cosmic parallax would be several orders of magnitude

smaller than the expected signal from the most optimistic LTB void models. If future

surveys detect a statistically significant cosmic parallax signal, that would therefore

be strong evidence for the LTB void scenario. If, on the other hand, no such signal

is observed, that could place significant constraints on LTB void models.

Finally, we do not have a firm understanding of what causes, or drives, cosmic

acceleration in the early or late universe. One possibility is that cosmic acceleration

could be a physical manifestation of our universe having extra spatial dimensions

that have thus far gone undetected. Recent ideas in string theory and high energy

particle physics have re-opened this possibility, and efforts are currently underway

to test whether extra spatial dimensions really do exist. In chapter 4 I discussed

the complications that arise when trying to build realistic braneworld models. In

a space-time with extra spatial dimensions, one expects scalar fields (related to the

higher-dimensional space-time geoemetry) to exist in the low-energy description of the

theory. Furthermore, one expects that these scalar fields have profiles that extend into

the bulk of the extra dimensions. In chapter 4 I searched for scalar field configurations
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in such an extra-dimensional setup with non-trivial profiles in the bulk. This required

adding an additional scalar field to the setup with the function of stabilizing the extra

dimension, which in turn complicated the search for such solutions. I discussed a

method that I helped develop to search for these non-trivial solutions in this multi-

field situation. I also showed that interesting non-linear effects are possible when one

includes gravity into the setup. The stability of the non-trivial configurations in the

multi-field case was left for future work, as was showing how such models could give

rise to cosmic acceleration.
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