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ABSTRACT

Today’'s hyper—competitive worldwide market, turbulent environment, demanding customer
and diverse technological advancements force any corporations whopleest products to
look into all the possible areas of improvement in the entire prddacycle management
process. One of the areas that both scholars and practitioneroverl@ked in the past is

Engineering Change Management (ECM).

The vision behind this dissertation is to ultimately bridge this gapdbntifying main
characteristics of a New Product Development (NPD) procesariaotentially associated with
the occurrence and magnitude of iterations and Engineering Changesd&@&)ping means to
quantify these characteristics as well as the intemelsttiips between them in a computer
simulation model, testing the effects of different paramséttings and various coordination
policies on project performance, and finally gaining operational irssightsidering all relevant

EC impacts.

The causes for four major ECM problems (occurrence of ECs, IGnhkp&d time, high EC
cost, and occurrence frequency of iterations and ECs), arelifcstssed diagrammatically and
gualitatively. Factors that contribute to particular system \aehgatterns and the causal links
between them are identified through the exploratory constructioausbt/causal-loop diagrams.
To further understand the nature of NPD/ECM problems and verifyeyh@ssumptions made in
the conceptual causal framework, three field survey studies soaducted in the summer of
2010 and 2011. Information and data were collected to assess the pratice in automobile

and information technology industries where EC problems are commonly enedunter



Based upon the intuitive understanding gained from these two prepasatibna Discrete
Event Simulation (DES) model is proposed. In addition to combining essprdject features,
such as concurrent engineering, cross functional integration, cesgonstraints, etc., it is
distinct from existing research by introducing the capabilitgifferentiating and characterizing
various levels of uncertainties (activity uncertainty, solution dac#y, and environmental
uncertainty) that are dynamically associated with an NRijegr and consequently result in
stochastic occurrence of NPD iterations and ECs of two diffaggras (emergent ECs and
initiated ECs) as the project unfolds. Moreover, “feedback—loop” oelstips among model
variables are included in the DES model to enable more acqredietion of dynamic work

flow.

Using a numerical example, different project—related modeurest(e.g., learning curve
effects, rework likelihood, and level of dependency of product confign)aand coordination
policies (e.g., overlapping strategy, rework review strateg®, b&tching policy, and resource
allocation policy) are tested and analyzed in detail concerthnge major performance
indicators: lead time, cost, and quality, based on which decision—malgggstions regarding
EC impacts are drawn from a systems perspective. Simulasoiits confirm that the nonlinear
dynamics of interactions between NPD and ECM plays a vital iroldetermining the final

performance of development efforts.
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CHAPTER 1

INTRODUCTION

1.1 Overview

New Product Development (NPD§ an entire process from idea generation, through product
design and manufacturing, and to bringing a new product to thkem&®n the other hand,
Engineering Change Management (ECMjefers to a collection of procedures, tools, and
guidelines for handling modifications and changes to already eelegsoduct design
specifications or locked product scope (Terwiesch and Loch 199%gHaad Mak 1999;
Bhuiyan, Gatard, and Thomson 2006, Bouikni and Desrochers 2006). While these w@as@soc
often overlap and influence each other, methodical understanding of the dyni@mactions has
been scarce in the research community. From a macro orfjaméa perspective, a
comprehensive assessment that aims to quantify the combined inipasgt NPD and ECM
process characteristics on the performance of development stibtemains very challenging,

particularly in a resource constrained multi—project environment.

The purpose of this dissertation is to systematically invdstigee dynamic interactions
between NPD and ECM within a single firm. The research genesatind develops a structured
foundation for simulating the iterations and engineering changesrred stochastically
throughout the development process. Thus, it enables the prediction of key pesfjermance

indicators within a given context and provides useful managerial tssigh decision makers



who wish to understand how the complexity and uncertainty that isatiypiassociated with

ECM problems may influence the lead time, cost, and quality of their NPD projects

This first chapter gives an introduction of the entire researotk by overviewing the
context in which ECM issues are discussed, defining the réspeoblems that this dissertation
attempts to address and the purpose of the modeling study, highlidtgingsearch objectives,
justifying the methodology adopted to achieve them, and lastly sumingathe organization of

this dissertation.

1.2 The Problems

Engineering Change (EC)is a fundamental reality in any new product design and
development environment. However, there is no universally accepted idafioitEC either in
academia or practice. Different process participants, cross—functiakehslders, and observers
describe EC differently in order to reflect their own perspestioé the iterations or

modifications taken place during the product design, development and life cycle.

From amanufacturing and inventorgtandpoint (e.g. Hedge, Kekre, and Kekre 1992; Ho
1994; Balakrishnan and Chakravarty 1996; Wright 1997; Tavcar and Duhovnik\2@0Strom
and Jonsson 2005), an EC is defined as modifications to a componguairbiaéter the product
has entered production. ECM problems are presumably considereddot lsauses of unstable
production schedule, inconsistent bill of material planning or maintenaau# obsolete

inventories in a shop floor.



Several other researchers (e.g. Huang and Mak 1999; Terwiestb@and999; Bouikni and
Desrochers 2006) specify ECs as “changes and modifications torthefit, or function of a
product or part after the definition/design is released” from sppetive ofengineering design
disciplines and technical functionSince the design freeze time of different parts, drawings and
software are all different, there is no one certain pointnre tafter which informal design
iterations should be regarded as formal ECs when compared to theuprenanufacturing and
inventory perspective (i.e. beginning of the mass production). HowEGsrare considered to
appear only in the latter half of the NPD process, most liketiiose final stages of the design

phase and the entire production phase.

Still others (e.g. Huge 1977; Riviere, DaCunha, and Tollenaere 2002t EClkson, and
Zanker 2004; Bhuiyan, Gatard, and Thomson 2006), reflecting their intgrpnst from a
businessviewpoint, will consider “ECM not to be addressed within a padicphase of the
Product Life Cycle (PLC)". That is to say, an EC may o@tuany point during the whole life
cycle of a product. This is a far broader way to view anytiteraor change from the very

beginning of an NPD process to the time when the product is actually in use.

Despite of the above mentioned multiple diverse visions in defimigineering changes,
there are several common characteristics of ECs that have doedinmed by previous

theoretical and empirical literature.

First, ECs can be classified into two main categories (LochTandiesch 1999; Black and

Repenning 2001; Eckert, Clarkson, and Zanker 2004; Bhuiyan, Gatard, and Thomson 2006):

1) Emergent EC (EEC)originates from the problems or errors detected from activity

outcomes (i.e., design data and information) that have alreadyrbeen and formally released



to the downstream phase. In this research, EECs are assumeditaomrding to a certain
probability determined by the conceptualizadution uncertaintywhich will be discussed later
in more detail; and

2) Initiated EC (IEC) requested by sources outside the project’s control such as ajpangin
market conditions, arising customer requirements, new legislatioemerging technology
advances any point along the NPD process in response to the conzegteialironmental

uncertainty which will also be discussed in later section.

Under this classification scheme, design iterations within BD Mrocess angroblem—
inducedEECs are very similar, but occur in different situations. Bottheim aim at correcting
mistakes or solving problems through repetitively achieving urgoneats that have been set
initially. EECs are requested rework to prior activities whosécomes have already been
finalized and released to the next phase. However, NPD iteraéikagplace before any design
information is formally released to downstream phases, and therefgenerally takes less time
to handle iterations due to both a smaller rework scope and a shygpteral processing time.
For simplicity, we will use the termR'eworK in this dissertation to refer to both iterations and
EECs, unless specific distinction is required. From another standpppurtunity—drivenECs
arise from new needs and requirements, which result in the aolidfagctionality to a product
(Clarkson and Eckert 2004), or enlargement of the original desigmicsolscope. A formal
assessment and approval process is desirable in handling botbft{gies due to the associated

complexity and potential risks (Terwiesch and Loch 1999; Eckert, Clarkson, and Zanker 2004)

Second, typical companies launching new products follow planned schedul2grdjEcts
are often planned in advance in terms of project specificafinokiding task schedule, stage

gate dates, resource allocation, performance measurement, iamyid justification, and



preliminary market and technical assessment (Brown 1995). Howe@sro€&cur in far more
random patterns compared with regular NPD activities, and the ranodutime and effort
required for each EC also varies significantly from one tasmother. Simple changes to the
manufacturing specifications of a product component may need jigst @ays while other
changes to the outcomes of activities in early design lifecgtdges may cause unexpected
downstream change propagation, and result in substantial resouraepting, a high EC cost,

and a long overall EC processing time.

Third, resources committed to an NPD project are normally prewuesd and stable. That
is, a certain amount of resources are dedicated to each Nipatpais stated by the proposed
resource planning. However, despite the fact that ECM requiredeagrated effort from project
planning, sales and marketing, research and development, engineeringfachaing,
purchasing and inventory control, quality assurance/control, finance, huesauorces, and
sometimes even suppliers (Huang and Mak 1999; Bhuiyan, Gatard,hantsdn 2006), there
are typically no separate cross—functional resources set asibdarfdling ECs (Huang and Mak
1999). If there are no additional resources available when an EC R@gG&5tis approved, it
has to compete for the same resources that have alreadgdstgmed to regular NPD activities

according to priority levels.

Lastly, besides the above—mentioned primary effects on budget laedute overruns, the
nonlinear cause—and—effect relationships among ECs and regular &tivlliea also cause
secondary feedback effects on the scope, uncertainty, productivity and quahtiN®D project.
Most of them are extensively recorded in literature of Profhestelopment (PD) modeling
utilizing a System Dynamics (SD) approach from a macrol leit high abstraction. For

example, fourteen secondary impacts of changes in construction degatoprojects were



identified by Thomas and Napolitan (1994), including decreased worker pragidearning
curve associated with a change, possible out—-of-sequence work, increaseungpl
coordination and rescheduling activities, among others. However, tlygsenic secondary
feedback effects are not generally incorporated into traditiBikalprocess—oriented discrete
event simulation models that are typically constructed under ar lalstraction level as

compared with SD.

In sum, ECM is an important aspect to the success of an piBject. On one hand, it
continuously improves products, services, or processes by solvingy safe critical
functionality problems of a product solution and/or reflecting nestamer requirements and
technological advances. On the other hand, it also unexpectedly conscomssdarable amount
of product development resources, which in turn affects the lead tidneraductivity of regular
NPD activities significantly and thus causes scheduling indtalsihd dramatic project cost

increment.

Despite its importance, there are only a few analytical moafelSCM exist (e.g., Hegde
1992; Ho 1994; Balakrishinan and Chakravarty 1996; Ho 1997; Barzizza 2001; Bhuighn e
2006; Lin et al. 2008), yielding inadequate ECM strategies fdehPD project performance.
This research aims to contribute to knowledge on the mutual impadisCM and NPD
processes by designing and implementing a discrete—event simutaddel, and applying it to

investigate different NPD and ECM strategies and coordination policies.



1.3 The Context

ECM problems cannot be studied in isolation. But rather, investigati&CM reveals that
problems need to be addressed within a broader context, inclbeirigliowing three principle
aspects: i) complex systems, ii) current engineering andtaimtg, and iii) rework and change

propagation.

1.3.1 Complex Systems

The stochastic dynamics Gomplex Systembave been studied in various disciplines from
natural sciences (physics, biology, chemistry, etc.), social ssde(gociology, psychology,
economics, etc.), to interdisciplinary and applied sciences (commigacs, engineering, etc.).
To capture the universal properties of a complex system, we muststamde not only
gualitatively but also quantitatively, the behavior of its intercotatebuilding blocks, and how
these parts interact with each other to form a collective orfagnavior of the whole (Bar-Yam,
1997). Particularly, the complex systems theory has been gradcabpted as an appropriate
context to fit into the product development and management liter@fassine and Braha 2003;

McCarthy et. al 2006; Braha and Bar—Yam 2007; Levardy and Browning 2009).

A new product is designed and developed via an NPD process through the fedior a
group of specialists under dynamic internal and external environfleist.dissertation brings
together the four main elements of complexity associated wiigrdaad product development
(Earl, Johnson and Eckert 2005), namely, praducicessteam (/designey)and environment
(/user), on the decision of how iterations and ECs emerge and thust ip® project
performance, and how should they be effectively managed by apliffiegent coordination
policies. Figure 1 describes the four main elements of PD project complexity dtingi the

corresponding contributors under each category. Interdependencies ansenfath@s and how



they contribute (i.e., whethgrositively or negativel) to the occurrence of ECs, long EC le
time, and high EC coswill be discussedin Chapter 3 with the help of constructin

causal/causal-loop diagrams.

Product Process Team Environment

e Complexity and * Project Design e Cross Functional * New
Quantity of Solution Scope Team Skill Mix Government
Components Legislations
e Degree of e Geographical
® Degree of Activity Coupling Locations of e New Customer
Component/ Team Members Needs
System Coupling e Overlapping
Strategy e Local Task e New Technology
¢ Technological Optimum vs. Advances
Novelty Aggregate
System * Vendor
Performance Availability and
Performance

Figure 1: Four Basic Elements of PD Project Complexity

Highly engineeregbroductis a complex assembly of interacting componeHobday 1998;
Krishnan and Ulrich 201). In automobile industry, a fairtypical modern vehicle is compos:i
of more than ten thousand manufactured componeaegj supplied by thousands of out:
suppliers. In the face of such grquantities of components, complex produat« impossible to
be built all at once. They ardecomposed into minimally coupled majsystems, and the
further broken into smaller subystem of manageable size and complexiayd finallydown to
separate components or paus individual detailed engineering desicOn the other handhe
integration of interdependediecompositions within and across system(s) intofitted overall
solution as welbdds up to the level of complexity and requiresstaitial coordination effort

(Pimmler and Eppinger 1994).



Similarly, a large complex PPprocess through which all the stages of a product’s lifecycle
occur, is itself a complex system involving hundreds or thousandseofelated or interacting
activities which transforms inputs into outputs (INCOSE SE Handbook V325), As shown
in the PD literature, tremendous research effort has been dentwezkploring the complexity
of PD processes, especially in studying both of the advantages sadVahtages of parallel
development process (also known as concurrent engineering) or spirbdpdeset process
(which is applied more often in software industry) as comparedthathraditional staged (also
known as waterfall or sequential) development process. Some priarategarticularly stressed
structuring and managing the process through the efforts mmming the interdependencies
among tasks via process sequencing optimization (Smith and Eppinger X®@nhirg and

Eppinger 2002; Cho and Eppinger 2005).

Also, multi-disciplinaryteamsparticipating in an NPD project are typically composed of
numerous decision makers from different functional areas (e.gketimg, engineering,
manufacturing, purchasing, quality assurance, etc.) with varied sl (e.g., degree of
specialization, depth of knowledge, qualifications, work experiencg, etsponsibilities, and
authorities working together and contributing to the achievemetiteofinal product solution.
These teams exhibit another set of complex and non-linear organikzabenaviors in
communication, collaboration, and integration when considering local tagiates as well as
task interactions in determining aggregate system performanch, (Mihm and Huchzermeier

2003).

Last but not least, an NPD project interacts with its intef@g., simultaneous concurrent
development of other products within the same organization) and extémal,

customers/market, competitors, suppliers, and other socio—ecoramtucsfsuch as government
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regulations, etc.gnvironmentghroughout the project cycle. The dynamic and sometimes even
chaotic competitive environmental factors also contribute significéao the complexity in the

coordination of NPD projects.

1.3.2 Concurrency and Uncertainty
Besides the above mentioned four essential ingredients of a coRIpleroject that will be
explicitly integrated into the simulation model proposed by thied®sson, two key PD process

characteristics, concurrency and uncertainty, will also be captured.

The concept ofconcurrent Engineeringis characterized by 1) the execution of PD tasks
concurrently and iteratively, and 2) the cross—functional integratfoough improved
coordination and incremental information sharing among participatouypgr It has been widely
embraced by both academia and industry for the well documented agbsaaaNPD cycle
acceleration, risk minimization by the detections of design ®irorarly stages, and overall
quality improvement (e.g. Ha and Porteus 1995; Loch and Terwiesch 1898aB, Gerwin,
and Thomson 2004). It is one of the primary process features ¢éhatptured and thoroughly

analyzed by the model framework proposed in this dissertation.

Complexity drivesUncertainty. Uncertainty is an inherent nature of NPD projects stemming
from all aspects of complexity associated with effortstargaa new product as discussed above.
The presence of inherent uncertainty in NPD processes is gneater and, interestingly, much
more complicated than those in processes of other kinds (e.g., busmaesanufacturing
processes), even though the latter also possess certain degiteerent unpredictability. Types

of uncertainty in engineering design includebjective uncertaintylerived from incomplete
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information, andobjective uncertaintyassociated with environment (Wynn, Grebici, and
Clarkson 2011). Moreover, concurrent processing of NPD activitiesfuvther increase the
uncertainty of an NPD project by starting activities withomplete or missing input information.
This research explicitly differentiates uncertainty into thtgpes: i) low—level activity
uncertaintyrepresented by the stochastic activity duration, ii) medium—smabetion uncertainty
that dynamically calculates rework probability, and iii) kiglvel environmental uncertainty

captured by the arrival frequency and magnitude of IECs.

1.3.3 Rework and Change Propagation

Evidences show clearly that excessive project budget and schedule overital/tynvolve
significant effort on rework (Ford 1995; Ford and Sterman 1998, 2003; Reichelt agid 1999;
Park and Pefia—Mora 2003; Lin et al. 2007; Lyneis and Ford 2007). Moreasgec|atmed by
Reichelt and Lyneis (1999) that “these phenomena are not caudatkelscope growth or a
sudden drop in productivity, but rather by the late discovery andctiomeof rework created
earlier in the project.” In this dissertation, primary featweblPD projects will be transformed
into a simulation model to study their relative impacts on thehsistic arrivals oRework(i.e.,

iterations or EECSs).

Rework probability, if included in previous PD process models, is typiaakigned a fixed
number and remains statically along the process. However,dtaslated in this model by the
dynamic, evolving solution uncertainty that includes important feedbdekt&ffrom other

interrelated system variables such as design solutions sceperae availability, etc. And also,
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any type of rework is usually discussed on an aggregate lest#ad of being categorized into

iterations or EECs, and even expanded to include IECs by this dissertation.

A change rarely occurs alone and multiple changes can havacimgr effects on the
complex change networks (Eckert, Clarkson and Zanker 2G&&nhge Propagations included
in this research by considering both of the interdependence of pramupboents/systems and
the interrelated NPD activities. A complex product usually ctssikseveral interrelated major
systems, and each further contains interconnected subsystems, compameriements. The
interactions, in terms of spatial, energy, information, and nahi@immler and Eppinger 1994),
that occur between the functional and physical elements will dadsef one product element
propagate to the others. Besides highly dependent product configupxtidngct development
activities are also coupled. An EC may propagate to itsdatesities within the current phase or
after. For example, an EC that solves a design fault may trigger furti@nges to downstream
activities in design or production phase.

To conclude, this research is discussed in the context of comptersyand different forms
of uncertainties on the decision of how NPD iterations, ECs, and cipangagations emerge;
their impact on key performance indicators, lead time, cost, andyquadd how should they be

effectively managed applying different coordination policies.

1.4 Research Objectives
On the one hand, even though the demand has increased for more e&E€itlvas an
important competitive advantage of product development companies, thegeEGM literature

focuses mainly on the following topics: i) multi-step administea@valuation that supports the
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formal EC approval, implementation, and documentation process, ii) BGivbduct structure
and material resource planning, and iii) change propagation and knowleiggement. In
addition, with a few exceptions (Hegde 1992; Ho 1994; Balakrishinan and ChakrE8@@tyHo
1997, Barzizza 2001; Bhuiyan, Gatard, and Thomson 2006; Lin et al. 200Hegs@@n 1.5or
detailed discussion of these analytical or computer models), ahithdke previous research or

empirical studies were qualitatively discussed in a descriptiwveana

On the other hand, despite of a rich body of concurrent engindigeirgure that emphasizes
the iterative nature of NPD, “these models see iteratiorx@genousndprobabilisticand do
not consider the source of iterattoiflLoch, Mihm and Huchzermeier 2003), which causes the
identified rework too general and therefore not sufficient for antefeeECM study. As a result,
there is a lack of research—based analytical models to entf@eenderstanding of complex
interrelationships between NPD and ECM, especially from an eiser®vel systems

perspective.

In response to the increasing calls to close the gap betweernviodsedies of literature, the
objective of this research is to conceptualize and integratkethdeatures of both NPD and
ECM in a way that understanding and knowledge of the dynamic andaimmnpacts between
these two processes can be improved from a systems perspeetognion of two types of
rework (i.e., iterations and EECs) and IECs, along with the evolwmgrtainty levels of an
NPD project that calculate rework probabilities and influence Huavdevelopment process
unfolds (Wynn, Grebici, and Clarkson 2011), are the two underlying proliteims addressed

by this work.

To be more specific, this research intends to achieve the following goals:

L “Iteration” in this quotation is an equivalentrreto “Rework” as defined by this research.
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1) To conduct a comprehensive, in—depth study of the main characseolsECM problem
both qualitatively (through field survey research to investigate the current peaand
the construction of causal frameworks to enhance the understandingset c ECM
problems and interdependencies among key process featurep)aariatively(through
the generation and systematic investigation of computer models/g¢opgecise and
testable results).

2) To develop a simulation model of the overall NPD process in which sticltarations,
EECs, and IECs occur according to dynamically evolving unceytéénels and thus
impact work flow of the NPD project. Furthermore, this model fraortkwcan be
extended into a multiple NPD projects environment.

3) To examine how changes in the model variables affect key projéotpance measures
(i.e., lead time, cost, and quality of the NPD project) from degsys perspective.
Different NPD and ECM managerial strategies and coordinatioitigmlare to be

investigated.

1.5 Methodology

The general research methodology and associated underlying pringipldsrms of
gualitative or quantitative research design) adopted by thisrcbsaee introduced in the first
subsection, while the justifications of modeling methodology choie@pravided in the second

subsection.

1.5.1 Research Methodology
Figure 2depicts the iterative research process that contains four mé&mgulocks of this

dissertation: ixonceptual causal framewofKChapter 3 aiming to find sources of ECM issues
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by identifying important interacting variables and their caus#dtionships from a systems
perspective, ii)field survey study(Chapter 4 conducted in automobile and Information
Technology (IT) industries in the summer of 2010 and 2011 to cohémtmation and data
regarding NPD and ECM processes, i@ymputer simulation moddlChapter § that are
systematically constructed based on the findings of the abova.énal{eoretical and practical
reasoning); and iviumerical application and result analygiShapter § by importing educated
estimates of model parameters, evaluating and comparing ajugascenarios to support
effective decision analysis of different NPD/ECM coordination pedicand managerial
strategies.
Conceptual

Causal
Framework

Field Survey Studies Computer
(Summer 2010, Simulation

Summer 2011) Model

Numerical
Application &
Result Analysis

Figure 2: Overview of the Iterative Research Process
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Figure 3 illustrates the detailed view of the research method design eatdpt this

dissertation, which is based on a combination of both qualitative and gunamtaaalyses. The

gualitativeanalyses include:

e Analysis of primary and lower level drivers of ECM issueg( long EC lead time
and high EC cost) together with the causal relationships among these factors;
e Analysis of information obtained from observations and informal interviews;

e Use of secondary data in related literature, such as testpdowen definitions,

theories, research hypotheses, etc.

Thequantitativeanalyses include:

e Analysis of companies’ historical data or data collected from structurenyiews;
e Experimental design and result analysis of the computer simulation model,

e Use of secondary data in related literature, such as publigfieial statistics, results

from field studies and industry surveys, etc.

Research
Methods

Qualitative Quantitative

Use of

Computer Use of

F Causal K FIEI: S:rvey Secondary FleI;:ItS:rvey Simulation Secondary
ramewor tudy Data udy Model Data
Company
Data
Causal Result
Relatlonshlps

Informal
Structured Anal sis
InterV|ews Y
Interviews

Figure 3: Detailed View of Research Method Design
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1.5.2 Comparison of Different Modeling Methodologies

As listed inTable 1 there are two main directions, mathematical modeling and cemput
simulation, that previous researchers took to gain insights and krgevéxbut NPD and ECM
processes in the existing literature. It is important to noteleae two approaches are by nature
interwoven since computer simulation is innately mathematiwadlels but in a computer—

assisted representation.

Formulating a mathematical model, which is to “represent @msyst terms of logical and
guantitative relationships that are then manipulated and changedhoved¢lee model react, and
thus how the system would react” (Law 2007), is one way to definalastdact the problem of
interest. Among various algorithm approachesar programming which objective function
and constraints are all linear functions, is fit to solve “theega problem of allocation limited
resources among competing activities in the best possible way” (HificeLieberman 2001). As
listed inTable 1 several researchers applied linear programming in theirestyBalakrishnan

1996, Krishnan 1997, and Barzizza 2001).

Since the time wasted by waiting in lines for limited sesiresources is one of the major
factors in both the long lead time and the low production rates of &RDECM, classical
gueueing theorycan be considered as another reasonable mathematical regireseriy
applying queueing formulas using different probability distributionifieer—arrival and service
times, average waiting time and number of entities in queue cafth@ed to measure the
performance of the queue. However, mathematical analyses ohguetivork problems could

become too complex when the feedback loops among interrelated processes deeecbnsi
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Table 1: Modeling Methodology Summary
Reference | Purpose \ Description
Mathematical Modeling (Analytical Solution)
Hegde 1992 Statistical analysis to quantify the impact|an&mpirical analysis of descriptive statistics

interaction of various time drivers for ECO
on shop delays.

e Single/Multiple variable(s) regression of idle time—in process
(queue time)

Balakrishinan
and

An analytical optimization model to
investigate the impact of an EC on market

e Linear programming
¢ Objective function: maximizeevenuesnd minimizetotal cost

Chakravarty | opportunities and manufacturing costs when (backorderssubcontractsinventory holdingandobsolescence)
1996 deciding
Ho 1997 An analytical procedure to compute e Equation for calculating the progressive probability of EC for

progressive probabilities of ECs.

each item
e Sensitive analysis

Krishnan et. al
1997

A mathematical model of an overlapped
NPD process using evolution and sensitivi
to identify overlapping strategy for optimal
product development performance.

e Linear programming
[¥ Objective function: minimizelevelopment lead timé = t,, + d,,

Barzizza 2001

A mathematical model aims at suggestin
use—as—is ECs’ implementation at the bes
time, with the least impact on firm costs.

Je Linear programming

[ e Objective function: maximizeotal savingSy resulting from the
production ofN units of pre—change product in place of post—
change product.

Bhuiyan 2001

A mathematical technique for studying ar
evaluating the performance of a concurren
process and a sequential process conside

o Expected Payoff Method (Decision Theory) in the form of a
t guadratic function
'&INo rework and no interaction between phases in a sequential

overlapping and functional interaction.

process as simplifying assumptions

Computer Simulation

Table 1: Modeling Methodology Summary (cont’d)

Ho 1994

A simulation experiment to examine the
effect of different frequencies of ECs on th
performance of multi-level Material

e Simulation experiment
Ee Analysis of variance (ANOVA) ofotal costandobsolescence
cost
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Resource Planning system under various
operating environment.

ins

Bhuiyan et. al | A stochastic computer model to study ¢ Discrete—event simulation

2004 concurrent engineering and how the key | ¢ Information—process view of NPD
features of overlapping and functional e Three types of rework: churn, design versions, and overlap sg
interaction affect developmenttime and | o Rework probability is pre—determined by two model variables:
effort under four uncertainty conditions. overlapping and functional interaction

Cho and A process modeling and analysis techniquee Latin hypercube sampling for duration sampling

Eppinger 2005 | to compute the probability distribution of | ¢ Parallel discrete—event simulation

NPD lead time in a stochastic, resource—

constrained activity network where iteratio
take place sequentially, in parallel, or in an
overlapped fashion.

NS

Streamlined interface between information—based Design
Structure Matrix structuring analysis and network —based proj
scheduling analysis

e |teration probabilities and rework amount vary in each iteratio

ect

Bhuiyan et. al
2006

A stochastic computer model to compare the Discrete—event simulation

behavior of two methods of managing an
ECR process, individually or in a batch.

e Based on the framework developed in Bhuiyan et. al 2004

e ECRs only go to the start of the present or any previous phas

e ECRs and design versions have the same probabilities of
occurrences

Lin et al. 2008

A dynamic development process model f

validated “Rework Cycle” framework.

D System dynamics simulation
managing overlapped and iterative product e Rework due to development errors and rework due to corrupt
development based on the well accepted ardOverlapping and investment policy analysis

e Model validation using real world data

on
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Although there is no particular study in literature that adopts dheuing theory
mathematically, it is integrated within almost all of diseretvent simulation models. These
simulation packages allow the construction and statistical asafsiomplex queuing network

problems.

This dissertation uses computer simulation to model and study tizenis between NPD
and ECM. Simulation has several advantages over other approackiesf &il, To gain insights
into the operation of a very complex and dynamic real world systghout too much over
simplification, computer simulation appears to be a more effeattdepowerful tool than pure
mathematical approach that is often from a single viewpoint. Véhidemputer simulation is
based on some mathematical algorithms, very complex modelingociastic inputs and
detailed operations are possible. Second, compared to optimization mondrigtign is
especially valuable to identify how feedback effects, nonlinegriaesl delays interact to
produce dynamics that persistently resist solution (Sterman IB8itd, simulation models can
easily incorporate separate random inputs that follow almostiesised probability distribution
for model replications, thus enabling a more valid representationabfyrd_astly, computer
simulation provides better control in comparing alternatives and scenarmbsibging the model
structure and parameter settings. This feature gives sionulaiperiority in the investigation of

different managerial strategies and coordination policies over other meig@sol

The “information flow” view of an NPD process (Clark and Fujimoto, 1991; Krishnan,
Eppinger, and Whitney 1997) is adopted by this research. From this itifmnpocessing
perspective, an NPD project is considered as an evolutionary pmitessisaggregate design
information being generated, transformed, and converged into the final prsdiution,

proceeding through time and across functional areas. Howevergwetainterested in how the
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initial inputs in terms of market opportunities or new product ideascantinuously evolving
into the eventual deliverable, but rather in those discrete poititmé{t) when entities of the
system (i.e. an NPD project or IECs) start or finish diviagc and the corresponding change of
the state of the system. At discrete tifag, duration of each activity, functional resource
consumption from all involved departments, current value of the soluticertamty, and real

time work flow will be captured.

Also, the repeatable nature of an NPD process provides the vétiddgcomposing an NPD
process into successive design and development phases, each contaevialssguentially
repeating activities. Nevertheless, it is important to note that NPPicatly an iterative process
rather than a purely linear one, with unforeseen uncertainty abidy@ity (Terwiesch and Loch
1999). This feature can be represented by the routing of work dhmk to those already

completed activities in the form of iterations and EECs in this model.

1.5.3 Justification for Utilization of Discrete Event Simulation

Among various kinds of computer modeling approaches, a dynamic, stocDastiete
Event (DE) simulation, which is based on the concept of entities, resources,sgasakeblock
charts describing entity flow and resource sharing (Borshchev 20@¢)heen employed over
others approaches, such &gstem Dynamics (Sodeling andAgent—Based (ABnodeling,

for the following reasons:

1) Theabstract level scalef DE modeling is able to meet the requirements of the problem

in discussion. DE modeling is capable of presenting the NPD and EQg3r structure
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as an activity/queuing network that accounts for precedence rehlafisnamong
activities.

2) DE is also flexible in modelingariability among individual component®mpared with
SD approach. Differentiation of activity modules is achieved bygaisg different
duration and resource requirement while differentiation of entiBesesulting from
assigning different processing and routing with different priority.

3) User—defined individualized attributes and global variables can bepmated to further
reflect peculiar characteristic of the process, which add upapabdities of creating
cause—effect feedback loopsiong variables and the occurrences of events to describe

the dynamic flow of work within a DE model.

1.6 Organization of Thesis

This dissertation is organized in seven chapters as follows.

Chapter 2extensively reviews the literature along two main directigremgineering change
management, and ii) process modeling and simulation of NPD and ECpérticular, three
influential modeling approaches of product development process thaightgtile effects of

iterations and overlapping are discussed in detail.

Chapter 3 presents the conceptual causal framework of four major ECM prablems
occurrence of ECs, long EC lead time, high EC cost, and occarfiesguency of iterations and
ECs. Open—loop causal diagrams and closed causal feedback loopsated to determine the
key contribution factors to these ECM problems and interdependencmsyaimem from a

systems perspective.
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Chapter 4presents several field studies conducted in the summer of 2010 andn2011
automobile and IT product/service industries, based upon which the nesgpfoved modeling

effort toward ECM was identified.

Chapter 5introduces the building blocks of the model framework and logics behoid ea
model variable in detail. The discrete event simulation modealdesl two major components:

NPD section with rework, and IEC section.

The proposed simulation model is then illustrated in its entirgty 3—phase and 3—activity
example inChapter 6 It is followed by the experimental control and manipulation of model

variables, together with analysis and evaluation of running results.

Chapter 7 discusses research and managerial implications of this wark, pgesents

conclusions, restrictions, and future work of this research.
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CHAPTER 2

LITERATURE REVIEW

2.1 Overview

An extensive search of the literature is conducted along two main directions:

1) ECM, and

2) NPD Process Modelindor project management.

Due to the fact that the former has received much less atiédndim research and industrial
communities than the latter, different search and review sieatesge applied to the two
categories. A comprehensive survey was conducted to broadly cover E@M topics,
followed by a detailed review of only several highly—cited inflisdrtheories and NPD models
proposed in literature that recognize process features ktidithis dissertation work, including

concurrent engineeringework and iterationsanduncertainty

Under each category, related papers are further grouped into vesmas as shown in
Table2 and Table 3 respectively. Nearly 50 papéssere reviewed thoroughly, among
which ninteen core references are showirbahd formatting. Because of the content overlap,

papers may appear in more than one topic.

2 This number doesn'’t indicate the entire lengtthefreferences cited in this dissertation.
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st of Papers Covered irECM Literature Review

General
Administration
Guidelines

Huge 1977; Diprima 1982; Reidelbach 1991; Balcerak and Dale]
Hegde, Kekre, and Kekre199/right 1997 (Paper Revieyy Huang
and Mak 1999;Loch and Terwiesch 1999 Terwiesch 1999 and
Loch; Barzizza 2001; Huang, Yee, and Mak 2003; Tavcar
Duhovnik 2005; Klein, Poltrock, and Handel 2007

1992;

and

ECM in Product
Structure and Material
Requirements Planning

Harhalakis 1986; Maull, Hughes, and Bennett 1992; Ho 1
Balakrishnan and Chakravarty 1996 Ho and Li 1997; Rutka et a
) 2006; W [Instrim and Jonsson 2006

994
[.

Change Propagation
and Knowledge
Management

Saeed, Bowen, and Sohoni 1993; Ho and Li 1997; Peng and Tr
1998; Clarkson, Simons, and Eckert 2001; Do 2002; Rouibah 1
Eckert, Clarkson, and Zanker 2004 Keller, Eckert, and Clarkson
2005 Bouikni and Desrochers 2006ee, Ahn, and Kim 2006
Aurich and RIBing 2007; Do, Choi, and Jang 2007; Scholz—Reitq
al. 2007

appey
2003;

2r et

Computer Aided ECM

Huang and Mak 1998; Huang, Yee, and Mak 2001; Chen, Shir|

System

. and

Shen 2002; Rouibah and Caskey 2038, Ahn, and Kim 2006

Table 3: List of Papers Covered irNPD Process Modelinditerature Review

General Analytical Frameworks

Krishnan, Eppinger, and Whitney 1997
Browning 1998 Loch and Terweisch 199§
Bhuiyan 2001; Browning 2006&2007(Paper

Reviewy
Models Design Structure Browning and Eppinger 2002; Cho and
/Simulation Matrix Eppinger 2005
Methodologies System Dynamics Black and Repenning 200; Lin et al. 200¢

Model

Discrete Event Model

Bhuiyan, Gerwin, and Thomson 200;
Bhuiyan, Gatard, and Thomson 2006

2.2

Engineering Change Management

Papers related to the topic of Engineering Change Managemednttaer divided into four

categories: i)General Administration Guidelines) ECM in Product Structure and Material

Requirement Planningii) Change Propagation and Knowledge Managemand iv)Computer

Aided ECM System
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2.2.1 General Administration Guidelines
Providing generic descriptions of the problem and making suggestamsffiective
Engineering Change Control (ECC), thus minimizing EC impacbne of the traditional

characterizations of ECM research.

Huge's paper is among the earliest contributions to the ECM fiéldge 1977). He
presented some key ECC concepts including degree of control, chaalgatien process, EC
incorporation point and effectiveness, ECC procedures in differentginvitben the product life
cycle, the engineering/manufacturing interface, change plgnramd implementation

requirements.

Diprima (1982) developed a framework for proper control and implemamtat EC. It
contains the steps from EC initiation, approval, implementation, tartakstage which is EC
follow—up. Diprima pointed out several essential principles in EC®emsysncluding i) the
importance of communication, ii) establishment of an EC commateeposed of individuals
from marketing, engineering, finance, etc., iii) categoryE@s: immediate, mandatory, and
convenience, iv) cost analysis to determine how an EC should be ienkan v)

responsibilities of an EC coordinator, and vi) a checklist prepared for every EC.

Reidelbach (1991) categorized ECs into three groups: i) early, lowcingias, ii) mid—
production ECs, and iii) late, expedited ECs. The author made sioggesh minimizing impact
of ECs such as negotiations between customers and suppliers, weddingesirable changes,
expediting if shortage exists when an EC is authorized, foregastnd aggregate planning.
Despite the effort an EC committee can make, what Reidetiizsgrved from the real world EC

practice also revealed the fact that typical production environnsentnpredictable with
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uncountable variables of pace and human inconsistencies. And operation nmertaglerays
has to face the reluctance to change. To conclude, the author listgdidelines for the

management of EC.

Another review of EC fundamentals was conducted by Balcerak and(I®282) through a
field research. There are several outcomes that are worth omegti First, previous
classification scheme emphasizes too much on the documentsffacte as drawing and/or
bill of material. The author redefined three EC types in teom$&inished components and
assemblies to indicate the impact of the change: ECs involving contpardy, ECs involving
assemblies and components, and ECs involving assemblies &ealgond,the urgency with
which a change should be processed, which is defined as EC grade,atassliied intodGrade
E (error correction changesjrade M(mandatory changes), a@tade P(phased—in changes).
Type and grade can be combined together to evaluate amhi@, more than one of the six
determinants of EC effectivity, i) market forces, ii) dmagioffice work, iii) availability of
replacement parts or raw material, iv) stock run out, v) avathabil replacement tools, and vi)
tool wear out, need to be considered when deciding the optimum \éffectate. Forth,

feedback from manufacturing areas is essential to the success of an Eligroce

Hegde, Kekre, and Kekre (1992) investigated impacts of ECs fitome drivers”
perspective through a field study in a Fortune 500 company. Baseshtpirical analysis, they
provided two measures of the detrimental impact of ECOs: i) wndlgle variable analysis, each
ECO adds 21.88-day delay for a typical part on the shop floor and 22.6leldgydde to
material defect; 2) when multiple regressions are conducted,aahtative conclusions can be

obtained. ECOs, defective materials, a route involving visits to hettks, and releasing a job
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earlier than the planned date all have adverse impact on leadHinvever, a close monitor on

jobs that visit bottleneck operations will shorten the delay to a considerabié exte

A thorough review of papers until 1995 was done by Wright (1997). The awttegocized
the EC related papers into two main topics, computer—bdsel$s” for the analysis of EC
problems andmethods” to reduce the impact of ECs on manufacturing and inventory control.
Most of the publications during that time period predominantly focusech@rEC control
mechanisms and systems. An important observation by Wright isutfterstanding of the
positive effect EC can provide for product improvement and enhanced marketnpenfe is

long omitted by EC research.

Huang and his research group conducted two comprehensive questicguraeys on the
topic of effectiveness and efficiency of the engineeringighananagement system within UK
and Hong Kong manufacturing companies in 1996 and 1999, respectively (&hchivipk 1999;
Huang, Yee, and Mak 2003). The surveys resulted in several observadtimsis.a well
structured procedure instead of an ad hoc one is the most impeigar@nt of an ECM system.
Secongdmost of ECM activities are related to the administratieegssing; design offic&hird,
industrial/production department, and EC coordinator are the most refewatibns for ECM
within an organizationFourth, the processing and implementation of ECs scores highest among
strategies for ECMFifth, the majority respondents use CAD, MRP, and CAM for quick
implementation of ECsSixth poor communication and late discovery of problem were found to
be the two most significant influential factors of ECM to resporsdenteir study pointed out
the correlation between company size and scope of ECM practices. They alstesligdepting

computer support packages and international standards for the establishment pfde€dire.
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An analytical framework that explains the extreme ratio betwbeoretical processing time
and actual lead time was developed by Loch and Terwiesch (1999). shweyed how
congestion and batchingfluence engineering processes at a more detailed levedd Beasthe
processing network framework, they suggested improvement séstegch as flexible work
times, the grouping of several tasks, workload batching, the pgoolinresources, and the

reduction of setup times.

Terwiesch and Loch (1999) presented a process—based view of H@&yl.showed by an
industrial case study that a complicated and congested admimessapport process is one of
the root causes of long lead time and high cost. Based on the tidid gtey identified five key
contributors to lengthy ECO lead time: i) complex ECO apprpr@tess, ii) scarce capacity and

congestions, iii) setups and batching, iv) snowballing changes, and v) atgarakissues.

Barzizza (2001) suggested a new methodology for EC implementationafeCGdassified
into three categories, scrap, rework, and use—as—is. EC implemerdate and costs are then
listed for each kind. The authors also suggested two control poinssiiceaa good dynamic
ECM: the costs control pointand thetime control point “Cost control point” indicates the
average percentage error in defining EC costs while “tior@ral point” shows the average

delay of EC implementation.

Tavcar and Duhovnik (2005) recognized i) concurrent engineering methpagspgess
definition, iii) information system, iv) communication, and v) orgamags the five key factors
for efficient ECM. These factors were used for optimizing th@ [ocess in individual
production, serial production of modules, and manufacture of household applianpesedrof

elements and modules provided by different suppliers. The authors sdggestedifferent
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products with varied degree of complexity, interdependency, and nurhioeolved production
fields should put different emphasis on the five criteria forcéiffe ECM. In order to yield an
optimum decision—making process, they recommend a combination of coocatmmivia
electronic media and personal consultations, prototyping, easy docésdgh technical and
manufacturing data on the product by internal personnel and exsppliers as well, and

recognition of the design level of EC.

Coordination theoryis about the collaborations among people or software agents to manage

the dependencies between tasks. Klein, Poltrock, and Handel (2007) deradrestraipproach

for recognizing the similarities and differences among thE@M processes from a
coordination—theoretic perspective. They first defined core tasklseothange process to be
propose change, authorize change, and implement change. The key dependerigsaage
request flow from the first task to the second and an authorihiagge notice flows from the
second task to the third. Then he compared three EC processes thge ctzareges to cost and
schedule, processes and tools, and product configuration by applying top—dmatiatetrees.

Two key findings were obtained: i) most of the steps in these processes theobrdination; ii)

the differences between processes concerned how they perfordination and exception

handling.

2.2.2 ECM in Product Structure and Material Requirements Planning
There are number of researchers examine ECM problems fropethpective of material
requirements planning. Research questions include: how do ECs ladfestability of production

planning and inventory control? How many items are required to n@etethand while how
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many get obsolete? Which lot-sizing rule should a company follomamtain the lowest

possible cost for the production in progress whose design gets changed?

Maull, Hughes, and Bennett (1992) wrote a paper on the topic of howfieCsthestability
of the Bill-of-Materials(BoM), especially the effects of such changes on the computed-ai

design (CAD)/computer—aided production management (CAPM) interface.

Ho (1994) raised the question of how to balance the frequency of ECschaduling

instability it causes. He showed that frequent ECs deteriorate MRRrspstdéormance through

a full factorial simulation experiment along with a sensitiatalysis for validation. Also, the
choice oflot—sizing rulewas found important under different conditions of EC frequency in
terms of obsolescence cost and total cost. The experimetttaisfanclude: EC frequencies, lead
time uncertainty, lot—sizing rule, and the inventory items’ setupyfica cost ratio. The ANOVA
analysis indicates that Silver—Meal discrete lot—sizing héu(iSM) appears to be the best rule
when probability of ECs (p) is less than 0.5%. Wherxceeds 0.5%, the part—period balancing
performs better. Economic order quantity is the worst rule undéewadls of EC frequencies.
SM and least total cost rule were found to be comparativelytisen® the length of planned
lead time. In a frequent EC situation, obsolescence cost insreaaareat degree and selection

of lot—sizing rule becomes more important.

In another paper by Ho, an analytical procedure to compute privgressbabilities of ECs
was developed (Ho and Li 1997). Progressive EC probabilities acelatald for every
component in multi-level product structure in terms of the impacts rofcpanmonality and

structures of BoM on EC. They concluded that both the magnitude ainGhe number of
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6.3.2 Impact of Rework Review Strategy

In this subsection, different types Bework Review Strategies (RR&hich are applied at
decision points of rework review after the completion of each acte investigated for their
effects on lead time and project coRRRSsare characterized in this researchiR@ework Criteria
(RC): model variables in the form of a certain percentage R€.ratio) of the design solution
scope(S,,): (or EN,, when IECs are not countediC represents the minimal expectation for an
activity in terms of the cumulative functional effort devoted, abolkiekvthe activity outcome
will be accepted by engineers and project managers without condtlotiribird step “rework
evaluation” as shown ifigure 30 When the cumulative functional effort up to date fails to
meet (i.e., is less than) tiRC, the NPD project will need to proceed with a rework evaluatton. |
may either continue to perform next activity/activities (aeeg on theOS used), or start an
intra—phase iteration rework loop or an inter-phase EEC rework loopdaug to the weighted

rework probability calculated based on the current value of functional solutionaintert

RC Ratios of Different RRSs

0.975
0.875
0.775 e—RRS 1
0.675 mRRS 2
0.575
0.475 RRS 3
0.375 =>&RRS 4

SO D LD
ARLGUR DR TRt

Figure 42: Rework Criteria Ratios of Different Rework Review Strateges
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As shown inFigure 42 while havingRC ratios fixed for both reviews following activity
Concept 1 (R-C1) and Production 3 (R-P3), lRRS with different increasing patterns RC
ratios along the course of an NPD process are examifidd?: Stepped Linear) increasing
linearly within each phase in 5% increments and across phasd9# acrement(C: Linear)
increasing linearly in 6.25% incrementB®; Convex—Up)increasing at a decreasing rate; éad

Concave—-Up)increasing at an increasing rate.

Note that the first type “stepped linear” is served as thelibasease to which the model
behavior under differeRRSss compared. It is used as the def&RSin later analysis unless

otherwise specified.

Running results for all combinations BRS LCE, RL, andOSlevels are displayed ihable

16, from which the following three major conclusions can be drawn:

1. Effects of RRS:there is no obvious distinction in lead time or project cost observed
between(BL2: Stepped Linear) and(C: Linear) RRS. Adoption of thgD: Convex—
Up) RRS which is a more restrictive policy compared to others, leadslémger NPD
lead time and higher project cost. Adversely, adoption ofEhe€Concave—-Up)RRS(a
less restrictive policy) leads to a shorter NPD lead time and lower pcogct

2. Effects of LCE: by comparing results ofl) and (Il) under No LCE andLCE =

N;i—1
max (G) ! ,0.1), especially for scenaria®) and (E), we observe constant higher

absolute values iNo LCEcases, from which we can conclude that the inclusidrCat

reduces the impacts BIRS
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3. One thing worth noting is th&t) and(ii) values of scenariog®)—(b) in No LCE cases
, : 1\Ny—1
and scenario(D)—(2)—(b) in LCE = max ((E) ,0.1) case (see the numbers

highlighted in bold) are much higher than results of the correspondsglite cases
while (I) and(ll) values are much higher than results of scenarios underRRa®and

RL but differentOS

Table 16: Project Performance under the Impact oRRS

(i) Lead () Time (i) Project (mpPcC
RRS RL (a,y) (0N Time %Change Cost %Change
(Days) c/w BL2 (8 x 1000) c/w BL2
No LCE
(1) Low (a) 0% 158 10,781
(BL2A) a=y =03 (b) 33% 160 11,778
RRS1 (c) 66% 131 12,107
Stepped Linear | (2) High (a) 0% 176 11,948
a=y =045 (b) 33% 192 14,542
(c) 66% 162 14,927
(1) Low (@) 0% 158 —0.10% 10,774 —0.06%
© a=y=03 (b) 33% 159 —0.39% 11,735 —0.37%
RRS2 (c) 66% 130 -1.32% 11,975 -1.09%
Linear (2) High (a) 0% 177 0.76% 12,033 0.71%
a=y =045 (b) 33% 192 0.22% 14,573 0.21%
(c) 66% 160 —0.84% 14,880 —0.31%
(1) Low (a) 0% 165 4.66% 11,317 4.97%
(D) a=y =03 (b) 33% 189 18.10% 14,270 21.16%
RRS3 (c) 66% 137 4.32% 12,651 4.49%
Convex-Up (2) High (a) 0% 190 7.81% 12,912 8.07%
a=y =045 (b) 33% 219 13.94% 17,228 18.47%
(c) 66% 170 4.86% 15,776 5.69%
(1) Low (a) 0% 153 —2.88% 10,412 -3.42%
(E) a=y=03 (b) 33% 153 —4.33% 11,276 —4.26%
RRS4 (c) 66% 125 —4.74% 11,502 —5.00%
Concave-Up (2) High (a) 0% 166 -5.61% 11,231 —6.00%
a=y =045 (b) 33% 180 —6.19% 13,608 —6.43%
(c) 66% 150 —7.45% 13,825 —7.38%
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() Lead () Time (i) Project (I PC
RRS RL (a,7) 0S Time %Change Cost %Change
(Days) c/w BL2 (§ x 1000) c/w BL2
Nij—1
LCE = max <(%) ,0.1)
(1) Low (a) 0% 141 9,542
(BL2B) a=y=03 (b) 33% 129 9,436
RRS1 (c) 66% 106 9,185
Stepped Linear | (2) High (a) 0% 152 10,370
a=y =045 (b) 33% 158 12,044
(c) 66% 121 11,037
(1) Low (a) 0% 141 0.00% 9,540 —0.03%
© a=y=03 (b) 33% 128 —0.62% 9,382 —0.57%
RRS2 (c) 66% 106 —0.28% 9,167 —0.20%
Linear (2) High (a) 0% 152 —0.13% 10,365 —0.05%
a=y =045 (b) 33% 158 —0.06% 12,068 0.20%
(c) 66% 120 —0.33% 11,011 —0.23%
(1) Low (a) 0% 144 2.21% 9,763 2.32%
(D) a=y=03 (b) 33% 130 0.93% 9,544 1.14%
RRS3 (c) 66% 107 0.95% 9,314 1.40%
Convex-Up (2) High (a) 0% 157 3.36% 10,757 3.73%
a=y=045 (b) 33% 169 6.98% 13,215 9.73%
(c) 66% 124 2.90% 11,485 4.06%
(1) Low (a) 0% 138 -1.78% 9,352 -1.99%
(E) a=y=03 (b) 33% 126 —2.25% 9,219 —2.29%
RRS4 (c) 66% 102 -3.78% 8,873 —3.40%
Concave-Up (2) High (a) 0% 145 —4.47% 9,860 —4.92%
a=y =045 (b) 33% 150 =5.07% 11,414 —5.23%
(c) 66% 116 —4.15% 10,505 -4.81%
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6.3.3 Impact of IEC Arrival Frequency

After analyzing the NPD section of the proposed model franlemolly, a separate IEC part
is added to evaluate how handling of IECs that arise from outsideesowiit affect the design
solution scope and solution uncertainty, and thus impact the overalirfegctost, and quality

of the NPD project.

This subsection investigates the impact of IEC arrival frequendie three responses while
assuming the same duration estimates by associated NPD (phasgpeared ifmable 1) and

resource consumptions;(,, = 10) for all incoming IECsFRC still remains a®;, = 100,k =

1\Nij .
1,2,3, andLCE = max (E) ,0.1 |is undertaken.

Three levels of IEC arrival rate will be tested throughdesign of experiment$C) random
monthly Random (Expo)20), (D) random bi-weekly Kandom (Expo)10), and (E) random
weekly Random (Expo)5). The entire set of scenari(@) from the previous section is served

as baselinéBL3), to which the impacts of IEC arrivals will be compared.

Running results of the experiment are displayed afle 17 Note thatquality, which is
served as the third experiment response, appears in cdlijnrt is expressed in a relative
magnitude by comparing the absolute value of design solution scope to 12 ®@0baiseline
case which has no IECs accounted for. A resulting number greated tindicates improvement
in quality in comparison with the baseline scenario. The percenthgdmnge versus baseline

results are shown in colunghl) .

%2 Design solution scope, an indicator of projectligyais now included to be the third response ahle since it becomes a
dynamic process variable by the consideration 6fslE
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(i) Lead (1) Time (ii) Project (I) Cost (iir) (1) Quality
IEC ARR RL (a,y) (01 Time %Change Cost %Change Quality %Change
(Days) c/w BL3 (8 x 1000) c/w BL3 c/w BL3
(1) Low (a) 0% 141 9,542 1
(BL3) a=y=03 (b) 33% 129 9,436 1
(B) (c) 66% 106 9,185 1
No IECs (2) High (@) 0% 152 10,370 1
a=y =045 | (b)33% 158 12,044 1
(c) 66% 123 11,037 1
(1) Low (@) 0% 145 3.5% 10,952 14.8% 1.20 19.9%
© a=y=03 (b) 33% 134 3.5% 10,808 14.5% 1.19 19.0%
Monthly (c) 66% 108 2.1% 10,204 11.1% 1.15 15.0%
Random IECs | (2) High (@) 0% 156 2.7% 11,877 14.5% 1.22 22.4%
a=y =045 b) 33% 162 2.9% 13,548 12.5% 1.23 23.1%
14 (
(c) 66% 124 2.7% 12,045 9.1% 1.17 16.6%
(1) Low (@) 0% 152 7.9% 12,343 29.4% 1.39 39.1%
D) a=y =03 b) 33% 138 7.2% 11,847 25.6% 1.36 35.7%
( Y
Bi-Weekly (c) 66% 114 7.9% 11,164 21.5% 1.28 28.0%
Random IECs | (2) High (a) 0% 163 7.5% 13,307 28.3% 1.42 42.3%
a=y =045 | (b)33% 169 7.1% 15,094 25.3% 1.45 44.5%
(c) 66% 130 7.9% 13,247 20.0% 1.33 33.5%
(1) Low (a) 0% 172 22.5% 15,565 63.1% 1.83 82.6%
E) a=y =03 b) 33% 150 15.9% 14,012 48.5% 1.67 67.4%
( Y
Weekly (c) 66% 125 18.1% 13,057 42.1% 1.57 56.6%
Random IECs | (2) High (a) 0% 181 19.4% 16,556 59.6% 1.76 75.5%
a=y =045 | (b)33% 193 22.3% 18,746 55.6% 1.95 95.2%
(c) 66% 148 22.6% 16,076 45.7% 1.71 70.8%
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There are several conclusions can be drawn from the running results shitatnheiri 7

1. Generally, handling of randomly arriving IECs will cause ragrease in both NPD lead
time and project cost, which is indicated by the positive valuesaapp columngl)
and (II). It also expands the design solution scope by meeting additionaimarst
requirements that emerge along the process, thus enhancesathprdiduct quality.
This is reflected by the values in colurti) that are greater than 1.

2. Agreeing with the observation obtained from the previous subsectioprt)att cost is
more sensitive to rework than lead time is, project cost is agare responsive to the
occurrences of IECs, which is indicated by a larger percentegensin(ll) than the one
in (). Also, the differences between these two column&ainle 17are much greater on
average than the ones Table 15 This is due to the fact that handling of majority of
IECs is not on the critical path while most rework is undertakerthe critical path
(expect those ones executed concurrently for the overlapped astiwith shorter
durations), thus IECs have less impact on lead time than rework do.

3. By comparing column§l) through(lll) to evaluate the impact of IEC arrival frequency,
we will find that lead time is subject to an increase atgaédri rate compared with cost.
Specifically, the results indicate a nearly proportional increatgein quality and project
cost and an exponential growth rate of lead time as more IECs are handled.

4. There are high correlations between the different responses:

CORREL (Lead Time, Cost),c = 0.873,CORREL (Lead Time, Quality)r;, = 0.941,
CORREL (Cost, Qualityg ¢, = 0.900
Since we model the random IEC arrivals by assigning the Expoheisti#bution with a

specified mean, an NPD process with longer lead time consequecgiye more IECs
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as the project unfolds. This observed fact, in turn, causes repetisoarce congestion
phenomenon, and therefore delays the NPD project. Maximum IB@larshould be
assigned in future research to limit the growth from suchirdoreing loop of IEC

occurrences so that various scenarios can be compared more equitably.

5. Even though the handling of IECs results in an overall increase ecpiegst, when we
take a close look at the project cost by separating it in@® 883t and IEC cost, there is
no distinct change observed in NPD cost resulting from the IEGaksor the frequency
of IECs. Actually, NPD cost in fact decreases, on averagea bery slight amount
(1.14%) when compared with the baseline cée3). That is to say, under current
parameter settings, regular NPD activities are not infliienesmarkably by the net effect
of resource congestion and evolving design solution scope brought ab&@dgven in

the weekly IEC arrival case.

Plots of functional and total effort committed to the project oume tfollowing three
overlapping strategies are shownHigure 43— 45. We can observe that compared wkigure
38— 37 there are more sudden stepped functional effort increase a®jibe prvolves over time
(lines are more rugged). These frequent changes in resource denacdrtainly impose
difficulties or hardship to demand management and also increase the hmr-adaed

coordinating effort which is not captured by the model presently.
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Figure 43: Cumulative Functional Effort and Total Effort w/ IECs(0%)
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Figure 44: Cumulative Functional Effort and Total Effort w/ IECs (33%)
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6.3.4 Combined Impact of IEC Frequency and Size

Experimental design presented in this subsection seeks to exuoralifferent are the
impacts of(F) half-less frequent (random bi—weekly) but double—sizg,(= 20) IECs on the
overall performance as compared Wil random weekly IECs with regular sizg 4, = 10).
Table 18lists the results of baseline cgB&.3: No IECs), and then summarizes the absolute and
comparative results of two scenar{& and(F).

From Table 18 we observe thafF) possesses a “clear” advantage ofer in lead time
under each combination &L and OS levels. Specifically(F), on average, leads to 7.15 less
days of lead time at loRL level (@ = y = 0.3) and 9.71 less days at higtL level @ =y =
0.45) compared witHE). Also, (F), on average, leads to 10.15 less days of lead time @®w
level (0%), 9.17 less days at medi@&level (33%), and 5.99 less days at hig8level (66%)
compared with(E). We can conclude that the competitive advantage in lead time wducti
resulted from batching of IECs is the greatest for a sequeprialess. And it reduces as
overlapping ratio of the PD process increases.

However, neither(E) nor (F) shows “dominant” advantage in project cost or quality.
Differences between results () and (F) are not as significant as those for lead time. The
managerial suggestion behind these numbers is that we mayoinadigt batch the incoming
IECs instead of process them individually to avoid too frequent ugons to regular NPD

activities.



Table 18: Project Performance under the Impact of IEC Size

149

(i) Lead (1) Time (i) Project (I) Cost (iii) (1) Quality
IEC ARR RL (a,y) (01 Time %Change Cost %Change Quality %Change
(Days) c/w BL3 (8 x 1000) c/w BL3 c/w BL3
(1) Low (a) 0% 141 9,542 1
(BL3) a=y=03 (b) 33% 129 9,436 1
(B) (c) 66% 106 9,185 1
No IECs (2) High (@) 0% 152 10,370 1
a=y =045 | (b)33% 158 12,044 1
(c) 66% 123 11,037 1
(1) Low (@) 0% 172 22.5% 15,565 63.1% 1.83 82.6%
(E) a=y=03 (b) 33% 150 15.9% 14,012 48.5% 1.67 67.4%
Weekly (c) 66% 125 18.1% 13,057 42.1% 1.57 56.6%
Random IECs | (2) High (@) 0% 181 19.4% 16,556 59.6% 1.76 75.5%
a=y =045 | (b)33% 193 22.3% 18,746 55.6% 1.95 95.2%
(c) 66% 148 22.6% 16,076 45.7% 1.71 70.8%
(F) (1) Low (@) 0% 161 14.8% 15,303 60.4% 1.80 79.6%
Bi—Weekly a=y =03 (b) 33% 144 11.9% 14,177 50.3% 1.70 69.7%
Random (c) 66% 119 12.9% 13,069 42.3% 1.56 56.4%
double-sized | (2) High (a) 0% 172 13.1% 16,302 57.2% 1.84 83.8%
IECs a=y =045 | (b)33% 180 14.0% 18,166 50.8% 1.88 88.4%
(c) 66% 141 17.2% 15,966 44.7% 1.70 69.6%
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Figure 46: Correlation Coefficient under Different IEC Arrival Freq uency

Figure 46depicts the average correlation coefficients between respnges,., andryc)
for scenario set§A) — (F). Since there is no change of design solution scog@)ink (B),
correlation coefficients related with Quality (i.e., andryc) will not be available from the
chart. From the trend lines we can conclude that the correlatefficcents between Cost and
the other two responses (i.g,; andryc) are very similar and increase as the random IECs
arrive more frequently igC) — (E). For(F), these two coefficients decrease by a slight amount.
On the other hand, the correlation coefficient between Lead Time aalityQ;, follows a

comparatively opposite trend {B) — (F).

6.3.5 Impact of Resource Constraints

The statistical design presented in this subsection compare the effeatsctibnal Resource
Constraints (FRCpn project performance under various combination®@®a&ndRL levels. At
the same time, the NPD project is influenced by a high levehaefonmental uncertainty (i.e.,

weekly random IEC arrivals).
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Since there are examination conditions that more resources thamthent required by
regular NPD activities are set aside just to handle reworkaarttbm IECs, a shorter lead time is
achieved in such occasions at the expense of high resource idiecoostd at the time they are
in use. Therefore, when examining the impact of resource cimmst(aspecially in the case of
allocating additional resources following a time—driven NPD efngt it is important to

recognize these idle resource costs for the purpose of project planning and cont

In addition to column(ii) Project Cost(PC), which is served as the main cost indicator in
previous analyses, colunfiv) Total Cost (TC)s captured here to represent the total expenditure
on both busy and idle resources. 10 levels of FRC are set up for emanigcin which the

lowest level is chosen to be the sum of:

1) The maximum functional resource demand for a spg@process structure (e.g., 60 for
0% overlapped process; 80 for 33% overlapped process; 100 for 66% overlapgsd)prdich
is required when the overlapped activities (e.g., C3/D1 and D3/RB#roverlapped process;

C3/D2/P1 for 66% overlapped process) are processed simultaneously;

2) Additional 10 units of resources from each department to handle rework and IECs

By doing so, the lowest levels BRC for 0%, 33% and 66%S levels are 70, 90, and 110
units of resources, respectively. They are used as the basdesBi 4: Minimum FRC) for
comparison with the performance of scenarios in which more resowdl be allocated.
Starting fromBL4, next levels are set by 10— unit increments. Colu(ns (IV) represent the
percentages of change (either increase as indicated by agasithber or decrease as indicated
by a negative number) of the four model responses, Lead Time, tRémst; Total Cost, and

Quality, as compared to the associated baseline case results.
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6.3.5.1 Low Rework Likelihood
Table 19summarizes the running results that consist of two major @grtsean values of
response variables (i) —(iv), and 2) their percentages of change versus baseline caseiresults
(D = (IV), under three levels &S (as shown in groufa), (b), and(c)) and lIowRL (a =y =

0.3).

Detailed analysis will be provided next by interpreting thetecalots for each combination
of every two responses. It is then followed by a brief presentatioresaflts, plots, and

observations for scenarios under higjh(a = y = 0.45) scenarios.

Figure 47displays three scatter plots groupeddfy showing the relationships between lead
time and total cost of the NPD project under variBRE levels. Figure 48 on the other hand,
shows the relationships between the percentages of change in these two regpopas=d with
the baseline case under varidtRC levels. It provides a convenient and straightforward way of
analyzing the trade—offs between time and cost when makinglébesion of how many
resources to allocate. Decision makers could find the optfR@llevel by allowingx—valuein
the graph (reduction in lead time) to be as big as possiblg-aradue(increase in total cost) to
be as low as possible according to the schedule target, avalhaioiget, and overall
organizational strategy. Dots from lower riglgL4) to upper left in both plots represent an
increasing level oFRC. Direction of the increase #fRC is indicated by an arrow that appears

in the lower right corner within each plot.



Table 19: Project Performance under the Impact oFRC (Low RL)
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FRC (i) Lead Time () Time (i) Project (I PC (iv) Total (Iv) TC (iii) (1) Quality
oS (Units of (Days) % Change Cost % Change Cost % Change | Quality % Change
Resource/Dept) c/w BL4 (8 X 1000) c/w BL4 ($ x 1000) c/w BL4 c/w BL4
(a) 0% (BL4a) 70 202 16,179 19,873 1.9305
80 181 -10.1% 15,571 -3.8% 19,785 —0.4% 1.8511 -4.1%
90 178 -11.8% 15,666 -3.2% 20,913 5.2% 1.8335 -5.0%
100 172 -14.7% 15,565 -3.8% 21,722 9.3% 1.8260 -5.4%
110 168 -17.0% 15,400 —4.8% 22,494 13.2% 1.8147 —6.0%
120 165 -18.1% 15,324 -5.3% 23,458 18.0% 1.8090 —6.3%
130 163 -19.1% 15,312 -5.4% 24,446 23.0% 1.8052 —6.5%
140 162 -19.5% 15,358 -5.1% 25,579 28.7% 1.8139 —6.0%
150 162 -19.6% 15,347 -5.1% 26,725 34.5% 1.8122 —6.1%
160 162 -19.9% 15,341 -5.2% 27,819 40.0% 1.8146 —6.0%
(b) 33% (BL4b) 90 160 14,608 19,125 1.7471
100 150 —6.6% 14,012 -4.1% 19,160 0.2% 1.6741 —4.2%
110 151 —5.8% 14,399 -1.4% 20,564 7.5% 1.7087 -2.2%
120 150 —6.5% 14,466 -1.0% 21,595 12.9% 1.7011 —2.6%
130 145 =9.7% 14,210 —2.7% 22,043 15.3% 1.6878 -3.4%
140 144 -10.3% 14,199 -2.8% 22,982 20.2% 1.6787 -3.9%
150 143 -10.5% 14,178 -2.9% 23,966 25.3% 1.6844 -3.6%
160 142 -11.0% 14,144 -3.2% 24,884 30.1% 1.6714 -4.3%
170 141 -12.1% 14,076 -3.6% 25,649 34.1% 1.6704 —4.4%
180 142 -11.4% 14,169 -3.0% 26,877 40.5% 1.6814 -3.8%
(c) 66% (BL4c) 110 122 13,151 17,531 1.5638
120 118 —2.9% 13,152 0.0% 18,110 3.3% 1.5376 -1.7%
130 120 -1.9% 13,423 2.1% 19,234 9.7% 1.5586 -0.3%
140 116 —4.9% 13,161 0.1% 19,567 11.6% 1.5298 -2.2%
150 115 -5.4% 13,274 0.9% 20,399 16.4% 1.5285 -2.3%
160 116 —4.8% 13,465 2.4% 21,433 22.3% 1.5412 -1.4%
170 115 —5.6% 13,505 2.7% 22,183 26.5% 1.5368 -1.7%
180 114 —6.1% 13,459 2.3% 22,902 30.6% 1.5324 -2.0%
190 114 —6.7% 13,454 2.3% 23,615 34.7% 1.5336 -1.9%
200 114 —6.6% 13,424 2.1% 24,447 39.5% 1.5324 —2.0%
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Several conclusions can be drawn from the above two plots:
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1. A higher level ofOSleads to a shorter NPD lead time and less total cost dieeseime
amount of functional resource allocation, which is illustrated bysthiing lines of
data points to the lower left as tB&increases ifrigure 47.

2. However, the percentage of reduction in NPD lead time resulbed &n increasing
level of FRC decreases as the overlapping ratio increases. That is thedgnefits of
lead time reduction by assigning more resources are the most obviausequential
process, and activity overlap reduces the degree of obviousness thésbenadi The
higher theOS the less the benefits. This is demonstrated by the shiftingdinéata
points to the right as th@Sincreases ifrigure 48

3. For scenarios within grouga) (i.e., sequential NPD process), the degree of obviousness
the benefits have diminishes &RC increases, which is shown by the decreasing
negative slopes between every two adjacent points.

4. Although the running results of the other two grodmsand(c) (i.e., 33% and 66%
overlapped NPD processes) generally follow a similar timé-tcadeoff trend line as
the sequential process, there exist exceptions which are cogted Figure 48 that
actually shift to the right of the trend lines. For exampleHRE€ level of 110 (units of
resource/dept) unexpectedly yields a slight higher NPD lead than the situation

where 10 less resources per department are allocated in a 33% overlapped process.

Figure 49 and Figure 50 illustrate the relationships between lead time and quality, and
between the percentages of change versus baseline afahregponses under various levels of

FRC, respectively.
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Linearity between lead time and quality is observed in all tx®devels: the higher the
functional resource availability, the shorter the lead time, andicver the quality. Such
linearity has already been stated in the previous two subsedRecsll that we use design
solution scope, which is the total amount of person—day effort reqoineget the whole set of
product goals, to reflect the quality of the final product. And alsaguaesolution scope is
evolving along the course of the project. Under this definition, the oligervhas a
straightforward explanation: the longer the lead time, the madom IECs will occur and to be
processed, and therefore resulting in a higher product qualityn Atly@ definition of quality
requires further examination and refinement in future work, espedsl linking with the

solution uncertainty of the final product.
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Figure 49: Effects ofFRC on Lead Time and Quality (Low RL)
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Figure 50: Effects ofFRC on % Change in Lead Time and Quality (LowRL)

Figure 49 reveals the fact that the linearity slojpg between lead time and quality increases
as theOSincreases. That is to say, the reduction in NPD lead tehesed by assigning more
resources will lead to a quality decrease, and the deang@sat a slower rate under a loaa
On the other hand, as illustrated kigure 5Q the percentage of decrease in quality versus
baseline case is the largest in a sequential process andséscadaS increases. But again, the
rate of the percentage decrease in quality as the NPD leadddunces declines at a slow pace

under lower level 00S

Figure 51 and Figure 52 similarly, illustrate the two relationships between totalt sl
guality. Since the analysis dfRC (i.e., to reduce the NPD lead time by allocating more

resources) is basically time—driven instead of quality—driven, nohrmsight can be drawn
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from these two plots except the fact that degree of quality draeakss as th@S increases

revealed irFigure 51, which agrees with the trend shown in

Figure 49.
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Figure 51: Effects ofFRC on Total Cost and Quality (LowRL)
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Figure 53: Effects ofFRC on Lead Time and Project Cost (LowRL)
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Figure 54: Effects ofFRC on % Change in Lead Time and Project Cost (LowRL)

Figure 53andFigure 54illustrate the relationships between lead time and projett aod

between the percentages of change versus baseline of the two respesedjvely. We
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observed an unexpected lomegative correlation between NPD lead time and project cost
((arcpcy)e = —30836, (rpcy)c = 0.323) and also a low negative correlation between the
percentage of change in these two responses as compared witmebdé@], v.rc))c =
—0.237, (ryL(%pc))c = 0.140) in 66% OS, while in 0% and 33% scenarios hgbsitive
correlations are displayedr{(pc))q = 0.949, (ri,(pc))p = 0.607, (Ty,1pc))a = 0.837) with a
few exceptions. That is to say, in 0% and 33% processes, an inofefasetional resource
availability leads to a reducing lead time indicated by theatneg) percentage of change in
column (VIl), and a corresponding reducing project cost indicated by the negativiger in
(VIIl) . In a 66% process, an increase of functional resource avayladiitiilarly leads to a
reducing lead time, and, on the contrary, an increasing projecinchsated by the positive

percentage of change (¥llIl) .

In order to find out reasons behind this unexpected increase in poggictwe further
examined both committed NPD effort and IEC effort of ea@mago. The results are shown in
Table 20 Columns(V) and(VI1) are the percentage change of the NPD effort and the 1B6@ eff
compared wittBL4, respectively. Note that NPD effort includes effort spent in bd@b Nase
work (around 12,000 person—days and subject to activity uncertainty), \®ak e terms of
iterations and EECs. An obvious increase, which is represented inrbdlable 20 can be
observed withinc)(V) as compared with the other t\@Slevels. That is, an increase BRC
in a 66% overlapped process tends to bring about more NPD reworktkdrigeis no apparent
relationship shown betwedfRC and overall NPD effort in a sequential or a 33% overlapped
process. On the other hand, the decreasing trend within each OSni@wbkeancreasing trend
from (a) to (c) in column(VI) can be explained by the high positive correlation between lead

time and occurrence of IECs.



Table 20: NPD and IEC Effort under the Impact of FRC (Low RL)
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FRC Mkt Eng Mfg NPD (V) NPD | IEC Mkt | IEC Eng | IEC Mfg IEC (VI) IEC
(O (Units of Effort Effort Effort Effort Effort Effort Effort Effort Effort Effort
Resource/Dept) | (person—| (person—| (person—| (person— | % Change | (person—| (person—| (person—| (person— | % Change
days) days) days) days) c/w BL4 days) days) days) days) c/w BL4
(a) 0% (BL4a) 70 4,063 4,615 7,121 15,799 3,722 3,722 3,722 11,166
80 4,030 4,631 7,077 15,739 —0.4% 3,404 3,404 3,404 10,213 —8.5%
90 4,118 4,705 7,285 16,109 2.0% 3,334 3,334 3,334 10,002 -10.4%
100 4,088 4,707 7,234 16,030 1.5% 3,304 3,304 3,304 9,912 -11.2%
110 4,058 4,651 7,181 15,891 0.6% 3,259 3,259 3,259 9,776 -12.5%
120 4,052 4,637 7,143 15,831 0.2% 3,236 3,236 3,236 9,708 -13.1%
130 4,057 4,649 7,151 15,857 0.4% 3,221 3,221 3,221 9,663 -13.5%
140 4,046 4,645 7,139 15,830 0.2% 3,255 3,255 3,255 9,766 -12.5%
150 4,050 4,636 7,145 15,831 0.2% 3,249 3,249 3,249 9,747 -12.7%
160 4,046 4,626 7,121 15,793 0.0% 3,258 3,258 3,258 9,775 -12.5%
(b) 33% (BL4b) 90 4,471 5,082 5,743 15,295 2,988 2,988 2,988 8,965
100 4,380 5,048 5,768 15,197 —0.6% 2,696 2,696 2,696 8,089 -9.8%
110 4,446 5,123 5,824 15,393 0.6% 2,835 2,835 2,835 8,504 -5.1%
120 4,482 5,169 5,914 15,565 1.8% 2,805 2,805 2,805 8,414 —6.1%
130 4,420 5,077 5,791 15,289 0.0% 2,751 2,751 2,751 8,254 —7.9%
140 4,427 5,141 5,811 15,379 0.5% 2,715 2,715 2,715 8,144 —9.2%
150 4,395 5,086 5,809 15,291 0.0% 2,738 2,738 2,738 8,213 —8.4%
160 4,419 5,122 5,836 15,377 0.5% 2,686 2,686 2,686 8,057 —-10.1%
170 4,390 5,099 5,780 15,270 —0.2% 2,682 2,682 2,682 8,045 —-10.3%
180 4,405 5,119 5,783 15,306 0.1% 2,726 2,726 2,726 8,177 —8.8%
(c) 66% (BL4c) 110 4,599 4,879 5,992 15,471 2,255 2,255 2,255 6,766
120 4,688 4,949 6,033 15,670 1.3% 2,150 2,150 2,150 6,451 —4.7%
130 4,668 4,996 6,137 15,801 2.1% 2,234 2,234 2,234 6,703 —0.9%
140 4,643 4,965 6,119 15,727 1.7% 2,119 2,119 2,119 6,357 —6.0%
150 4,713 5,041 6,243 15,996 3.4% 2,114 2,114 2,114 6,343 —6.3%
160 4,767 5,095 6,318 16,180 4.6% 2,165 2,165 2,165 6,495 —4.0%
170 4,809 5,156 6,357 16,322 5.5% 2,147 2,147 2,147 6,442 —4.8%
180 4,801 5,143 6,343 16,287 5.3% 2,130 2,130 2,130 6,389 —5.6%
190 4,811 5,155 6,317 16,283 5.2% 2,135 2,135 2,135 6,404 —5.4%
200 4,804 5,153 6,329 16,286 5.3% 2,129 2,129 2,129 6,388 —5.6%
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Figure 55: Effects ofFRC on Project Cost and Quality (LowRL)
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Figure 56: Effects ofFRC on % Change in Project Cost and Quality (LowRL)

Figure 55 and 56 illustrate the relationships between project cost and quality, the
percentages of change versus baseline of the two responges;tivety. Almost the same

pattern as appear Figure 53and54 is observed here.
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High  linearity  between project cost and qualty in both  absolute
( (rpcye)a = 0.937, (1pcyo)p = 0.869 ) and relative (7rprcyngla = 0.721, (Toppcyng)p =
0.829) values for 0% and 33% overlapped processes. However, thess igfla relationship
between project cost and quality observed in neither absdlyte,§). = 0.026) nor relative

((r@wpcyno)c = 0.078) values for the 66% overlapped process.

6.3.5.2 High Rework Likelihood
Running resultsTable 2} and the corresponding pairs of scatter plbigure 57through66)
between model responses at hiRjhlevel are presented in this subsection. Major differences

between the results under the tRblevels are concluded as follows:

1. At high RL level, an upper-right shift of data points of the 33%]lapped process is
observed irFigure 57 To be more specific, while still holds a slight advantage in NPD
lead time, the total cost of a 33% overlapped process surpasses that of a sequential one

2. At the high RL level, a left shift of data points of the 66% amrked process is
observed irFigure 58 The high level of OS shows an improved reduction in lead time
as compared with the baseline case.

3. Atthe high RL level, the correlation coefficient between lead time andyuaireases
for all OS levels. The correlation coefficient between te@ntage changes of the two
responses also increases, especially for 33% and 66% OS levels byieasigarhount.

4. At high RL level, the value of colum)—~(VIIl) is no longer positive. That is, the
project cost also decreases when more functional resourceoastea in the same

way of what happens in scenarios under the other two OS levels in both RL levels.
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5. At the high RL level, the relationships between project cost aditime, and between

project cost and quality, remains almost the same as at the low RL level.

To conclude, there is no unique resource allocation policy that opsimafle three
performance indicators. Through a full comprehension of the importneach performance
indicator and its relation with the overall goal, further tadtistudies should be conducted to

ultimately make robust decisions.

By looking at the two extreme levels we can find that allocabinky the lowest resource
level yields a fairly long NPD lead time due to the resowagestion phenomenon especially
occurred during overlaps. However, allocating much more resourcesndwed by regular
NPD activities will alleviate resource congestion when |IE@edut lead to a much higher total
cost owing to the high idle cost when resources are not in useality,reompanies typically
execute several NPD projects in parallel and share the ssoparces across projects. This
situation of high idle cost will be mitigated but at the expesfsa changing rate of learning

when resources are being switched among different projects.
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FRC (i) Lead () Time (i) Project (I PC (iv) Total (Iv) TC (iii) (1) Quality
(O] (Units of Time (Days) | % Change Cost % Change Cost % Change | Quality | % Change
Resource/Dept c/w BL4 (8 X 1000) c/w BL4 (8 x 1000) c/w BL4 c/w BL4
(@) 0% (BL4a) 70 219 17,702 21,663 2.0416
80 195 -11.1% 16,771 -5.3% 21,279 -1.8% 1.9256 =5.7%
90 187 -14.9% 16,544 —6.5% 22,005 1.6% 1.8818 —7.8%
100 181 -17.2% 16,556 —6.5% 22,987 6.1% 1.8853 —7.7%
110 177 -19.4% 16,333 —7.7% 23,778 9.8% 1.8650 —8.6%
120 176 —19.6% 16,462 —7.0% 25,077 15.8% 1.8820 —7.8%
130 174 —20.8% 16,333 —7.7% 26,028 20.2% 1.8611 —8.8%
140 173 —21.2% 16,321 —7.8% 27,198 25.5% 1.8563 -9.1%
150 172 —21.4% 16,345 —7.7% 28,405 31.1% 1.8613 —8.8%
160 173 —21.3% 16,451 —7.1% 29,745 37.3% 1.8687 —8.5%
(b) 33% (BL4b) 90 195 18,334 23,641 1.9312
100 193 -1.2% 18,746 —2.2% 25,126 6.3% 1.9518 -1.1%
110 185 -5.0% 18,309 -0.1% 25,650 8.5% 1.9180 -0.7%
120 178 -8.8% 18,038 -1.6% 26,203 10.8% 1.8788 —2.7%
130 173 -11.3% 17,816 —2.8% 26,891 13.7% 1.8504 —4.2%
140 171 -12.3% 17,888 —2.4% 27,970 18.3% 1.8396 —4.7%
150 170 -12.9% 18,021 -1.7% 29,168 23.4% 1.8498 —4.2%
160 167 -14.4% 17,842 -2.7% 29,938 26.6% 1.8368 —4.9%
170 167 —14.7% 17,754 -3.2% 31,024 31.2% 1.8243 —5.5%
180 167 -14.7% 17,931 —2.2% 32,351 36.8% 1.8440 —4.5%
(c) 66% (BL4c) 110 144 16,253 21,168 1.7057
120 139 -3.8% 16,015 -1.5% 21,590 2.0% 1.6723 —2.0%
130 134 —7.4% 15,703 -3.4% 21,918 3.5% 1.6418 -3.7%
140 132 —8.3% 15,826 —2.6% 22,818 7.8% 1.6356 —4.1%
150 131 —9.5% 16,021 -1.4% 23,708 12.0% 1.6281 —4.5%
160 128 -11.4% 15,973 -1.7% 21,433 14.8% 1.6246 —4.8%
170 127 -12.1% 15,888 -2.2% 24,309 18.3% 1.6197 -5.0%
180 125 -13.5% 15,750 -3.1% 25,040 21.0% 1.5941 —6.5%
190 125 -13.2% 15,867 —2.4% 26,631 25.8% 1.6096 —5.6%
200 126 -12.9% 16,067 -1.1% 27,731 31.0% 1.6117 -5.5%
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Figure 59: Effects ofFRC on Lead Time and Quality (HighRL)
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6.3.6 Impact of Change Propagation due to Product Configuration

Not only the PD process activities but the product architectunesbhsre closely dependent
and may highly likely trigger change propagation from one to anoth&er:clarkson, and
Zanker 2004; Rutka, et al. 2006; Koh and Clarkson 2009; Krishna and Moon, 2008¢. In t
second set of simulation experiments, in addition to change propagdtenomenon of IECs
due to the couplings between PD activities that has alreadydagdmred in previous policy
analyses, the nature and extent of change propagation due to a high afegvapling among
constituent product components and systems will be discussed byyswedlie accurate
dependency information of a product configuration and integratingpittie IEC section of the

model.

6.3.6.1 Additional Model Inputs
Figure 67shows two simple product architecture examples that will beé tasdemonstrate
simulation procedure and logic in analyzing the impact®rmfduct Configuration (PC)on

change propagation.

s2 <r?; [ s2 H sS4 H S5 ]
:[- :[.

Figure 67a/b: Two Different 5-System Product Configuration

Both of them have five interrelated systems but different numbdeyels in their product
breakdown structures. For the product configuration that consistsI8 té\aystem (abbreviated

as LevelOfSys shown on the left, systef@1 on the top level is interrelated with two other
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systemsS2andS3 It goes down only one level f&3while systems$s4andS5simultaneously
and independently interact wigR

It is assumed that IECs to parent system will uni—directionagpagate to its children
system(s) — but not the other way around. That is to say, IEEsvidl propagate tdS2andS3
and IECs td&52will propagate td54andS5 SinceS3 S4andS5are at the bottom level, changes
to them will not cause any propagation. It is also assumed thaigdine IEC propagation,
changes to the children system(s) are triggered simultandousiye completion of their parent.
For instance, the propagation of IEC fr@ato S4andS5will occur at the same time if there are
enough resources available.

The product architecture shown on the right illustrated avlOfSysonfiguration. System
S4of this product configuration is interrelated wih Any change t&4will further propagate

to Sh

6.3.6.2 Modification of Model Logic
The following two process flow diagrams illustrate the enhameedel logic of IEC section
(diagram above reflects the 3 Levelof$6 and the one below reflects the 4 Levelof8@ by
taking into account the change propagation phenomenon due to complex product darfigura
of interconnected components and systems. Note that the simulatiodyyeocélEC process

propagationshown in

Figure 35 is now nested inside an outer looplBC product propagatioraccording to the

dependency properties among product systems that have been visudtizraer6?
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Figure 68a/b: Overview of IEC Section for 33% Overlapping (Coupled PD
Activities and Coupled Product Configuration)

APPENDIX F shows the process flow of how IEC propagation among interdependent

product systems is actually modeled in Arena.

6.3.6.3 Result Analysis

Model input settings are chosen as followRC is kept at the level at, = 100,k =1,2,3

Njji
and LCE=max<(%) ’,0.1) Is examined. The NPD project is under various levels of

environmental uncertaintyith regular sizegg,, = 10).
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Concerning both space and time limits, only 33% overlapping strasegxamined and
analyzed here to illustrate how the proposed model is applicaldte impact analysis of IEC
propagation due to interconnected product configuration. Running results angettogintage
changes from baselin®I(5), in which product architecture couplings are not considered, are
shown inTable 22 There are several observations as well as preliminary cantlsatements

can be drawn from the results obtained from the 33% overlapped process:

1. When the effects of change propagation due to the interconnected product
configuration are taken into account, results show a general simoyeieend, which is
indicated by positive values appeared in coluigipns(ll) , and(lll) , in the multiple
dimensions of NPD project performance (i.e., lead time, project aast quality)
from baseline case.

2. However, there is one noticeable exception to the common increasgeatezk
decreases in NPD project lead time are observed for the 3of8ysl product
configuration (i.e.(PC1) (C) & (E)). In particular, dramatic decreases are caught in
the scenario of weekly random IEC arrivals, especially agh level of RL:(PCJ)

(E) ).

3. When the effects of change propagation dueGare taken into account, some of the
high correlations between model responses that have been observed ausprevi
analyses diminish. Specifically, while the correlation betweenjeBt Cost and

Quality still remains highc, = 0.962), the correlation between Lead Time and
Project Costi,. = 0.536) and the one between Lead Time and Qua]ity= 0.386)

drops significantly as compared to the results showigare 46
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4. Effects of IEC ARR:the influence of change propagation du®@increases as the
environmental uncertainty increases. In general, we observehthandre frequent
the IEC arrivals, the larger percentage changes of the thogel responses from
BL5.

5. Effects of RL: there is no clear trend in the impacts R on the three model
responses when effects of change propagation dR€ tare taken into account. By
comparing the differences between data of colufngll) , and(lll) in rows(1) and
those in rowg?2), we observe both increases and decreases in model responses when
RL goes from Low(1) to High(2).

6. Combined effects of RL & IEC ARRhowever, by comparing data of colum{s
(I, and (1), from (1) to (2) and through scenariog¢C) to (E), another
counterintuitive project behavior can be perceived: for weekly |IEVats (E), a
high RL reversely leads to a lower percentage of increase in ak tlasponses as

compared to results of a IoRL, except in two case¢PC1) (E) (1) and(PC2) (E)

(.
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Table 22: Project Performance under the Impacts of Product Comduration (33% Overlapping Strategy)

(i) Lead (I) Time (i) Project (mpPc (iii) (111) Quality
Product IEC ARR RL (a,y) Time % Change Cost % Change Quality % Change

Configuration (Days) c/w BL5 (8 x 1000) c/w BL5 c/w BL5

(C) Monthly (1) Low 134 10,808 1.19

Random IECs (2) High 162 13,548 1.23
(BL5) (D) Bi-Weekly (1) Low 138 11,847 1.36

Random IECs (2) High 169 15,094 1.45

(E)Weekly (1) Low 150 14,012 1.67

Random IECs (2) High 193 18,746 1.95

(C) Monthly (1) Low 131 —2.25% 13,047 20.7% 1.54 29.6%

Random IECs (2) High 157 -3.02% 16,498 21.8% 1.66 34.8%
(PC1) (D) Bi-Weekly (1) Low 139 0.52% 16,017 35.2% 1.98 46.1%
3 LevelOfSys | Random IECs (2) High 170 0.53% 20,147 33.5% 2.19 51.3%

(E)Weekly (1) Low 127 -14.80% 21,968 56.8% 2.91 73.6%

Random IECs (2) High 141 -27.02% 26,905 43.5% 3.25 66.6%

(C) Monthly (1) Low 137 2.84% 12,532 16.0% 1.46 22.7%

Random IECs (2) High 169 4.07% 16,018 18.2% 1.56 27.0%
(PC2) (D) Bi-Weekly (1) Low 153 10.49% 15,113 27.6% 1.85 36.1%
4 LevelOfSys | Random IECs (2) High 185 9.64% 19,623 30.0% 2.09 44.9%

(E)Weekly (1) Low 178 19.03% 22,569 61.1% 2.90 73.4%

Random IECs (2) High 224 16.26% 28,584 52.5% 3.40 74.2%




176

6.4 Summary

This chapter describes and presents a simple numerical exemgilew how the proposed
simulation model works, and to study the impacts of different productegs, team, and
environment characteristics on project performance measures andanows NPD and ECM

policy decisions could be systematically evaluated.

The NPD section of model framework is first implemented tdyaeathe impact of NPD
process features amdwork review strategyThen, the IEC section is included to explore the
impact of IEC arrival frequencyi=C batching policyandresource assignment stratedyinally,
the IEC section is extended to account for change propagation phenonesatiedr from

interconnected product configuration.

Model outputs are presented in both absolute value and relative valoenfpared to the
results of baseline case), based upon which general observatonsade, and conclusions
regarding different managerial strategies and coordination @®liogether with root causes of
interesting running phenomenon, especially those counterintuitive oeedijsaussed in great

details.
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CHAPTER 7

CONCLUSIONS

7.1 Summary of Contributions

The principle contributions of this dissertation to the existing bodyfrocess modeling
and ECM modeling literature, from theoretical implications to frak applications, are

threefold.

First of all, Chapter 3presents conceptual exploratory study of four major ECM issles
occurrence of ECs, ii) long EC lead time, iii) high EC cost, amdccurrence frequency and
magnitude of iterations and ECs. From a systems view, mainlaaian factors and cause—
and—effect relationships between them are identified by ogeéibth causal links and causal
feedback loops. This proposed conceptual causal framework is presuhmlist systematic
investigation of ECM risk drivers at project-level, reflectt@mmmon understanding between
industry and academia. In particular, occurrence frequendgrations and ECs in a resource—
constrained environment was explicitly explored by building and intiémgra full list of both
closed causal feedback loops and causal links considering ineuirelgtem variables such as
design solution scope, solution uncertainty, learning curve effeetigtian/EC size, and
resource availability, among others. Moreovéhyee field survey studies conducted in

automotive and information technology industres documented at length@hapter 4
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The conceptual causal relationships among factors that have beefierdledata collected
and evidence observed of the actual NPD/ECM processes and correspaewsign making
procedures, together with other validated PD process modeling methedoknyil research
findings in the existing literature, lay down the foundation to suppssergial underlying

assumptions of the simulation model describe@Ghapter 5

Secondly, this research proposes a comprehensive Discrete—Eveitdti®m(DES) model
that captures different aspects of PD project—related (imgupt, process, team, and
environment) complexity to investigate their resultant impacts ondberrence and magnitude
of iterations and ECs that stochastically arise during tluese of an NPD project, and how the
multiple dimensions of project performance, including lead time,, castl quality, are
consequently affected. In addition to the integration of several ariticaracteristics of PD
projects that have been previously developed and tested, (e.g., eahcamd collaborative
development process, learning curve effects, resources constraistsgsearch introduces the
following new features and dynamic structures that are ettplionodeled, verified, and

validated for the first time:

1) It explicitly distinguishes between two different types of rework by the timeufetce
intra—phase iterations and inter—phase EECs. Moreerngmeering changes are further
categorized into two groups by their causes of occurrerogergent ECs “that are
necessary to reach an initially defined standard in the prodbcKert, Clarkson, and
Zanker 2004), and initiated ECs in response to new customer requireaméstbinology
advances.

2) Uncertainty is differentiated and conceptualized into three categdaes-level activity

uncertainty, medium—level solution uncertainty, and high—level environmental
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uncertainty. Activity uncertainty is reflected in the stoclwastctivity duration using
probability distributions and environmental uncertainty is primarilgdeted by the
arrival frequency and magnitude of IECs. In particular, solutimcertainty is an
important model variable that dynamically determines the reywakability which will
be discussed next.

3) This research provides presumably the first attempt to integratse—and—effect
relationships among project variables into a DES model of developmejgctsr
Traditional DES model deals with only static project featunéspen—loop, single—link”
causal relationship format (Ford 1995) that remain constant amddel evolve¥’.
Rework probability is no longer pre—determinaadd remains fixed over the entire time
frame of the NPD process as appeared in most of previous stusésad, it is
calculated in real time by the model itself. That is tg, sawork probability is now
included in afeedback structurgéhat changes over time in response to the project’s
evolving uncertainty levels.

4) The specific three—stegework review process structyréogether with therigidity of
rework reviewsallows more explicit and detailed modeling of this critical aspect of ECM,
which is not attempted by previous studies. Decision points are wiledrules to
conditionally process ECs. They also give the users flexibditefine one or more rules
in priority evaluation order.

5) The traditional restrictive assumption of a stable development procéss no

environmental disturbance is also relaxgglintroducing the random occurrence of IECs,

33 For example, previous studies of complex prodesetbpment processes commonly leave rework pratiebilinchanged as
project progresses.
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which leads to an enlarged design solution scope of the final produdbwhdftecting

the project solution uncertainty.

Last but not least, the proposed model framework can be catibmad used as a decision—
support tool to assist ECM practitioners in quantifying the ingad various managerial
strategy and coordination policy alternatives, such as overlappiaggies, rework review
policies, IEC batching policies, impacts of coupled product architgottic., on the project lead
time, cost, and quality from a systematic perspective. Theewdégion illustrates in detail how
such trade—off studies can be conducted and how simulation results caerpesied for better

NPD and ECM decisions.

7.2 Major Findings

7.2.1 Current Practice of ECM
The qualitative and quantitative observations and findings from theftal@esurvey studies
reported in this dissertation reveal important issues for consamlersggarding the current

practice of ECM:

1. Despite the fact that ECM is confirmed to be of great impoeamithin the surveyed
domains and ECs are recognized as main sources that significapdygt the dynamic
behavior of NPD projects, companies involved in complex product development and
operations are still lacking on systematic formal approachaokitng and managing EC

information.
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2. Furthermore, even for those companies that utilize computer—aided duatiore
systems to record, track, communicate and maintain NPD/ECModagaregular basis,
different process participants collect and organize projeategkldata such as, work
breakdown structure, work effort estimates, resource demand anditgaghatus
reporting (i.e., completion of the WBS tasks), in various formé witferent levels of
accuracy, and make corresponding updates at different time schedukesedults in
varied data quality in terms of data accuracy, completegessistency, and timeliness.
In addition, the integration of available data residing in various sewith different
formats and quality into valid model inputs at project level remains challenging.

3. Risk and impact assessment information is typically provided ensupport approval
decision about requested changes. However, a series of records thieheé@ (or CR) is
actually implemented in terms of resource consumption, cycle antecost are usually

not accumulated.

7.2.2 Combining Process Feedbacks with Discrete Event Simulation to

Support NPD & ECM Decisions
This research demonstrates how closed—-loop feedback relationshipg amdel variables
can be incorporated into a DES model to improve PD project whawid performance
predictions, and thus support NPD and ECM decision makings. Reboks under different
conditions of uncertainty (i.e., activity uncertainty in terms of a@ms from average activity
duration, solution uncertainty in terms of learning curve effents r@work likelihood of a
particular NPD process, and environmental uncertainty in terniE@farrival frequency and

magnitude), how we should apply various kinds of strategies and polthsiling process
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overlapping, rework review, IEC batching, resource allocation, to notamflieve benefits but
also recognize potential tradeoffs among lead time, cost andyq&gecific conclusions drawn

from the research will be discussed further in next subsection.

Figure 69illustrates, from a higher level, how the simulation model dgsigaented in this
dissertation can be possibly implemented. Guidelines of applicatiorstoh#iiree main steps: i)
data acquisition in terms of product, process, team, and environmemhatifon about NDP
projects, ii) simulation model construction and selection of defagtors, constraints and
response variables together with their corresponding levels ane, ramdj iii) decision support

analysis & optimization.

* product Data * Simulation Model * Decision Support
Analysis for
Managerial Strategies
& Coordination Policies

* Process Data * Choice of Controls

(Design Factors),
Constraints, and Responses
* Environment Data (Performance Measures) * Optimization

* Team Data

Figure 69: Application Method of ECM Decision Support System
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7.2.3 Major Findings from the Simulation Study
The research concludes with the following findings or understandiagsither have been
identified previously in the existing literature or disclosed for first time with the help of

newly added and verified model features:

1. Significant increase of both time and cost due to rework is atlviby the evaluation of
LCE

2. The percentage increase of project cost is always higher thoftlead time at the
occurrence of rework and IECs. That is, compared with lead timescpropst is more
sensitive to rework/IECs.

3. By starting downstream activities early with only prelinmnanformation, concurrent
engineering tends to alleviate the impacts of rework on aeBviti downstream phases
while intensifying those on activities in the upstream phaseassdttends to shift rework
risks and even out committed efforts among various functional areasdditios,
departments that are majorly involved in upstream phases undergo flughgation in
effort.

4. A high overlap ratio of upstream and downstream activities, combintgd avhigh
likelihood of unanticipated activity rework that requires additionalusses will result in
a strong tendency for NPD projects to behave in an unstable arediotgiole manner
and lead to unforeseen departures from the predetermined baseline plan.

5. Adopting a more restrictiv&RRS (Convex—Up) leads to a longer NPD lead time and
higher project cost. There is no obvious distinction between Steppealr land Linear

RRSsAIso, the evaluation dfiCE reduces the impacts BRS
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6. When only the IEC process propagation among development activigeansned, high
correlations between lead time, cost, and quality are observed. Howéen the effects
of IEC product propagation among dependent product components/systems, the
correlation between lead time and project cost, and the one bdeagetime and quality
drop significantly.

7. Batching of IECs possesses a competitive advantage in leacdbwenehandling IECs
individually. This superiority is the greatest when a sequePbDaprocess is adopted, and
reduces as overlapping ratio increases. However, there is n#tiGepolicy shows
“dominant” advantage in project cost or quality.

8. Potential tradeoffs among NPD lead time and total cost a&a&rlyglidentified when
resource assignment decision is to be made. A higher le@% dads to a shorter NPD
lead time and less total cost given the same amount of functies@lrce allocation.
However, the benefits of lead time reduction by assigning memurees are the most
obvious in a sequential process, and activity overlap reduces treedefgobviousness
the benefits have. The higher {88 the less the benefits.

9. Linearity between lead time and quality is observed in alet@@levels: the higher the
functional resource availability, the shorter the lead time, antbtter the quality. The
linearity slope increases as @&increases. The percentage of decrease in quality versus
baseline case is the largest in a sequential process and decréaSeasasases.

10.The evaluation of IEC product propagation leads to a general incoédkse multiple
dimensions of NPD project performance from baseline case, eaceptinterintuitive
decrease in NPD project lead time for a less coupled producguaation under a high

environmental uncertainty and a high.
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7.3 Limitations

There are many limitations this dissertation has faced that gotentially lead to some
considerable impacts on its ability to effectively answer ésearch questions raisedGhapter
1 and the quality of the findings listed @hapter 6 By exploring the nature of these major
limitations, suggestions of how such limitations could be overcometumef work will also be

discussed.

1. Limitations of Model Assumptions: This research suffers from potential weaknesses
because of the following simplified and restrictive model assiomgtwhich should be
used with caution:

1) Exponential relationship between solution uncertainty and rework probability,
2) Add-ability of solution completeness for overlapped activities,

3) Complete predictability of NPD activities and fixed activity precederelationships,
4) Mandatory Rework and Sequential Rework Process, and

5) Static Rework Criteria.

2. Lack of Flexibility in Model Extensions: The proposed model is illustrated by an
“abstractly simplified” numerical example of a three—phase thmde—activity NPD
process, and then is further expended into a two—level change propdgap to use the
full model capacity. Without any doubt, just the illustration preseme&hapter 6is far
from enough in dealing with real world NPD and ECM issuesooisiderable size and
complexity. Extensions of the rigid model structure, includingpriyject size(e.g.,
number of comprising phases and activities of a process, number ofigiompystems,

subsystems, and components of a product, etc.gongurrency of projectsand iii)



186

precedence relationships among activities and couplings of product structangre
considerable additional modeling construction effort. These problemoated in the
pitfalls specific to simulation studies due to the structural caimgs of simulation
models, especially for those that are built by off-the—shelf aoétywackages. One of the
most valuable explorations of the current work is to incorporatergmging and

scripting to make the model easier to build, edit and manage.

Complexity and Difficulty in Model Parameterization: This research aims at providing
a model-based decision support tool to evaluate the mutual influence cAMNPECM.

In order to effectively implement and use this proposed tool, compédmaies to
parameterize the simulation model using actual data under van@als ¢&¢ granularity to
reflect their own NPD/ECM processes and project complexity. édew the acquisition
of data within or across organization(s) relating to product, prodessn, and
environment information in order to appropriately parameterize the na@sdtremely
challenging. Field observation€ljapter 4 have revealed at least three major obstacles
toward model parameterizationnpt enough datai) inaccurate or outdate@practically
meaninglessylata and iii) data integrationdue to the fact that different pieces of NPD
and ECM data are usually collected and maintained by differgatritieents or process
participants from their own perspective in numerdata formatsand variougyranularity
levels(within a range from project level, cross functional teavelledepartment level, to
organizational level and /or inter—organizational network level). Agkement of solving

this problem and accomplishing large scale simulation is to\azloeganizational level
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of data acquisition, integration, and maintenance, and to link theagiomuimodel with

input data that are extracted automatically from corporate databases.

Difficulty in Model Validation: Lack of model validation via comparison to a
corresponding real system is an important, obvious limitation ofésearch. Similar to
the previously mentioned limitation in model parameterization, thissoalso originated
from the inability to attain extensive industrial data in authamdividual capacity.
However, this dissertation uses many other types of validatiorhodt (e.g.,
construction of simulation model using validated model structures ahgreéeaclose
examination of model assumptions and parameter settings by NRD@E&Ltitioners,
gualitative comparison of model results to related NPD/ECMaliee, published case
studies and empirical research, and actual project performanawexbse dissertation

field survey studies).

Descriptive Simulation Model to Support Decision Making It is important to note that
the proposed model is only a descriptive simulation model instead oésariptive
optimization one. It yields distributions of performance outputs (i.ed, tieze, cost, and
quality) when characteristics of product, process, team, and environ(eent
overlapping ratio of process, IEC arrival patterns, cross fundtiotegration, resource
availability, etc.) are provided. It is not able to offer & &fecharacteristics to give the
optimal development performance. However, as a what—if tool, it ipe@mt to be
foresight(predicting how systems might behave in the future under asstonddions)

and policy design (designing new decision—making strategies and organizational

structures and evaluating their effects on the behavior of thensys(Sterman 1991).
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Furthermore, this research work provides foundational findings fabehtiby
manipulating the descriptive components, on which a prescriptive opiionizatodel
can be built by specifying the objective function, the decision hi@sa and the

constraints.

7.4 Future Work

Based upon the above discussions of essential research limitatssg)lg directions of

future work can be summarized as follows:

1.

In SS 6.3.60nly 33%0Sis explored for preliminary conclusion statements of the &sffec
of product configuration on IEC propagation, and project performanceatodic
accordingly. Other two process overlapping ratios should also ddgzad in depth to
provide sufficient evidence and generate all of the conclusions thattmdesd drawn.
Moreover, comprising items of a complex engineering product arecaliypi
interdependent. Model assumption of unidirectional IEC propagation pathHCs..can
only propagate from parent product item to child item, not the otlhgrasound) is a
departure from reality and should be broadened in future work to captse more
complicated bidirectional change propagations.

As already mentioned in the limitations of model assumption, tHewiolg model
features: i) different relationships between solution uncertainty aratkgwobability, ii)
more detailed modeling of dynamic rework review criteria (plaee of the current static
one), and iii) parallel rework policy should be tested to assegsiiti@icts on project

performance measures.
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3. Our reading of the literature has indicated a lack of developmerdgzocodels that are
capable to be extended and implemented into a multi—project environvhéat still
keeping detailed aspects of project complexity. Building blocks ofmibael framework
presented in this dissertation can be reconfigured and appliedi@isvaetail levels.
From a single project level to the entire organizational Javelpens possibilities for
further analyses of multi—project management, such as work foronaipdastrategies,
coordination policies of interdependent parallel projects, etc.

4. This model can also be further extended across organizations. &yngekhe single
organization restriction of the current model and including inter—orgamzat
influences, how engineering changes propagate along supply chainffactd NPD

project performance can be explored.
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APPENDICES

APPENDIX A:

Questionnaire of Change Request Approval Process

Interviewees (Number of People Interviewed):

Project Managers (1); Quality Assurance Leader (2); Prddaohger (2); Release Manager (2);
Demand Administrator (1)

Interview Question:

1) How well do you think the Change Request process flow chart describes the nature of
how a CR is being handled?

2) Could you briefly describe your approval process of a CR in terms of:
a. How long does it usually take you to approve/disapprove a CR? Please provide
both actual length and calendar length.

b. Do you make decision based on any reports/metrics/models from other people?

c. What are the commonly experienced road—blocks that keep you from decision
making?

3) Could you briefly explain the causes behind an extremely long approval prodss (wi
extreme cases prepared according to different participants)?

4) What do you think can be done to improve the efficiency and productivity of the CRM
process?
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APPENDIX B:

Arena Flow Process of Overlapped Upstream and Dowtream Activities
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APPENDIX C:

Rework Criteria

RCl1| RC2| RC3] RDl1| RD2 R-D3 R-P1 R-P2 R-R3
RC
5 |ratio | 04 | 045 | 05 | 0.6 | 065 | 07 | 08 | 0.85 | 0.9
7 cé & | Mkt 1344 1512 1680 2016 2184 2352 2688 28%6 3024
x 2 _8 Eng 1536 1728 1920 2304 2496 2688 3072 3264 3456
@ HJMfg | 1920 | 2160 | 2400] 2880] 3120 3360 3840 4080 4320
RC
ratio 0.4 0.4625| 0.525 0.587p 0.65 0.7125 0.475 0.8875 D.9
N @ Mkt 1344 1554 1764 1974 2184 2394 2604 2814 3024
@ _GE) Eng 1536 1776 2016 2256 2496 2736 2976 32[16 3456
@3 [Mfg | 1920 | 2220 | 2520] 2820] 3120 3420 3720 4020 4320
S [RC
X ratio 0.4 0.5 0.6 0.675 0.75 0.8 0.8b 0.815 0/9
o g Mkt 1344 1680 2016 2268 2520 2688 2856 2940 3024
© 5 [Eng | 1536| 1020 2304 2592 2880 3072 3264 3360 3456
O [Mfg | 1920 | 2400 | 2880] 3240] 3600 3840 4080 4200 4320
RC
é ratio 0.4 0.425 0.45 0.5 0.58 0.62% 0.7 0.4 0/9
5 & [Mk | 1344 | 1428 | 1512[ 1680 1848 2100 2352 2648 3024
© So |Eng | 1536| 1632 1728 1920 2112 2400 2688 3072 3456
OO [Mfg | 1920 | 2040 | 2160] 2400] 2640 3000 3360 3840 4320




APPENDIX D:
Possible Starting Point of Iteration/EEC Loop
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R- R- | R-C3 R- | R-D2 | R-D3 R-P1 R-P2 R-P3
C1 C2 D1
0%
Iteration C1 Cz2; C3; D1 D2; D1 D3; P1 P2; P1 P3; P2
Loop C1 C2; D2; D1 P1
C1
C3; | C3;C2;| C3;C2;| D3; D2; | D3; D2; | D3; D2;
EEC C2; C1 C1 D1; D1; D1;
Loop C1 C3;C2; | C3;C2; | C3;C2;
C1 C1 C1
33%
Iteration C1 C2; C3 D1 | D2; D1 D3 P1 P2; P1 P3; P2;
Loop C1l P1
C2; C2; | C3;,C2; D2; D2; D1; | D3; D2; | D3; D2;
EEC C1 C1 C1 D1; C3;C2; D1; D1;
Loop C3;C2; C1 C3;C2; | C3:C2;
C1 C1 C1
66%
Iteration C1 C2 C3 D1 D2 D3; P] P1 P2; PlL P3; R2;
Loop P1
C1l D1; C1l D1; D2; D1; C2;| D2; D1; | D3; D2;
EEC Cz; C2;C1| D1, C1 C3; C2; D1;
Loop C1 C3;C2; C1 C3;C2;
C1 C1




APPENDIX E:

Arena Module and Expression Model Variables

PROCESS MODULE

Process Name:
Concept 1, 2, 3 ; Design 1, 2, 3 ; Production 1, 2, 3
Delay Expression:

ERLANG(2,4) * MX(EP((Xn# — 1) * LN(0.5)),0.1%X =C, D, P;n =1, 2, 3)

Process |I| |E|

Mare: Type:

Concept 1 - [ Standard - ]
Logic
Action: Fricrity:

Seize Delay Release v] Low(3) -
Resources:

Rezource, Mkt Resource, Concept Effart (1] Add..

Fesource, Design Resource, Concept Effart [2)

El;ﬁgu;fc:ﬁs,tl‘;ﬂg Resource, Concept Effaort (3]

Delay Type: itz Allocation:

lE:-:pressiu:un v] lDays v] [Value Added -
Expression:

ERLAMG[2,4] * MXEP[ICT4 - 11 LM{0.5]1.0.1] -
Repart Statistics

[ 0k, ] [ Cancel ] [ Help

ASIGN MODULE (NPD Section)
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Mkt Effort = Mkt Effort + (‘NPD ACTIVITY".VATime — “NPD ACTIVITY” Total Time) *

“NPD PHASE” Effort (1)

Dsgn Effort = Dsgn Effort + (“NPD ACTIVITY”.VATime — “NPD ACTIVITY” Total Time) *

“NPD PHASE” Effort (2)

Mfg Effort = Mfg Effort + (“NPD ACTIVITY”.VATime — “NPD ACTIVITY” Total Time) *

“NPD PHASE” Effort (3)
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YYariable, bkt Effort, bkt Effort + [ 0t Add..
Yanable, Dzgn Effort, Degn Effort + [Conce

Wariable, Mig Effart, big Effart + [Concept 1 -
<End of st>

[ (] H Cancel H Help ]

CnIRP = (EP((2 — (Mkt Effort + IEC Mkt Effort)/(Concept Scope + IEC Mkt
Effort))*LN(alpha))*60+EP((2 — (Dsgn Effort + IEC Dsgn Effort)/@ign Scope + IEC Dsgn
Effort))*LN(alpha))*20 + EP((2 — (Mfg Effort + IEC Mfg Effort)/(Pxduction Scope + IEC Mfg
Effort))*LN(alpha))*20)/100 ;(n =1, 2, 3)

DnIRP = (EP((2 — (Mkt Effort + IEC Mkt Effort)/(Concept Scope + IEC Mkt
Effort))*LN(alpha))*20+EP((2 — (Dsgn Effort + IEC Dsgn Effort)/@ign Scope + IEC Dsgn
Effort))*LN(alpha))*60 + EP((2 — (Mfg Effort + IEC Mfg Effort)/(f@duction Scope + IEC Mfg
Effort))*LN(alpha))*20)/100 ;(n =1, 2, 3)

PnIRP = (EP((2 — (Mkt Effort + IEC Mkt Effort)/(Concept Scope + IEC Mkt
Effort))*LN(alpha))*20+EP((2 — (Dsgn Effort + IEC Dsgn Effort)/@ign Scope + IEC Dsgn
Effort))*LN(alpha))*20 + EP((2 — (Mfg Effort + IEC Mfg Effort)/(Pxduction Scope + IEC Mfg
Effort))*LN(alpha))*60)/100 ;(n =1, 2, 3)

“NPD ACTIVITY” Total Time = “NPD ACTIVITY".VATime
Xn#=Xn#+1,(X=C,D,P;n=1,2,3)

4

Yariable, Concept 1 Total Time, Concept 1.

Warable, C18, CT# +1 -
<End of st>

0k, ” Cancel H Help ]
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ASIGN MODULE (IEC Section)

IEC Mkt Effort = IEC Mkt Effort + (“IEC ACTIVITY”.VATime — IEC ACTIVITY Total Time)
* |[EC Effort (1)

IEC Dsgn Effort = IEC Dsgn Effort + (“IEC ACTIVITY”.VATime — IEC ACTIVITY Total
Time) * IEC Effort (2)

IEC Mkt Effort = IEC Mkt Effort + (“IEC ACTIVITY”.VATime — IEC ACTIVITY Total Time)
* |EC Effort (3)

“IEC ACTIVITY” Total Time = “IEC ACTIVITY”.VATime

Assign (5] [mES]
M ame:
Azzign IECCT Total Time -
Agzignmentz:
Variable, IECC1 Total Time, IEC Execution m
ot )

Ok, l [ Cancel

l Help ]
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APPENDIX F:

Arena Flow Process of Change Propagation almong Pdact Items

o ATl uplicans IEC for .
/ = 52 propaganion | o
IEC pronagatior

D =

= =2
{ La—-L
g ATl iz 152
=1 54 ropegetin |z

il

i
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