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LLMs and Linguistic Competency:  
An Exploration of GPT-4 and a  
Non-Hegemonic English Variety 

Samantha Jackson, Barend Beekhuizen, Zhao Zhao,  
Yi Cheng Zhao, and Rhonda N. McEwen 
University of Toronto, Canada

Large language models (LLMs), including the currently popular General Pre-trained 
Transformers (GPTs), have many natural language processing (NLP) applications and are 
already changing the landscape of how written language is developed. Such models interact with 
clients via conversational chatbots and AI (artificially intelligent) assistants, execute rigorous 
searches and provide human-like answers from search engines, summarize texts, categorize, 
and classify feedback and requests, translate texts, and make recommendations to improve 
one’s grammar1 and style.2 However, biases stemming from the textual training data as well as 
the annotator-driven subsequent training steps can result in misunderstanding, and subsequent 
misanalysis, of users’ language. With OpenAI’s GPTs, misunderstanding is more likely to arise 
for users of underrepresented languages or language varieties, since the dataset is sourced from 
publicly available data as well as data licensed by the company, which are skewed toward global 
Northern and Western users. 

Within the English-speaking world, there are multiple varieties of English due to the spread of 
English through colonialism and globalization3 and certain Englishes are privileged over others.4 
The hegemonically dominant ones such as British and American English are much more likely 
to dominate training datasets because they have more written materials. However, users of these 
varieties are in the minority. For instance, the 374 million English speakers in the US and UK 
represent a small portion of the 1.5 billion English speakers worldwide.

Through a year-long research project, we investigated (potential) bias in GPT-4 when it interacts 
with Trinidadian English Creole (TEC), a non-hegemonic English variety that partially overlaps 
with standardized English (SE) but contains distinctive characteristics. We investigated the 
linguistic performance of GPT-4, OpenAI’s latest GPT model, when it interacts with users of TEC. 
Specifically, we assessed the model’s comprehension, production and metalinguistic knowledge.

Two of the authors of this paper are native speakers of TEC, and the first author is a trained 
linguist specializing in TEC. The latter scoured thousands of these comments and categorized 
any TEC features by type. Only features that differed from SE were considered. Following this, 
two research assistants were trained in recognizing TEC features and assisted with categorizing 
the rest of the corpus. The first author reviewed these analyses and compiled a list of salient 
categories with example sentences for reference.

The data were collected between May 1 and August 23, 2023. First, we asked GPT-4 18 
questions in TEC and SE. We then asked it to translate 29 sentences from TEC to SE and 
vice versa. Finally, we asked the model to identify the language of the sentences. All prompts 
were submitted five times each to check for consistency. We examined whether responses to 
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questions in both varieties were comparable, and whether translations were accurate or seemed 
to be relying on language stereotypes. By stereotypes, we refer to imitations or exaggerations 
of features of a variety based more on their perceived association with that variety rather than 
actual speaking norms of its users.5 To investigate what language the model categorized the 
prompts as written in, we examined the five answers for each prompt and classified them into 
one of the following groups: (i) English, (ii) another variety, (iii) English with influence from 
another variety, (iv) English with informal/dialectal/slang features and (v) English with errors. 
We conducted this analysis based on linguistic level, looking at  representation of the sound 
system, vocabulary, and grammar. 

In short, GPT-4’s performance on answering questions in both varieties provided 
encouraging results about its ability to comprehend TEC. The model gave comparable content 
and detail for 56% of the prompts and there were only minor differences for the remaining 
prompts. The model was highly proficient (over 90% accuracy) at understanding pronouns and 
10 grammatical categories. However, it performed poorly in its comprehension of vocabulary 
items and 2 grammatical categories (<50%). Moreover, GPT-4’s TEC production was less 
proficient than its comprehension. This was evaluated via its translations from SE into TEC. 
In terms of representing TEC via spelling, GPT-4 was 58% accurate, providing inauthentic, 
unattested spellings that resemble imitation of TEC by non-users of the variety. The model was 
highly proficient (over 90% accuracy) at producing pronouns and nine grammatical categories. 
However, it was weak at producing vocabulary items (13%) and three grammatical categories 
(8-76%). It also misused some TEC features and produced many ungrammatical features. 
Furthermore, errors were spread across the responses so that only 69 out of 175 translations 
(39.4%) contained fully grammatical and accurate TEC. In terms of language identification, 
while the model identified SE 100% of the time, it only identified TEC 21% of the time. This 
inaccuracy was compounded by the fact that it sometimes classified TEC as English with errors 
and tried to “correct” it.

Currently, GPT-4’s scope of use is limited for non-hegemonic English users. It is problematic 
that some of its analyses perpetuate bias against underrepresented Englishes. Increased 
research on lesser-documented Englishes is necessary and we anticipate that this problem could 
affect dialects of other languages. We note that the bias identified in the pre-training data may 
not be the only source of bias within the LLM. A growing number of researchers are finding 
that algorithms themselves can be a source of bias.6 We intend to partner with Trinidadian 
stakeholders to conduct further assessments and to train GPT-4 in the future.
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