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Who Will Watch the Watchers?  
Generative AI Oversight in the United States:  
Navigating Policy and Self-Regulation in a  
Rapidly Evolving Digital Landscape

Adrienne A. Wallace 
Grand Valley State University, USA

In September of 2023, a group of United States (U.S.) companies pledged to “make AI safe” as 
part of an effort to voluntarily establish and follow improved standards in the development of 
AI within an ever-changing digital field.1 This commitment included testing and other security 
measures, which are not regulations nor enforced by the US government at this time. The 
companies include the usual suspects: Adobe, IBM, Palantir, Nvidia, and Salesforce. They joined 
seven leading AI companies, Amazon, Anthropic, Google, Inflection AI, Microsoft, and OpenAI, 
which previously initiated an industry-led effort on safeguards in an announcement with the 
White House in July.2 As part of this initiative, the U.S. government announced they will “work 
with allies and partners to establish a strong international framework to govern the development 
and use of AI.”3 To date, the U.S. has consulted on voluntary commitments with over 20 ally 
governments to maintain support for and complement domestic AI governance efforts. 

The state of consumer data privacy laws in the U.S. is already murky at best, as no single 
comprehensive federal law regulates how most companies use, collect, store, share, or protect 
customer data.4 As I write this, Google is facing an antitrust case that revealed the company “may 
be altering billions of queries a day to generate results that will get you to buy more stuff.”5 So far, 
not so good in the trust category. They are not the only “make AI safe” company to be in hot water. 
A recent media darling, American company OpenAI (the developers of  ChatGPT), is accused of a 
string of data protection breaches in a General Data Protection Regulation (GDPR) complaint filed 
in an Italian court in August.

 The GDPR is a European Union regulation on information privacy in the European Union 
and the European Economic Area. The GDPR is an essential component of EU privacy law and 
human rights law.6 The complaint alleges that the tech company is in “breach of the bloc’s GDPR 
across a sweep of dimensions: lawful basis, transparency, fairness, data access rights, and privacy 
by design.”7 These are all areas of concern fiercely protected by European Union privacy rules in 
effect since the post-Cambridge Analytica Facebook scandal of 2014, which violated the privacy 
of over 50 million Facebook/Meta users by data harvesting from accounts without consent on the 
precipice of an election year.8 

In addition to that privacy breach, OpenAI is being sued by the likes of John Grisham, Jodi 
Picoult, and George R. R. Martin, among 17 other authors, for intellectual property theft, which 
they say is “systematic theft on a mass scale.”9 The large language model (LLM) was trained on a 
dataset that included a lot of copyrighted material - though they claim “fair use” applies.

The U.S. is decidedly behind in regulating AI and in creating AI policy and, therefore, Generative 
AI policy. It was only in July (2023), six months after OpenAI flooded news coverage with the 
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release of ChatGPT,10 that the Biden-Harris administration secured voluntary commitments from 
the most prominent players in the advancing technology world to help move toward “safe, secure, 
and transparent development of AI technology.”11 As regulators seek to keep up with the sheer 
pace of tech change in the AI space, we will likely see a shift from high-level principles to concrete 
public policy with the public sector first. However, as is to be expected, the idea of self-regulation 
in technology-by-technology companies poses obvious issues, minimally presenting an earnest 
conflict of interest within the very process of legislation. 

Influential tech company voices in discussions related to AI regulations can’t be privileged over 
the rest of society’s needs or concerns. The influences on policymakers by the tech industry is 
already a tumultuous situation at best and begs the question: who is watching the watchers? This is 
an all-too-common story surrounding big tech regulation. If those in power are big-tech and create 
the rules, regulations, policies, and even laws for big-tech - how are citizens empowered to protect 
their rights and privacy? Is the game rigged? Are we too late in that policy is following AI advances 
like Generative AI, instead of governing it? 

As it is, in the U.S., five states (California, Colorado, Connecticut, Utah, and Virginia) have 
created comprehensive statutes to create a foundation for improving data privacy and providing 
a modicum of safety and trust with the general internet-wielding public.12 While details among 
the US laws differ, the rights parallel those initially established in the GDPR, which sets forth 
several rights of individuals concerning their personal information. The specific rights that apply 
depend on the type of data, especially data deemed highly sensitive, and work in conjunction with 
established laws and regulations like the Graham-Leach-Bliley Act (GLBA), the Health Insurance 
Portability and Accountability Act (HIPAA), the Family Educational Rights and Privacy Act 
(FERPA), the Children’s Online Privacy Protection Act (COPPA) and countless others to provide 
a comprehensive safety net for the privacy and trust of its citizens.13

Worldwide, it’s not much more straightforward. Abroad, countries like India are not planning 
any real AI regulation - they are planning to expand current policy laws and regs to apply to AI 
where necessary.14 Japan has also come out with statements around the idea of a “light touch” 
regulation.15 China has very direct guidelines around Generative AI, which have been touted 
as “some of the strictest in the world.”16 South America is not subscribing to de facto legislation; 
instead, special committees are conducting a joint analysis of many different bills to legislate the 
issue. Only Brazil, Chile, and Peru have specific regulations related to artificial intelligence.17 In 
contrast, the European Union has built a comprehensive and far-reaching set of regulations that 
includes requirements for foundation AI model developers to “declare training data and minimize 
illegal or harmful content generation.”18 

AI is revolutionizing various aspects of society, including employment and political campaigns. 
Anyone with a computer, smartphone, or tablet can use Generative AI apps without so much 
as training, but in that widespread availability and access, it does pose certain risks. As a result, 
policymakers are in a hurry to safeguard the public from all AI-related risks while ensuring 
that innovation remains unhampered. Foreseeing additional regulation in this space is vital for 
deploying AI in operations in all industries. 

The AI community, specifically Generative AI adopters, ought to adopt a proactive approach 
in advocating for the responsible and intelligent utilization of these technologies. As interest in 
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securing safety, privacy, ethics, minimizing risk, and concerns related to discriminatory practices 
amass, tech giants have asked us to “trust them” to self-regulate as experts in the industry. I’m not 
sure that’s enough to assuage my concerns about letting the watchers be the watch. 
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