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Abstract

To achieve security in wireless sensor networks, it is irtgrdrto be able to encrypt messages sent
among sensor nodes. Keys for encryption purposes must bedcigpon by communicating nodes. Due
to resource constraints, achieving such key agreementrieless sensor networks is non-trivial. Many
key agreement schemes used in general networks, such asiBéfiman and public-key based schemes,
are not suitable for wireless sensor networks. Pre-digtah of secret keys for all pairs of nodes is not
viable due to the large amount of memory used when the netgiaekis large. Recently, a random key
pre-distribution scheme and its improvements have beepogem.

A common assumption made by these random key pre-diswibthemes is that no deployment
knowledge is available. Noticing that in many practicalrer@s, certain deployment knowledge may
be availablea priori, we propose a novel random key pre-distribution schemeekgibits deployment
knowledge and avoids unnecessary key assignments. We bhothé performance (including connectiv-
ity, memory usage, and network resilience against nodeuoalpdf sensor networks can be substantially
improved with the use of our proposed scheme. The schemesudétailed performance evaluation are
presented in this paper.

I. INTRODUCTION

Recent advances in electronic and computer technologies paved the way for the proliferation
of wireless sensor networks (WSN). Sensor networks usualgisbof a large number of ultra-small
autonomous devices. Each device, called a sensor nodetesybabwered and equipped with integrated
sensors, data processing, and short-range radio comntionicapabilities. In typical application sce-
narios, sensor nodes are spread randomly over the deploysggan under scrutiny and collect sensor
data. Examples of sensor network projects include Smartfjistqid WINS [2].

Sensor networks are being deployed for a wide variety of egftins [3], including military sensing
and tracking, environment monitoring, patient monitoraagd tracking, smart environments, etc. When
sensor networks are deployed in a hostile environment,risggdaecomes extremely important, as they
are prone to different types of malicious attacks. For eXangn adversary can easily listen to the traffic,
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impersonate one of the network nodes (in this paper, we wséetins sensors, sensor nodes, and nodes
interchangeably), or intentionally provide misleadindormation to other nodes. To provide security,
communication should be encrypted and authenticated. Am epsearch problem is how to bootstrap
secure communications among sensor nodes, i.e., how t@ seicvet keys among communicating nodes?

This key agreement problem is a part of &y managememtroblem, which has been widely studied
in general network environments. There are three types adrgekey agreement schemes: trusted-server
scheme, self-enforcing scheme, and key pre-distributdrerme. Thetrusted-serverscheme depends
on a trusted server for key agreement between nodes, e.deids [4]. This type of scheme is not
suitable for sensor networks because there is usually rsbetfunfrastructure in sensor networks. The
self-enforcingscheme depends on asymmetric cryptography, such as kegnagné using public key
certificates. However, limited computation and energy resesiof sensor nodes often make it undesirable
to use public key algorithms, such as Diffie-Hellman key agrest [5] or RSA [6], as pointed out in [7].
The third type of key agreement scheme is lgg-distribution where key information is distributed
among all sensor nodes prior to deployment. If we know whicties are more likely to be in the same
neighborhood before deployment, keys can be decadpdori. However, because of the randomness of
deployment, it might be infeasible to learn the set of neayhkla priori.

There exist a number of key pre-distribution schemes. A nadlation is to let all the nodes carry
a mastersecret key. Any pair of nodes can use this global master tskeyeto achieve key agreement
and obtain a new pairwise key. This scheme does not exhibitaddéss network resilience: if one node
is compromised, the security of the entire sensor netwotkbg compromised. Some existing studies
suggest storing the master key in tamper-resistant haedteareduce the risk, but this increases the
cost and energy consumption of each sensor. Furthermorpetamsistant hardware might not always
be safe [8]. Another key pre-distribution scheme is to lethesensor carryV. — 1 secret pairwise keys,
each of which is known only to this sensor and one of the ofkier 1 sensors (assuming is the
total number of sensors). The resilience of this scheme ifegebecause compromising one node does
not affect the security of communications among other nobewever, this scheme is impractical for
sensors with an extremely limited amount of memory becavssuld be large. Moreover, adding new
nodes to a pre-existing sensor network is difficult becauseexisting nodes do not have the new nodes’
keys.

Eschenauer and Gligor proposed a random key pre-distribatibeme: before deployment, each sensor
node receives a random subset of keys from a large key pochgi®e on a key for communication,
two nodes find one common key within their subsets and use #yisak their shared secret key [9]. An
overview of this scheme is given in Section Ill. The Eschen#lagor scheme has further been improved
by Chan, Perrig, and Song [10], by Du, Deng, Han, and Varshngl §hd by Liu and Ning [12].

A. Outline of Our Scheme

Although the proposed schemes [9]-[12] provided viabletimhs to the key pre-distribution problem,
they have not exploited an important piece of informatioat tmight significantly improve their perfor-
mance. This piece of information r®ode deployment knowledgehich, in practice, can be derived from
the way that nodes are deployed.

Let us look at a deployment method that uses an airplane t@yilsphsor nodes. The sensors are first
pre-arranged in a sequence of smaller groups. These groeBaped out of the airplane sequentially
as the plane flies forward. This is analogous to parachutingpsr@r dropping cargo in a sequence.
The sensor groups that are dropped next to each other haveea tfeince to be close to each other
on the ground. This spatial relation between sensors depvied to deployment can be useful for key
pre-distribution. The goal of this paper is to show that kremlge regarding the actual non-uniform sensor
deployment can help to improve the performance of key psaitdution.



Knowing which sensors are close to each other is importarkep pre-distribution. In sensor networks,
long distance peer-to-peer secure communication betwer@sos nodes is rare and unnecessary in many
applications. The primary goal of secure communication irel®ss sensor networks is to provide such
communications among neighboring nodes. Therefore, the mgmrtant knowledge that can benefit
a key-predistribution scheme is the knowledge ahkibet nodes that are likely to be the neighbors of
each sensor noddf we know perfectly the neighbors of each node in the nekwkey pre-distribution
becomes trivial: for each node;, we just need to generate a pairwise key betwegand each of its
neighboring nodes, and save these keys,ia memory. This guarantees that each node can establish a
secure channel with each of its neighbors after deployment.

However, because of the randomness of deployment, it isalistie to know the exact set of neighbors
of each node, but knowing the set pdssibleor likely neighbors for each node is much more realistic.
Still, the number of possible neighbors can be very large anthiy not be feasible for a sensor to store
one secret key for each potential neighbor due to memorydtrans. This problem can be solved using
the random key pre-distribution scheme [9], i.e., instehduaranteeing that any two neighboring nodes
can find a common secret key with certainty, we only guarattaeany two neighboring nodes can find
a common secret key with a certain probabilityIn this paper, we exploit deployment knowledge in
the random key pre-distribution scheme [9], such that tludalility p can be increased while the other
performance metrics (such as security and memory usagejoardegraded.

Deployment knowledge can be modeled using probability itherfisnctions (pdfs). When the pdf is
uniform, no information can be gained on where a node is mkedylto reside. In this paper, we look
at non-uniform pdfs, which imply that we know that a sensomisre likely to be deployed in certain
areas. We will show how this knowledge can help to improverdrelom key pre-distribution scheme
proposed by Eschenauer and Gligor in [9] and the scheme prdpms Du, Deng, Han, and Varshney
in [11]. To demonstrate the effectiveness of our method, aeehstudied a specific distribution, the
Normal (Gaussian) distribution, in great depth. Our resaliow substantial improvement over existing
schemes that do not exploit deployment knowledge.

B. Main Contributions of Our Scheme

The main contributions of this paper are summarized in thieviahg:

1) We model node deployment knowledge in a wireless senswvonle and develop a key pre-
distribution scheme based on this model. We are the first &matt the use of deployment
knowledge in key pre-distribution.

2) We show that key pre-distribution with deployment knadge can substantially improve a network’s
connectivity (in terms of secure links) and resilience aganode capture, and reduce the amount
of memory required.

Il. RELATED WORK

The Eschenauer-Gligor scheme [9] has been briefly describdi@reiar Section . We will give a
more detailed description of this scheme in Section Ill. Base the Eschenauer-Gligor scheme, Chan,
Perrig, and Song proposed;aomposite random key pre-distribution scheme [10]. Theomaifference
between this scheme and the Eschenauer-Gligor scheme ig tioatmon keys { > 1), instead of just
a single one, are needed to establish secure communicdtaiween a pair of nodes. It is shown that,
by increasing the value af, network resilience against node capture is improved, ar attacker has to
compromise many more nodes to achieve a high probabilityoofpromised communication.

Du, Deng, Han, and Varshney proposed a new key pre-didoibsicheme [11], which substantially
improved the resilience of the network compared to the exjsschemes. This scheme exhibits a nice
threshold property: when the number of compromised nodiesssthan the threshold, the probability that



nodes other than the compromised ones are affected is damerd. This desirable property lowers the
initial payoff of small-scale network breaches to an adasrsand makes it necessary for the adversary to
attack a significant portion of the network. A similar methodswalso developed by Liu and Ning [12].

Perrig et al. proposed SPINS, a security architecture spegyfidalligned for sensor networks [7]. In
SPINS, each sensor node shares a secret key with the base.statmisensor nodes cannot directly
establish a secret key. However, they can use the basenstatia trusted third party to set up the secret
key. Chan and Perrig proposed PIKE, a class of key-establishpretocols that involves using one or
more sensor nodes as a trusted intermediary to facilitageek&ablishment [13]. Anderson, Chan, and
Perrig also studied how the key distribution problem can katdeith in environments with a partially
present, passive adversary [14].

Blundo et al. proposed several schemes which allow any gaofupparties to compute a common
key while being secure against collusion between some oh tfi&]. These schemes focus on saving
communication costs while memory constraints are not plagegroup members.

Several other key distribution schemes have been proposedotoile computing, although they are not
specifically targeted at sensor networks. Tatebayashi,Udaks, and Newman considered key distribution
for resource-starved devices in a mobile environment [I8]s work is further improved by Park et
al. [17]. Other key agreement and authentication prototuikide the one by Beller and Yacobi [18].
A survey on key distribution and authentication for resewstarved devices in mobile environments
is given in [19]. The majority of these approaches rely on amgtnic cryptography, which is not a
feasible solution for sensor networks [7]. Several otherho@$ based on asymmetric cryptography are
also proposed: Zhou and Hass propose to secure ad hoc netsiok secret sharing and threshold
cryptography [20]. Kong et al. also propose localized puk®y infrastructure mechanisms, based on
secret sharing schemes [21].

Stajanor and Anderson studied the issues of bootstrappigisedevices, and they proposed a solution
that requires physical contact of the new device with a madteice to imprint the trusted and secret
information [22]. Key pre-distribution is similar to therfiprinting” process, but their objectives are
different.

[1l. BACKGROUND
A. The Eschenauer-Gligor (EG) Scheme

The Eschenauer-Gligor schenteeferred to as the basic scheme or the EG scheme hereaftpgsad
in [9] consists of three phases: key pre-distribution, stideey discovery, and path-key establishment.

In the key pre-distribution phaseeach sensor node randomly selectglistinct cryptographic keys
from a key poolS, and stores them in its memory. This setrokeys is called the nodekey ring The
number of keys in the key podlS|, is chosen such that two random subsets of siie S share at least
one key with some probability.

After the nodes are deployed kay-setup phasis performed. During this phase, each pair of neigh-
boring nodes attempt to find a common key that they share. I sukey exists, the key is used to
secure the communication link between these two nodesr Kég-setup is complete, a graph (called
key graph) of secure links is formed. Nodes can then setpagh keyswith their neighbors with whom
they do not share keys. If the key graph is connected, a pattalweays be found from a source node
to any of its neighbors. The source node can then generateh&k@ptand send it securely via the path
to the target node.

The size of the key pookb is critical to both the connectivity and the resilience o€ techeme.
Connectivityis defined as the probability that any two neighboring nodeseslone keyResilienceis
defined as the fraction of the secure links that are comprahéder a certain number of nodes are
captured by the adversaries.



At one extreme, if the size of is one, i.e,,|S| = 1, the scheme is actually reduced to the naive
master-key scheme. This scheme yields a high connectiuityiths not resilient against node capture
because the capture of one node can compromise the wholerke# the other extreme, if the key pool
is very large, e.g.[S| = 100, 000, resilience becomes much better, but connectivity of tms@enetwork
becomes low. For example, as indicated in [9], in this cagen evhen each sensor selects- 200 keys
from this large key pook, the probability that any two neighboring nodes share atleae key is only
0.33.

How can we use a large key pool while still maintaining higmmectivity and the same memory
usage? In this paper, we use deployment knowledge to salveitbblem.

B. The Du-Deng-Han-Varshney (DDHV) Scheme

Blom proposed a key pre-distribution method that allows pair of nodes in a network to be able
to derive a pairwise secret key [23]. It has the property @mtlong as no more thah nodes are
compromised, all communication links of non-compromisedies remain secure (we refer to this as
being “A-secure”). We now briefly describe Blom’s scheme (we have nsaaee slight modifications
to the scheme in order to make it more suitable for sensorarksy but the essential features remain
unchanged).

We assume some agreed-upo+ 1) x N matrix G over a finite fieldGF'(q), where N is the size
of the network andy > N. This matrixG is public information and may be shared by different systems
even adversaries are allowed to kn@w During the key generation phase the base station creates a
random (X + 1) x (A + 1) symmetric matrixD over GF'(q), and computes aV x (A + 1) matrix
A= (D-G)T, where(D - G)T is the transpose ab - G. Matrix D must be kept secret, and should not
be disclosed to adversaries or to any sensor nodes (althasghill be discussed, one row 6D - G)*
will be disclosed to each sensor node). Becalisis symmetric, it is easy to see that

A-G = (D-&)-¢g=6¢"-DI.¢g=G"-D-G
= (A4-6)%

i.e., A-G is a symmetric matrix. If we lell = A-G, we know thatk;; = Kj;, wherek;; is the element
in the ith row and;jth column of K. The idea is to usés;; (or K;;) as the pairwise key between node
¢ and nodej. Figure 1 illustrates how the pairwise kéy;; = K;; is generated. To carry out the above
computation, nodes and j should be able to comput&;; and K;, respectively. This can be easily
achieved using the following key pre-distribution schefog,k = 1,..., N:

1) store thekth row of matrix A at nodek, and

2) store thekth column of matrixG at nodek.t
Then, when nodesand;j need to establish their pairwise key, they first exchange tdodimns ofG and
then compute;; and K;;, respectively, using their private rows df Because- is public information,
its columns can be transmitted in plaintext. It has been shi@8] that the above scheme issecure if
any A + 1 columns ofG are linearly independent. Thissecure property guarantees that no coalition of
up to A nodes (not including and j) have any information about’;; or Kj;.

We define the set of keys generated frehand G as akey spaceAccording to the Blom scheme, if
any two nodes carry their corresponding information from same key space, they can find a common
key between themselves. Roughly speaking, Blom’s schermag asingle key space. By changing the
values of matriced) and G, we can create different key spaces.

Motivated by the random key pre-distribution schemes [8)][ Du et al. developed an improved key
pre-distribution scheme usimgultiple key spaces (we call it the DDHV scheme) [11]. The DDHV scheme

!In practice, sensors need not store the whole column, becauseaanin@an be generated from a single field element [11].



A= (D -a)" G (D-Q)'G

|[=—Ar+1 —| |———— N——]

Fig. 1. Generating keys in Blom’s scheme.

first constructsv spaces using Blom’'s scheme, and then have each sensor nogeea information
from 7 (with 2 < 7 < w) randomly selected key spaces. Now (from the propertiehefunderlying
Blom scheme), if two nodes carry key information from a comnspace they can compute a shared
key. Of course, unlike Blom's scheme, it is no longer certdiat two nodes can generate a pairwise
key; instead (as in the Eschenauer-Gligor random key pteahilison scheme), such a connectivity is
probabilistic.

It should be noted that when a key space has 0, a compromise of one (i.e\ + 1) node from this
key space will compromise the entire key space. This is etgnv@o having one key in this key space.
Therefore, by letting\ = 0, each key space collapses to one key, and thus the DDHV scteztuees to
the EG scheme. From this perspective, the EG scheme is actugigcal case of the DDHV scheme.
Therefore, in this paper, we focus only on the DDHV scheme.

IV. M ODELING OF THEDEPLOYMENT KNOWLEDGE

We assume that sensor nodes are static once they are deplvgedefinedeployment poinas the
desired point where a sensor is to be deployed. This is ndylike location where the sensor resides
eventually. The sensor node can reside at points around dékised point according to a certain pdf. As
an example, let us consider the case where sensors are ee@dgybeing dropped from a helicopter.
The deployment point is the location of the helicopter. We alsfineresident pointfor a sensor as the
point where the sensor finally resides.

A. Group-based Deployment Model

In practice, it is quite common that nodes are deployed imggoi.e., a group of sensors are deployed
at a single deployment point, and the pdfs of the final resigemts of all the sensors in each batch
(or group) are the same. In this work, we assume such a grasgdbdeployment, and we model the
deployment knowledge as follows (we call this model greup-based deployment moyel

1) N sensor nodes to be deployed are divided inton equal size groups so that each groGf,;,
fori=1,...,t andj = 1,...,n, is deployed from the deployment point with indéx j). Let
(zi,y;) represent the deployment point for groGf ;.

2) The deployment points are arranged in a grid. Note that therse we develop for grid-based
deployment can be easily extended to different deploymamategies. We choose this specific
strategy because it is quite common in realistic scenarios.

3) During deployment, the resident points of the néda groupG; ; follow the pdf f(z,y|k € G; ;).
An example of the pdf is a two-dimensional Gaussian distidiou

When f(z,ylk € G; ;) is a uniform distribution over the deployment region for @l ;'s, we do not
know which nodes are more likely to be close to each othgriori because the resident point of a
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Fig. 2. Node Deployment

node can be anywhere within the region with the same prdababilowever, whenf(z,y|k € G; ;) is

a non-uniform distribution, we can determine which nodes more likely to be close to each other.
For example, with Gaussian distribution, we know that th&taice between a resident point and the
deployment point is less thaBuo with probability 0.9987 (where o is the standard deviation of the
Gaussian distribution). If the deployment points of twougre are6o away, then the probability for two
nodes from these two different groups to be located near ethen is very low. Therefore, the probability
that two nodes from two different groups become neighbosedses with an increase of the distance
between the two deployment points.

Recall that in the Eschenauer-Gligor random key pre-digiiob scheme [9] and the DDHV scheme [11],
when the size of the key-space pa®lbecomes smaller, connectivity increases. Since these sshem
assume no deployment knowledge (i.e. the distribufien, y|k € G; ;) is uniform), every node should
choose from the same key-space pool because they are etikeljyto be neighbors. However, as we
have discussed, when the functigte, y|k € G; ;) is non-uniform, we know that nodes from a specific
group are more likely to be neighbors of nodes from the samepgand those from nearby groups.
Therefore, when two groups are far away from each other, #@jrspace pools should be different,
rather than the same global key-space psol

We usesS; ; to represent the key-space pool used by grélyp; the union ofS; ; (for i =1,...,¢
andj = 1,...,n) equalsS. We use|S,| to represent the size d; ; (for the sake of simplicity, we let
all S; ;'s have the same size in this paper). Based on a specific deptayaistribution, we can develop
a scheme, such that when the deployment points of two grélypg andG,, ;, are farther away from
each other, the amount of overlap betwe%n;, andsS;, ;, becomes smaller or zero.

B. Deployment Distribution

There are many different ways to deploy sensor networks x@mgle, sensors could be deployed using
an airborne vehicle. The actual model for deployment digtidm depends on the deployment method.
Our key pre-distribution scheme is for the most part moddependent. We propose our scheme in a
manner whereby it can be instantiated to use other deplaymedels. To keep the presentation concrete,



we use an example model; namely, we model the sensor dephbydistribution as a two-dimensional
Gaussian distribution (also called Normal distributioByr methodology should be easily adaptable to
other deployment models.

We assume that the deployment distribution for any nbede group G; ; follows a two-dimensional
Gaussian distribution. When the deployment point of gréyp is at (x;,y;), we haveu = (z;,y;) and
the pdf for nodek in groupG; ; is the following [24]:

1
2mo?
Although the distribution function for each single groupnsn-uniform, we still prefer the sensor
nodes to be evenly deployed throughout the entire regionchi®yosing a proper distance between the
neighboring deployment points with respect to the value ah the pdf of each deployment group, the
probability of finding a node in each small region can be madaamately equal. Assuming that a
sensor node is selected to be in a given group with an equabpildy, ﬁ the average deployment

distribution (pdf) of any sensor node over the entire regson

f(a,ylk € Giy) e leme /e, ()

foverall 1‘ y = ti sz € y‘k‘E G’LJ) (2)

=1 j=1

To see the overall distribution of sensor nodes over theemtployment region, we have plotted
Soverant IN EQ. (2) for6 x 6 = 36 groups over &00m x 600m square region with the deployment points
20 = 100m apart (assuming = 50). Figure 2(a) shows all the deployment points, and Figure 2(b)
shows the overall pdf. From Figure 2(b), we can see that the pdimost flat (i.e. nodes are fairly
evenly distributed) in the whole region except near the dauies.

V. KEY PRE-DISTRIBUTION USING DEPLOYMENT KNOWLEDGE

Based on the deployment model described in the previousoseate propose a new random key
pre-distribution scheme, which takes advantage of depdmyrknowledge. This new scheme is based on
the original DDHV scheme, so we call it the DDHV-D schefnin this scheme, we assume that the
sensor nodes are evenly divided inton groupsG; ;, fori =1,...,t,andj = 1,...,n. We assume that
the global key-space pool iS with size |S|, and also assume that the deployment points are arranged
in a grid depicted in Figure 2(a). Each node carrieley spaces.

A. Key Pre-distribution Scheme

The goal of this scheme is to allow sensor nodes to find a comnuwatdesy with each of their neigh-
bors after deployment. Our scheme consists of three phkeggre-distribution, shared-key discovery,
and path-key establishment. The last two phases are exaetlgame as the DDHV scheme [11], but
because of deployment knowledge, the first phase is conbigiedidferent.

Step 1: Key Pre-distribution phas€&his phase is conducted offline and before the sensors areyéeplo
First we need to divide the key-space pdolinto ¢ x n key-space poolsS; ; (for ¢ = 1,...,t and
j=1,...,n), with S; ; corresponding to the deployment groGp ;. We say that two key-space pools
are neighbors (or near each other) if their correspondimdogienent groups are deployed in neighboring
(or nearby) locations. The goal of setting up the key-spaa#sp$; ; is to allow the nearby key-space
pools to share more key spaces, while those far away from @thehn share fewer key spaces or no key
space at all. Steps for setting up key-space pools will beudgd in details later.

24D” after the hyphen indicates the use of deployment knowledge.



After the key-space pools are set up, for each sensor node ideployment grougr; ;, we randomly
selectr key spaces from its corresponding key-space 339} then for each selected key space, we load
the corresponding row of its matrix (i.e. matri¥) into the memory of the node.

Step 2: Shared-key discovery phaséter deployment, each node needs to discover whether itesha
any key space with its neighbors. To do this, each node bastsi@a message containing the indices of
the key spaces it carries. Each neighboring node can use liheadcast messages to find out if there
exists a common key space it shares with the broadcasting. ibduch a key space exists, using the
Blom scheme, the two neighboring nodes can derive a pag-Wéy from the common key space, and
use the key to secure the communication channel betweerséhess.

After the above step, the entire sensor network formseg-Space Sharing Grap&'K S, which is
defined in the following:

Definition 1: (Key-Space Sharing Graph) L&t represent all the nodes in the sensor network.
A Key-Space Sharing Grap K S(V, E) is constructed in the following manner: For any two
nodesi andj in V, there exists an edge between them if and only if (1) nadesdj have at
least one common key space, and (2) nodasd j can reach each other within the wireless
transmission range, i.e., in a single hop.

Step 3: Path-key establishment phasés possible that two neighboring nodes cannot find any commo
key space between them. In this case, they need to find a seayréowagree upon a common key.
We now show how two neighboring nodesand j, who do not share a common key space could still
come up with a secret key between them. The idea is to use theeseltannels that have already been
established in the key-space sharing gré&pi .S: as long as the graph is connected, two neighboring
nodes: andj can always find a path irK'S from i to j. Assume that the path is vy, ..., v, j. TO
find a common secret key betweémnd j, ¢ first generates a random kdy. Theni sends the key to
v1 using the secure link betweenand v,; v, forwards the key tas, using the secure link between
andwvs, and so on untilj receives the key fromy,. Nodes: andj use this secret ke as their pairwise
key. Because the key is always forwarded over a secure lmkoaes beyond this path can find out the
key.

To find such a secure path for nodésind j, the easiest way is to use flooding [25], a common
technique used in multi-hop wireless networks. As we wilbwHater in our analysis, in practice, the
probability that the secure path betweeand; is within three hops is very high (close to one). Therefore,
we can always limit the lifetime of the flooding message to¢hneps to reduce flooding overhead.

B. Setting Up Key-Space Pools

Next, we show how to assign key spaces to each key-spaceSpadbri =1,...,tandj =1,...,n,
such that key-space pools corresponding to nearby deplttypoénts have a certain number of common
key spaces. In our scheme, we have:

1) Two horizontally or vertically neighboring key-spaceoposhare exactly|S,| key spacel where

0<a<0.25.

2) Two diagonally neighboring key-space pools share exadctH.| key spaces, where < b < 0.25

and4a + 4b = 1.

3) Two non-neighboring key-space pools share no key spaces.

We call « and b the overlapping factors. To achieve the above propertiesdiwide the key spaces
in each key-space pool into eight partitions (see Figure)39y spaces in each partition are those

3If a|S,| is not an integer|a|S.|| should be used instead.
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Fig. 3. Key-Space Pools

key spaces that are shared between the corresponding ogighlkey-space pools. For example, in
Figure 3(a), the partition in the upper left corner iBfconsists ofb - |S.| key spaces shared betwedn
and E; the partition in the left part of2 consists ofa - |S.| key spaces shared betweénand E.

Given the global key-space posSland the overlapping factar andb, we now describe how we can
select key spaces for each key-space gglfor i =1,...,t andj = 1,...,n. The procedure is also
depicted in Figure 3(b) for @& x 4 case. First, key spaces for the first gratip; are selected frons;
then key spaces for the groups in the first row are selected ffamnd their left neighbors. Then key
spaces for the groups in the second row to the last row aretedlédrom .S and their left, upper-left,
upper, and upper-right neighbors. For each row, we condhgcptocess from left to right. The following
procedure describes how we choose key spaces for each &eg-ppol:

1) For groupsSi 1, select|S.| key spaces from the global key-space pSolthen remove thesgs,|

key spaces frond.

2) For groupsS, ;, for j = 2,...,n, selecta - |S;| key spaces from the key-space pdal;_i; then
selectw = (1 — a) - |S.| key spaces from the global key-space pSoland remove the selected
key spaces frond.

3) For groupsS;;, fori = 2,...,t andj = 1,...,n, selecta - |S.| key spaces from each of the
key-space pools;_; ; and.sS; ;_ if they exist; selecb-|S.| key spaces from each of the key-space
poolsS;_1 j—1 andS;_1 j4+1 if they exist; then seleaw (defined below) key spaces from the global
key-space poob, and remove these key spaces fronb.

(L—(a+b)-1S)  forj=1
w=1< (1—=2(a+b))-|S:], for2<j<n-1
(I1-(2a+Db))-|S:], forj=n
Note that after any group (e.dg=;) selectss key spacess(= a - |S.| or s = b-|S.|) from its neighbor
(e.g.,G5), no other neighboring groups ¢f; or G5 can select any one of thesekey spaces, i.e., these
s key spaces are only shared 6y and Gs. In other words, no key space is shared by more than two

neighboring groups in our scheme. Although this requirgn®enot necessary in practice, it significantly
simplifies our analysis.
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VI. PERFORMANCE AND SECURITY: ANALYTICAL RESULTS

In this section we analyze the performance and security ofscbheme. We present our analytical

results on the following two metrics:

« Local connectivityWe use local connectivity to refer to the probability of any neighboring nodes
sharing at least one key space. We pgg,; andp interchangeably to refer to the local connectivity.
The local connectivity directly affects the performance lué scheme.

« Resilience against node captut@ a hostile environment, adversary can mount physicacks on
a sensor node after it is deployed and read secret informftion its memory. We need to find how
a successful attack an sensor nodes by an adversary affects the rest of the netioparticular,
we want to find the fraction of additional communications.(i@mmmunications among uncaptured
nodes) that an adversary can compromise based on the infonmatrieved from ther captured
nodes.

A. Computing Local Connectivity

We randomly pick any two nodes andv in the network. LetA(u, v) be the event that andv are
neighbors; letB(u,v) be the event that and v share at least one common key space. Therefore, the
local connectivityp;,.; (i.€., the probability of two neighboring nodes being aladdihd a common key
space), is the following conditional probability:

Pr(B(u,v) and A(u,v)) 3)
Pr(A(u,v)) ’

Sincewu andv are picked randomly, the above probability is the average all possible pairs of nodes.

Defining ¥ as the set of all deployment groups in our scheme, we have

Pr(A(u,v)) = » Y Pr(A(u,v)|ueG; andv € Gy) - Pr(u € G; andv € G;)

]6\1/ ev

— 2Z:Z:Pr (u,v) | v € G; andv € Gj).

JEV ieW

Piocal = PI‘(B(U, U) ’ A(u, 2})) =

Note that in the above equation, because the two nadasd v are selected independently, and each
of them is selected to be in any given deployment group wittequal probability, we hav@®r(u €

G; andv € Gj) = t)Q, wheren - ¢ is the number of deployment groups. Similar to the above emuat
for Pr(A(u,v)), we have the following equation:

Pr(B(u,v) and A(u,v))
= > ) Pr(B(u,v) and A(u,v) | u € G; andv € G;) - Pr(u € G; andv € Gj)
JeEV icV
1
= e > > Pr(B(u,v) and A(u,v) | u € G; andv € G;).
JEW ie¥

Because eventB(u,v | u € G; andv € G;) and A(u,v | u € G; andv € G;) are independent, we

“Note that unconditional evenf8(u, v) and A(u, v) are not independent, because they both depend on the deploymeps gro
thatw andv come from.
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Fig. 4. Resilience against node capture. An attack circle, center&daaty) with radius R., is shown in the network. The
adversary randomly picks. nodes from this circle.

have the following:
Pr(B( v) and A(u,v))

2ZZP1“ (u,v) |u € G; andv € Gy) - Pr(A(u,v) | v € G; andv € Gj).
JEV eV

Therefore, to compute the local connectivity, we just neecbtoputePr(A(u,v) | v € G; andv € G;)
andPr(B(u,v) | v € G; andv € G;). To simplify notations, we use; to replaceu andn; to replacev;
the subscriptg and; indicate that; is from G; andn; is from G ;. We can therefore omit the condition
(u € G; andv € G;) in our notation. The probability of local connectivity in EQ@)(becomes

ZZPI (ns,nj)) - Pr(A(ng, ny))

JEV iev

ZZPr (ng, nyj))

JEV icW

Therefore, we need to compule(A(n;,n;)) andPr(B(n;,n;)) in order to findp;.... The detailed
derivations of these two are given in Appendices | and ILhvitt(A(n;,n;)) given by Equation (8)
and Pr(B(n;,n;)) given by Equation (10). It should be noted that(A(n;,n;)) solely depends on the
deployment model, whil&r(B(n;,n;)) solely depends on the key pre-distribution.

(4)

DPlocal =

B. Resilience Analysis

In order to analyze the resilience of the DDHV-D scheme, wedne have a model for the adversary’s
attacks. While establishing such models, we consider @tigascenario in which the adversary intrudes
a region inside the sensor network and randomly captures@mgromises:. sensors within this region.
We explain the attack model in the following:

» We assume that the adversary captures nodes randomly \aittggion;

« The region is assumed to be a cifcleentered at pointZ(x,y) with radius R.. We term such

circle as theattack circleand call R, the attack radius An example of an attack circle is shown

*The analysis of other shapes is similar, albeit with more complicated fosmula
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in Figure 4. Note that when the circle is large enough to canttaé entire deployment region, the
attack model reduces to the uniform-random attack, in wiighprobability that any node in the
entire deployment region is compromised is the same.

Under this attack model, we analyze the resilience of our feydistribution scheme. We explore
the effect of the capture of. sensor nodes by an adversary on the security of the rest afettveork.

In particular, we calculate the fraction of additional commitation (i.e., communication among the
uncaptured nodes) that an adversary can compromise bas#tk dnformation retrieved from the.
captured nodes. To compute this fraction, we first computgthbability that any one of the additional
communication links is compromised aftey nodes are captured. Note that we only consider the links in
the key-space-sharing graph, and each of these links iseskaging a key computed from the common
key space shared by the two nodes of this link.

Before we present our detailed analysis on resilience, wagrize our approach in the following for
the benefit of clarity: based on the above assumptions, we alanlate, among all sensors in the attack
circle, the average number of sensors that are deployed déarh specific group. Since the adversary
compromisese,. sensors randomly inside the circle, the average number mpramised sensors that
are deployed from the specific group can be derived. Basedeoketh pool sharing technique shown in
Figure 3(b), we derive the average number of sensors thatoan@romised and are carrying keys from
the same key pool. Then we use the method in [11] to calculatéaéiction of additional communication
that an adversary can compromise based on the informatioevexd from thex. captured nodes.

Let z; denote the distance between the deployment point of gfgugnd location”Z, the center of the
attack circle (cf. Figure 4). Leg; = g(z; | n; € G;) represent the probability that a sensor nagdrom
group G; resides within the attack circle. The details of the deromafior g; is given in Appendix I, and
the results are given in Equations (6) and (7).

With NV sensors divided intox n groups, each group hq@% sensors. The expected nhumber of sensors

that are from groug=; and reside in the attack circle is
N
Ni=—gi,
t-n

with the expected number of total sensors in the attackectehter atZ(z,y) as
N N; = i
(2( =Y N=Y
iew 1evw

Since the adversary randomly choosessensors among thes¥(Z(z,y), R.) sensors, the expected
number of captured sensors that are deployed from géduis

N; 9i
- @ = xC - —_ .
N(Z(x’y)aRc) Zgj

JjEY

x’i(‘r7y7 Rc) = Z¢

Next, we look for the expected number of sensors that draw kegs from the same group of key
spaces (from groujs;). Since the sensors that are deployed from the neighboriogpgrofG; share
some key spaces with this grodp, we need to count the weighted sum of the numbers of nodes that
have been captured from all these groups:

i(x,y, R Zg zj(z,y, Re)

JeEY,;

where ¥; representsi and the indices of all neighboring groups of groupand £(i,j), given by
Equation (9), is the number of common key spaces shared by apepéols of groups; and G;.
For example¥,; = {A,--- ,I} wheni = E in Figure 4.
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Let A be the deployment areathe link between: andv, andC(z, y) the event that the attack circle
is centered atz,y). Due to the fact thaC'(z, y) is independent ofA(u,v) and B(u,v), we have

Pr(c is compromised A(u,v) and B(u,v))

= %/ Pr(c is compromised C(z,y) and A(u,v) and B(u,v)) dzdy.
A

The derivation ofPr(c is compromised| C(z,y) and A(u,v) and B(u,v)) is rather cumbersome.
Therefore, we move it to Appendix Il (cf. Equation (13)).

VIl. PERFORMANCE ANDSECURITY EVALUATION : NUMERICAL RESULTS

An important goal of this study is to understand the perforogaof the DDHV-D scheme. However,
because of the complexity of the analytical results obthifeg local connectivity and resilience, it is
difficult to understand the performance from the equatioat\e have derived. In this section, we present
numerical results corresponding to those derived equatidfe show the performance of the DDHV-D
scheme as well as the comparisons with the existing key igtakdition schemes. More importantly, we
will use the numerical results to understand the relatigngssAmong the parameteks memory usagen,
local connectivityp;..q;, and resilience, as their relationships are difficult to wstdad from the rather
complicated analytical results. Note thatis defined in units of key size; namely, if each key is 64 bits
long, then the total amount of memory usag&4s m bits. The relationship between the memory usage
m and the numberr) of key spaces each sensor can carry is the following [11]:

_Lm
=577/

A. System Configuration
In our numerical analysis and simulations, we use the fofigvsetup:
o The number of sensor nodes in the sensor netwoik) i§00.
o The deployment area iH)00m x 1000m.
» The area is divided into a grid of si2®0 = ¢ xn = 10x 10, with each grid cell of siz&00m x 100m.
« The center of each grid cell is the deployment point (see Fig(ag).
« The wireless communication range for each nod& is 40m.
« We assume that the node deployment follows a two-dimenki@aassian distribution.

B. Connectivity

We show the results for botbhcal connectivityandglobal connectivityGlobal connectivity refers to the
ratio of the number of nodes in the largest isolated compiinethe final key-space-sharing graph to the
size of the whole network. If the ratio equai8%, it means thab9% of the sensor nodes are connected,
and the rest % are unreachable from the largest isolated component. Sagldbal connectivity metric
indicates the percentage of nodes that are wasted becatksgrafnreachability. Both global connectivity
and local connectivity are affected by the key pre-distitou scheme.

1) Local Connectivity:In this experiment, we evaluate how much the deployment kedye can
improve the local connectivity. We conduct two evaluatioose for the EG scheme (i.e\, = 0), and
the other for the DDHV scheme (we skt= 19).

A number of parameters can affect the local connectivitysitoplify the evaluation, we set = 0.15
and b = 0.10. In addition, we make the local connectivity far = 100 the same for both EG and
DDHV schemes. Once these parameters are fixed, we can deeidézthof the global key-space pool
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Fig. 5. Local Connectivity Performance Comparisons

and the local key-space pools. Then based on Equation (4), wearaputep;,..; for the EG, EG-D°,
DDHYV, and DDHV-D schemes for various memory usage scenafibe results are plotted in Figure 5.
Figure 5(a) and Figure 5(b) clearly show that the deploymenirtedge-based EG-D and DDHV-D
schemes significantly improve the local connectivity of theunterparts.

There are two “abnormal” phenomena in Figure 5(b). First, itrse¢hatp;,.; for DDHV-D can
never reachl. The reason for this phenomenon is that some neighboringsnmiight come from non-
neighboring deployment groups. According to our key psgritiution scheme, they do not share any
key space because their deployment groups are not neighifmsefore, the local connectivity can never
reachl. The second abnormal phenomena is the discrete steps foDiwitty and DDHV-D schemes.
This is because of roundings: whé$) is fixed, the only parameter that can affect the local conviggti
is 7, the number of key spaces carried by each sensor. Begassgy s |= | 55/, there will be discrete
steps forr when m is increased, causing the discrete step®;fof;.

2) Global Connectivity:lIt is possible that the key-space-sharing graph in our sehless a high local
connectivity, but the graph can still have isolated compbseSince those components are disconnected,
no secure links can be established among them. Therefors,ilibportant to determine whether the
graph will have too many isolated components. To this endmeasure the global connectivity of the
key-space-sharing graph, namely, we measure the ratioeo$ite of the largest isolated component in
G and the size of the whole network. We consider that all treesdhat are not connected to the largest
isolated component are useless nodes because they arac¢oabte” via secure links.

When node distribution and key sharing are uniform, glolmdnectivity can be estimated using the
local connectivity and other network parameters using&rdndom graph theorem [26], just like what has
been done in [9], [10]. However, since neither our node ithigtion nor our key sharing is uniform, Eid
random graph theorem will not be a good estimation methode®éy, Shakkottai et al. have determined

®EG-D stands for the scheme that combines the original EG scheme pimyment knowledge. It is a special case of
DDHV-D (i.e., the A = 0 case).

"Some of the “unreachable” nodes might be reachable physically sedhay are within the communication range, but they
cannot find a common key with any of the nodes in the largest isolated arenp
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TABLE |
LOCAL CONNECTIVITY VS. GLOBAL CONNECTIVITY

Local Connectivity | 0.024 | 0.383 | 0.697 | 0.871 | 0.892 | 0.929 | 0.956
Global Connectivity | 0.0132| 0.9963 | 0.9988 | 0.9997 | 0.9999 | 0.9999| 1.0000

the connectivity of a wireless sensor grid network with linlde nodes [27]. Their results have been
corrected and further improved in [28]. In our future worke will estimate the global connectivity by

using the results given in [28]. In this work, we only use diation to estimate global connectivity. We

use the configuration described in Section VII-A to conductgimeulation. The relationships between
the local connectivity and the global connectivity are shaw Table 1.

The simulation results indicate that when the local conmigtip;,..; reaches).697, only 0.12% of
the sensor nodes will be wasted due to the lack of secure; hmen p;...; reaches).956, no nodes are
wasted. These results exclude those nodes that are not whthioommunication range of the largest
isolated component because they are caused by the deplgymoeiby our key pre-distribution scheme.

C. Resilience Against Node Capture

We assume that an adversary can mount a physical attack omsarsgode after it is deployed and
read secret information from its memory. We need to find how @essful attack on: sensor nodes
by an adversary affects the rest of the network. In partical@ want to find the fraction of additional
communication (i.e., communications among uncapturees)that an adversary can compromise based
on the information retrieved from the captured nodes.

1) Comparison with the Existing Schemds:Figure 6, we show the numerical results on the resilience
performance of the DDHV-D scheme against node compromiggtiice). The attack circle is assumed
to be R, = 250 m. Our main performance metric i$)., the fraction of communication links that are
compromised when: nodes are captured. We plét. for the Eschenauer-Gligor scheme (EG) [9], the
Chan-Perrig-Song (CPS) scheme [10], and the DDHV scheme [11purés 6(a) and 6(b). We pldt.
of the DDHV-D scheme in Figures. 6(c) and 6(d).

In Figures. 6(c) and 6(d), the network average curve showskeage of all groups in the network.
Since the adversary only captures nodes inside the attacle,conly the keys of a few groups are
affected. Those groups that are far away from this region atdikely to be affected at all. Therefore,
the resilience performance of the network on an averagerig geod for thex values that we show.
However, if we calculate the average resilience performarfahose groups that have been affected the
most, “worst groups”, their resilience is quite differembrh the network average. For example, if we
consider the worst group?. approaches 1 more quickly than the others. As we increasauhddber
k in the “k worst groups” performance?,. increases more slowly. Such a trend is shown in both of
Figures. 6(c) and 6(d).

As we mentioned before, when= 0, the DDHV-D scheme reduces to the EG-D scheme. To see the
difference between the EG scheme and the EG-D scheme, we plogdlience of the EG-D scheme in
Figure 7 forp;...; equal t00.33 and0.50. Comparing Figure 7 with Figure 6, we can see that the EG-D
scheme out-performs the EG scheme in resilience. Howevenotiee that the EG-D scheme is worse
than the DDHV scheme and DDHV-D scheme. This is due toXhalue used in EG-DX = 0).

2) Relationships Between Resilience and Various Parametergie following experiments, we study
how various parameters, such as memory usagécal connectivityp;,..;, and attack radiug. affect
the resilience. For the sake of simplicity, it is better t@ use value to represent the resilience, rather
than using a series of values (a curve) based.ofihe representative number we choose is the minimum
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Fig. 6. Comparing the Network Resilience of EG, CPS, DDHV and DDHVdbesnes.

number of nodes (denoted ag,;,,) that need to be compromised if attackers want to comproatissast
10% of the communication links from the workt= 5 groups (excluding the ones that are connected to the
compromised nodes). The reason that we chd6$gis that usually resilience deteriorates exponentially
after this threshold. In the following experiments, we wie x,,,;, as our resilience score and plot it
on the Y-axis.

a) Resilience versus Memory Usag®/hen the memory usage increases, the local connectivity
also increases. In other words, if we want to maintain theeskoal connectivity, we can increase the
size of the global key-space po8| such that there are more key spaces to choose from. As &, risul
resilience gets better. In this experiment, we study howinlbesase ofmn affects the resilience. We fix
A =9 and p;,cqr = 0.50. 8 Figure 8(a) shows that resilience increases almost linewitly the memory
usage.

81t is impossible to achieve the exact valog0 for the local connectivity; we maintain the value @f,..; aroundo.50.
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Fig. 7. Network Resilience of the EG-D scheme (a special case of DDHV-

b) Resilience versus Local Connectivityrx this experiment, we would like to answer the following
guestion:is it possible to achieve both high local connectivity andilience when\ and m are fixed?

To this end, we fixA = 9 andm = 200; we then chang&, so p;...; Can change accordingly. We plot
the resilience result for eagh,.,; value. Figure 8(b) depicts the results. It clearly shows thailience
and connectivity are two conflicting properties; higher aeetivity leads to lower resilience.

c) Resilience versu®..: The resilience of our scheme is also affected by the attackisad..
When the compromised nodes are more concentratedi(i.es smaller), the damage to the wokst 5
groups should be more severe. To verify this hypothesis, wg $ix9, m = 200, andp = 0.50; we then
plot the resilience results for a number of different valoésttack radiusk,.. Figure 8(c) depicts the
results. It does show that resilience gets better when thgpoamised nodes are less concentrated. This
result is easy to understand: wh&y gets larger, the compromised nodes become more and morly even
distributed among all the deployment groups. Thereforegrgithe same: (the number of compromised
nodes), the number of compromised nodes for each partidelaloyment group is less for a largéy.
than that for a smalleR.; thus the damage to any particular deployment group bectessssevere.

D. Communication Overhead

Since the probability that two neighboring nodes share a kexes is less than one, when the two
neighboring nodes do not have a common key space (i.e., teema connected directly in the key-
space-sharing graph), they need to find a route in the keyesglaaring graph to connect to each other.
We need to determine the number of hops required on this .r@lgiously, when the two neighbors
are connected directly, the number of hops needed is 1. Wtae hops are needed to connect two
neighboring nodes, the communication overhead of setth¢ha security association between them is
higher. We usevh(¢) to denote the probability that the smallest number of hopsieé to connect two
neighboring nodes igé. Obviously,ph(1) equals the local connectivity;ocq;-

The communication overhead only depends on the local comitgctherefore, we study the relation-
ship between the local connectivity and the communicatieerttead. We use simulations to estimate
how many of the key setups have to go througthops, for/ = 1,2,.... Figure 9(a) depicts the
communication overhead when the local connectivity change Figure 9(b), we show the change of
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Fig. 8. Resilience as a function of Various Parameters.

communication overhead vs. memory usagéor the EG-D scheme. As we can observe from the figure,
when pyeq = 0.3, the sum ofph(1), ph(2), andph(3) is almost 1, which means that most of the key
setups can be conducted within 3 hops.

E. Saving on Computational Costs

Compared to the DDHV scheme, the computation for computaigyise keys can be more efficient
for the DDHV-D scheme, and can thus save energy. We explairtgluse of such a difference.

According to [11], the matribG is defined over a finite field?F'(¢). A natural choice is to work with
fields of characteristic 2 (i.e., fields of the for@F (2¥)) both because multiplications in this field are
rather efficient and also because elements in such fields Hatorap to bit strings which can then be
used as cryptographic keys. In [11], it is observed that tivelea 64-bit key it is not necessary to work
overGF(Q"f) with k& > 64; instead, one can define the key as the concatenation of teul§pb-keys”
each of which lies in a smaller field. As an example, a 64-bit &y be composed of four 16-bit keys
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TABLE I
TIME (MS) FOR COMPUTING A64-BIT SECRET KEY (A = 50).

eight 8-bit keys | Four 16-bit keys | Two 32-bit keys | One 64-bit key
Time (ms) 5.44 8.94 14.45 25.67

or eight 8-bit keys. The key observation is that security is aftected by working oveGF(q) where
g is “small”; this is because the security arguments are m#fdion-theoretic and do not rely on any
“cryptographic hardness” of the fieldF'(q).

Since the number of multiplications for generating an 8-bit ks the same as that for a 16-bit key, and
the cost of a multiplication irG F(219) is equivalent to four multiplications i6:F'(2%), using GF(28)
to generate a 64-bit key can reduce the total cost by half,paoed toG F(2'%). However, there is
a requirement ory: it must be larger thanV, the number of columns of the matri¥ in the DDHV
scheme [11].

Recall that each column of the matriX in the DDHV scheme corresponds to a node; therefore, the
total number of nodes that can use a key space is the numbefushics of G. We call this number the
capacityof a key space. In the original DDHV scheme, each key spacébeaselected by any node in
the network, so the capacity of a key space must be largerttieanize of the networkv. However, in
the DDHV-D scheme, each key space can only be used by at mosiaployment groups. Namely, the
capacity of a key space can léé (assuming that the total number of deployment groupB)®. This
means that forV = 10, 000, the original DDHV scheme has to work ov@rF(Zw), while the DDHV-D
scheme can work ove® F'(2%).

We measured the actual time of computing a 64-bit key usingey dpace withx = 50. The
measurement was conducted on MICAz sensor nodes [29]. Thldescribes the results for various
underlying fields. The results show that being able to @$&2°%) can save39% of energy compared to
using GF(219).
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VIIl. CONCLUSIONS ANDFUTURE WORK

We have described a random key pre-distribution schemeutiest deployment knowledge. Our scheme
takes advantage of the prior knowledge about deploymert, raduces the number of unnecessary
key spaces carried by each sensor. We have conducted a ¢wmngine study on the connectivity and
resilience of our scheme. The results have shown significaptomement in both the connectivity and
resilience over the other existing key pre-distributiomesoes [9]-[11]. We have presented both the
analytical and numerical results. In our future work, wel wildy how the accuracy of the deployment
model affects those results.
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APPENDIX |
COMPUTING Pr(A(n;, nj))

In this appendix, we present our calculationfaf{ A(n;, n;)), the probability that two sensors deployed
from groups: andj are physical neighbors.
We divide the entire deployment region into many infinitedimetangular areas of sizéx dy. Let
0 = (z,y) represent a point in the region, and we é$éx, dy) to represent the infinitesimal rectangular
area around. Assuming that the:-axis of the deployment region ranges fronio X andy-axis ranges
from 0 to Y, we can use the following formula to compute the probabilitgt n; andn; are neighbors:
Pr(A(ng, ny))

X Y
= / / Pr(A(ni,n;) | n; is in 6(dz, dy)) - Pr(n; is in 6(dz, dy)) - dx dy.
=0 Jy=0

The probability that the node; (from groupG;) resides within this small rectangle aré@ix, dy)

can be computed directly using the probability density fiomc f; of the deployment:
Pr(n; is in 0(dz,dy)) = fr(dje | n; € G;) - dx dy,

whered,y is the distance betweeghand the deployment point of groyp Based on the two-dimensional
Gaussian deployment distribution as shown in Eqg. (1), we have

1 _(dj9)2
Fr(djoln; € Gj) = 5_—ze™ 37 (5)

Next, we show howPr(A(n;, nj) | nj is in 6(dz,dy)) can be computed. We useto represent the
distance from poin® to the deployment point of grou@’;. We draw two circles. The first circle has
a radius/, and is centered at the deployment point of grou’;. We call this circle the-circle. The
second circle has a radius (whereR is the wireless transmission range), and is centeréd-a{x, y).
We call this circle thed-circle. When two circles intersect, we call theircle’s arc within thed-circle
the L,.., and we use.,,..(¢, z, R) to represent the length of the arc. We now consider an infinitds
ring areal,,.(¢, z, R) - d¢. The bold areas in Figure 10(a) and 10(b) show the infinitesiingl areas.
Using geometry, we can compute the length of the arc usindalt®ving formula:

22— R
20z '

Recall thatfr(¢ | n; € G;) represents the probability density function of the deplegtnfor group
G;. Therefore, the probability that the nodg resides within this small ring area is

Fr(C] ni € Gi) - Lape(£, 2, R) - dL.

We defineg(z | n; € G;) as the probability that the sensor nodefrom groupG; resides within the
f-circle, wherez is the distance betweehand the deployment point of groug;. It is not hard to see
that Pr(A(n;, n;) | nj is in 0(dz, dy)) = g(z | n; € G;).

To calculatey(z | n; € G;), we integrate the probabilities over all the ring areas different ) within
the #-circle. Therefore, wher > R (as shown in Figure 10(a)),

Lare(t, 2, R) = 2 cos™ ! (
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(a) i is outside of the circle (z > R) (b) 4 is inside of the circle (z < R)

Fig. 10. Probability of nodes residing within a circle.

z+R

g(z | n; € Gz) = /R fR(E ’ n; € Gl) . Larc(g,Z,R) de . (6)

Whenz < R (as shown in Figure 10(b)),

R—z z2+R
g(z|ni € G;) = / - 2nfr(l | n; € G;) dl —l—/ fr(l|n; € G;i) - Lare(€, 2, R) dl . (7)
0 R—z

Combining the above equations together, we get

Y X
Pr(A(ni,n;)) = / Jr(djo | v € Gj) - g(dio | u € Gi) - da dy, (8)
y=0 J =0
whered;g (resp.d;y) is the distance between the deployment poinGef(resp.G;) andf = (z,y).

APPENDIX I
COMPUTING Pr(B(n;,n;))

In this appendix, we calculater(B(n;,n;)), the probability that two sensors deployed from groups
andj share at least one common key. The probability of this eveas dmt depend on the deployment
knowledge. It only depends on the key pre-distribution,, itee key-space pools, shared key spaces
between key-space pools, and the number of key spaces aadr sarries.

Let £(4,j) represent the number of shared key spaces between the aepibgroupsG; and G;.
According to our key-space pool construction scheme, we tiag following:

S|, wheni = j;
. ) & =a|Sc|], wheni andj are horizontal or vertical neighbors; 9
£(i,7) = & = |b|S¢||, wheni andj are diagonal neighbors; ®)
0, otherwise.

To calculatePr(two nodes do not share any key sppage use the following strategy: the first node
selectsk key spaces from thé shared key spaces, it then selects the remaining key spaces from the
non-shared key spaces. To avoid sharing any key space \witlirsh node, the second node cannot select
any of thek key spaces from thosg shared key spaces that are already selected by the first rode, s
has to select key spaces from the remaini{gS.| — k) key spaces from its key-space pool. Therefore,
p(&(i,7)), the probability that two nodes share at least one key spdwe wheir key-space pools have
&(i,j) key spaces in common, can be calculated in the following:

9Wheng(i,j) =S|, p(&(i, 7)) can be simplified ta — % when¢(z, j) = 0, p(&(i,5)) = 0.
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Pr(B(n;,n;)) = p(&(i,j)) = 1 — Pr(two nodes do not share any key space

_ mmgm» (g(i;;j)> <|SCIT—_£](;,J')) (\SC\T— k)

()

where{(i, j) is given by Equation (9).

APPENDIXIII
RESILIENCE ANALYSIS

We present our detailed derivation &% (c is compromised C(x,y) and A(u,v) and B(u,v)) of
Section VI-B in this appendix.

Let K; be the event that is using a key space associated with greuphen
Pr(c is compromised C(z,y) and A(u,v) and B(u,v))

= ZPr(c is compromised K; andC'(z,y) and A(u,v) and B(u,v)) -
icw
Pr(K; | A(u,v) and B(u,v)) . (11)
The last equation is obtained due to the fact tRatis independent t@'(x, y).

According to the result given in [11], for any of th8.| keys belonged to groupthat might be used
by any link, we have

Pr(c is compromised K; andC(z,y) and A(u,v) and B(u,v))
Xi(x’yfRC)

= > <X1<x,y,Rc>><T>j<l T>Xi<w7y7Rc>—j
J=AL J |Sel |Se] '

Now we need to calculate the probability

Pr((K; and B(u,v)) and A(u, v))
Pr(A(u,v) and B(u,v)) ’

in (11). Note that, the probabilityr(A(u,v) and B(u,v)) has been given in the previous subsection.
Since that the evenk]; is true implies that the ever8(u,v) is true, we get

Pr(K; | A(u,v) and B(u,v)) =

Pr((K; and B(u,v)) and A(u,v)) = Pr(K; and A(u,v)).

By a similar procedure given in previous subsection we have

Pr(K; and A(u, v)) = (711)2 S p(€Gi,7)) - Pr(A(u,v) | u € G; andw € Gy).
iew;
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Combing the above Equations and Equation (10), we have

Pr(c is compromised A(u,v) and B(u,v))
Y X
= L/ / Pr(c is compromised C(z,y) and A(u,v) and B(u,v)) dzdy
XY y=0 Jxz=0

- L/Y /X > Xi(xz’ijC) (Xi(x,y,Rc)> ( T >j (1_ T )Xf‘(“"“y’Rc)‘j
XY y=0 Jz=0 J ’Sc’ |Sc|

= j=A+1

Eje\pip(g(i;j)) - Pr(A(ni, nj))
2jew Zi/expp(&(i/aj))'PT(A(ni/,nj)} ey (12)
1 Yjew, P& 4)) - Pr(A(ni,ng))
Y 3 iew iew PEW, 1)) - PrAng, n)
Y x [ Xi(zy,Re) Xz‘(&?,y,Rc) - \J - Xi(z,y,R.)—j
O o G L () R

where Pr(A(n;,n;)) is given in Equation (8).
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