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is defined as the ratio of the actual heat transfer to the maximum possible airside heat 

transfer that would occur if the exit air stream was saturated at the temperature of the 

incoming water. The heat capacity ratio Cr is defined as, 
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where, Cw is the heat capacity rate of water and cs is defined as the saturation specific 

heat. The saturation specific heat cs is estimated by the average slope of the air saturation 

enthalpy versus temperature curve by, 
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The actual heat transfer in terms of the airside effectiveness is computed by, 
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The exit enthalpy of the air and exit temperature of the water can be determined from an 

energy balance on each stream respectively.   
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The solution of Equations 2.25 – 2.30 can be obtained iteratively. The exit water flow 

rate of the cooling tower is computed by mass balance, 
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With the assumption of a Lewis number1 equal to unity and an effective saturation 

humidity ratio for the entire cooling tower volume, Braun et al. (1989) showed that the 

air exit humidity ratio can be expressed as, 
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1 The Lewis number is defined as, Le = α/D, where α is the thermal diffusivity and D is the mass 

diffusivity. It can also be defined as the ratio of the Schmidt number to the Prandtl number. 
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The effective saturation humidity ratio can be obtained by psychrometric data using an 

effective saturation enthalpy for the cooling tower defined by Braun et al. (1989) as, 
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Equation 2.34 provides a correlation to determine the number of transfer unites (NTU) 

based on performance data for a specific cooling tower. The NTU can be correlated to 

performance data of a specific cooling tower, which includes air flow rate, air dry bulb 

temperature, air wet bulb temperature, water flow rate, water inlet temperature and water 

outlet temperature at a number of operating conditions as, 
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where, σ and n are empirical constants that can be obtained by fitting a straight line to a 

log-log plot of NTU versus flow rate ratio. Simpson and Sherwood (1946) provided 

typical values of σ (0.5 to 5.0) and n (-0.35 to -1.1). 

 

The sump temperature is computed from Equation 2.35, which provides an energy 

balance of the cooling tower sump under the assumptions that the sump volume remains 
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constant, the volume is fully mixed and the flow rate of makeup water is equal to the rate 

at which water was evaporated. 
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Finally, the power consumption of the cooling tower fan is assumed to obey fan laws, 

where the total power consumption can be written as, 

 

 maxF,CTF P P 3
, Ω= ,         (2.36) 

where, Ω is the relative fan speed and PF,max is the maximum fan power consumption.  

 

2.2.3 Hydraulic Network 

The hydraulic model allows for the calculation of the flow distribution in a pipe network 

based on the pressure distribution.  The pipe network is represented by a collection of 

flow resistances, which could be representative of valves, elbows, tee pieces, length of 

pipe, etc. The major flow distribution change being captured in the hydraulic model is 

related to the variations in CRAH operation. Predicting the water flow rate to each 

CRAH will allow for the calculation of the heat removal in each device.  Stand-alone, the 

hydraulic model does not incorporate a thermodynamic-based model for the heat transfer 

occurring in the various data center components.  
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Each CRAH unit has a controllable flow valve associated with it, which along with the 

heat exchanger can be represented as a flow resistance. In this model, it is assumed that 

the fractional open area, α = A/A*, of the valve is determined based on an open loop 

controller, where the current state is only a function of the return air temperature to the 

CRAH. The characteristics of this control are obtained from the manufacturer for a 

specific CRAH unit. The flow resistance of the CRAH unit is modeled as an orifice, 

where the pressure-flow relationship is represented by, 
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where, CD, is the discharge coefficient and A is the flow area. However, the discharge 

coefficient is a function of valve opening ratio, α.  To incorporate this characteristic, the 

valve discharge coefficient is corrected by a multiplier β, which is a function of α. The 

discharge coefficient can then be written as, 
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where CD* is assumed constant and β is the correction factor.  The orifice equation can 

then be re-written as, 
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was bypassed around the CRAH and 86% of the flow was provided by the CRAH and 

cooled to a temperature of ~24.3oC. In this analysis, the bypassed flow is distributed 

equally among the bypass tiles.  

 

Since the temperature uniformity of the air provided to the cold aisle is a consequence of 

mixing in the under-floor plenum, it is important to prescribe appropriate turbulence 

boundary conditions at the discharge of the CRAH units. To this end, measurements were 

performed at the discharge of a typical CRAH unit with an installed turning vane using 

an omni-directional hot-wire anemometer. Figures 4.3a and 4.3b give the results of the 

measurements at the discharge of the turning vane at two locations: a) in-line with the 

exit of the blower and b) in between the two blowers. The results shows that while the 

velocity was relatively uniform, between 7.0 and 8.0 m/s over the discharge, the 

turbulence intensity (I) varied significantly from 10 - 70%. Since details of the CRAH 

geometry are not modeled in the CFD simulations performed throughout this dissertation, 

only an average turbulence intensity of 50% at 7.0 m/s is used (resulting in an average 

turbulent kinetic energy, 2sm 18.4  k 2= ). Turbulence length scale values (l) could not 

be measured and instead the recommendation for fully developed channel flow of 

HD07.0  is used (Fluent, 2011)2, even though the flow is unlikely to be fully developed at 

the discharge of the unit. 

                                                 

2 It is important to remember that governing equations for k and ε are solved and not I and l. These 

quantities are related by, ( )2Iu
2
3  k avg=   and 

l
kC  0.75

5.1

µε = . Therefore, turbulent intensity 
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Figure 4.3 - Measured Turbulence Intensity at CRAH Discharge  

a) in-line with blower and b) between blowers 

 

Figure 4.4 shows temperature contours 8" below the raised floor in the under-floor 

plenum for the three cases studied.  For the case of layout 1 with a horizontal discharge 

(Figure 4.4a), a large amount of mixing occurs because the bypass flow and CRAH flow 

are discharged in a cross-flow arrangement, which promotes turbulent mixing far from 

the perforated tiles. In the case of the down-flow CRAH (Figure 4.4b), the two jets are 

discharged parallel to one another and result in two distinct airflow paths with limited 

mixing at the interface between jets. This results in a more non-uniform plenum 

temperature distribution. Figure 4.4c shows the results for layout 2 with a horizontal flow 

CRAH. An arrangement with the bypass tiles placed in the hot aisle produces limited 

mixing between the hot and cold air streams. This is mostly due to the close proximity of 

the bypass tiles to the perforated tiles. 

                                                                                                                                                 

measurements must always be specified with the velocity in which they were measured in order to match 

the correct turbulent kinetic energy of the flow. 
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5.2 Post-Processing of Measurements 

With the measured data, several quantities were computed, which will be used later for 

validation of the thermo-hydraulic model. The electrical input power to the chiller was 

computed from the amperage measurements by, 

 

PFIV3  PR ×××= ,        (5.1) 

 

where, V is the input voltage, I is the measured current and  PF is the power factor for a 

three-phase electric motor. The power factor is defined as the ratio of the active power to 

the apparent power.  For this study, the power factor was computed from full load 

amperage (FLA) data of the chiller by, 

 

FLAFLA

FLA
IV3

P  PF = ,         (5.2) 

 

At full load, the chiller required 675 kW of electrical power and had an input voltage and 

current of 2300 V and 190 amp, resulting in a power factor of PF = 0.89. 

 

With the input power to the chiller known, the cooling water flow rate was computed 

based on a steady-state energy balance of the cooling tower using the supply and return 

water temperature measurements as, 
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With these results in mind, the analysis proceeds with using 12 eigenmodes. Figure 6.11 

compares the reconstruction capabilities of the POD method using 12 eigenmodes with 

the actual temperatures from the CFD results, for 20 of the realistic snapshots3. Figure 

6.11a shows the results for the entire POD dataset, while Figure 6.11b shows the results 

of the reduced set of 64 chassis for each snapshot. The figures also provide ±1oC error 

bars. By retaining 12 modes in the POD expansion, reconstruction results in a RMS error 

of 0.16oC and a max error of 0.74oC, for the 1280 chassis temperatures in the 20 

snapshots.  Theoretically, retaining twelve modes as opposed to the six predicted by the 

eigenvalue energy content would result in additional computational time, obviously at 

some cost in accuracy; however, on a standard personal computer the reconstruction of a 

dataset is completed in a fraction of a second and therefore, there is really no penalty for 

retaining the twelve modes as opposed to six. In addition, we can reconstruct an infinite 

number of solutions at hardly any computational cost, compared to running a CFD 

analysis, which for this work takes nearly seven hours to complete a single solution using 

32 nodes on a high performance computer cluster.   

 

 

                                                 

3 While included in the development of the POD, several of the snapshots have been omitted from 

reconstruction because they would be unrealistic scenarios in operating data centers. For example, a case of 

100% useful IT and an ψT = 0.4, is highly unrealistic since the temperature of the chilled air that would be 

required to meet the inlet temperature constraint is far below what could be provided using chilled water 

CRAH units.  
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The real strength of developing a POD model is in its ability to be used as an 

interpolation tool. To do this, the amplitude coefficients, kc , must be given as a function 

of the design variables, in this case, the useful IT power and ψT. Figure 6.15 shows the 

relationship of the first twelve expansion coefficients. From the figures, it can be seen 

that the first mode has the highest amplitude and smoothest coefficient distribution. 

Indeed, higher order modes have waiver coefficient distributions, which should be 

expected. For instance in a Fourier decomposition, the lower order modes have the 

highest amplitude and least number of zero crossings. The coefficient distributions have 

been fit using cubic splines in order to estimate the higher order modes more accurately, 

as suggested by Bui-Thanah et al. (2003).  
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Figure 6.15 - Amplitude Coefficient Distributions 
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Using the amplitude coefficient distributions, the POD model is used to interpolate for 

datasets that were not included in the original ensemble. We consider the CFD results 

presented in Tables 6.2, 6.9, 6.16 and 6.18 that were not used in the development of the 

POD for validation. Theoretically, it can be shown that the error in reconstruction will go 

to zero as the number of modes in the expansion is increased. However, this is not 

necessarily the case for the interpolated datasets since there is error introduced by 

estimating the coefficients from the distributions in Figure 6.15. For example, Figure 6.16 

shows the error in interpolation for four sample cases. The results for the 100% useful IT 

and ψT = 0.95 show that the error decrease gradually until mode 6 and the increases 

slightly from mode 6 to mode 12, because of the error introduced by interpolating the 

higher order coefficients. In general, this may suggest keeping fewer than 12 modes in 

the expansion to avoid this effect. However, the interest of this study is in determining 

the 64 chassis’ inlet temperature and the results show that the averaging will smooth out 

much of the error introduced by the interpolation.        



6-238 

 

 

Figure 6.16 - Error Plots for Interpolated Datasets
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Figure 6.17 gives a comparison of the POD predicted temperature and the actual 

temperature for all the validation cases. The maximum temperature error of the 832 

chassis’ temperatures in the 13 validation cases was 0.95oC with an RMS error of 0.16oC. 

The validation results provide confidence that the POD model can be used for performing 

the work on thermally aware, energy-based load placement.  

 

 

Figure 6.17 - POD Interpolation Comparison with CFD Data 

 

6.3.3 Section Conclusions 

This section introduced a methodology for developing a reduced order model, using 

proper orthogonal decomposition, to predict the rack’s inlet temperature distribution. The 

method uses a limited set of computational fluid dynamics data at different useful IT 
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levels and tile airflow fractions, ψT. The model was able to reconstruct these datasets to 

with 0.16oC RMS error. The model was also used to interpolate successfully for 

alternative configurations that were not included in the original dataset. Therefore, the 

POD model can be used to assess optimum thermally aware, energy-based load 

placement strategies at an infinite combination of useful IT and ψT. The POD model can 

generate a new design alternative in a fraction of a second on a standard personal 

computer. In addition, the model was able to interpolate configurations that were not 

included in the original ensemble to within a maximum error of 1oC, using a fraction of 

the information. The number of modes needed to generate a dataset within the 1oC error 

was reduced from the full set of 35 empirical eigenfunctions to twelve eigenmodes using 

POD. It is anticipated that these models can be used as predictive tools in operating data 

centers to assess the outcomes of load placement adjustments to the rack’s inlet 

temperature distribution before changes are made that could affect the IT equipment’s 

reliability.  

 

6.4 Workload Placement Optimization Results 

With a fast and efficient method for predicting the rack’s inlet temperature distribution at 

an infinite number of design scenarios, we proceed with evaluating the load placement 

scenarios proposed in Section 6.2.1. 
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6.4.1 Baseline Scenarios 

First, as a means of comparison, a baseline for each of the proposed scenarios is 

introduced based on what would typically be done in data centers today. In many 

instances, there is inadequate cooperation between facility operators and the IT 

specialists. Without this communication, sub-optimal operation of the data center is likely 

possible, as each organization would optimize based on its own need. The baseline cases 

used in this work specifically address the situation where IT load placement is considered 

without any changes made to the cooling infrastructure. The IT placement considered is 

the uniform IT placement described by Scenario 6, as given in Section 6.2.1. It is 

assumed that no changes are made to the CRAH unit airflow or supply temperature 

settings from the 100% useful IT load case with ψT = 1.0 (i.e., those given in Table 6.2 

for ψT = 1.00). The CRAH’s supply air temperature is also fixed at the temperature that 

satisfies the chassis’ inlet temperature constraint for the case of 100% useful IT and ψT = 

1.0. The consequence of these baseline scenarios is that at a reduced IT load, significant 

over-cooling of the IT equipment is done, both in terms of the amount of air provided to 

the data center and the temperature of the air. Clearly, if the supply air temperature 

identically meets the chassis’ inlet temperature constraint at 100% useful IT, if the flow 

rate remains fixed and the IT load is reduced, it is expected that the inlet temperatures 

would tend to lower values. Therefore, since the chassis’ inlet temperature constraint is 

not met identically in the reduced IT load scenarios, there would be room for further 

increasing the supply air temperature until the constraint is met; however, this is not done 

in the baseline scenarios.       
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Table 6.19 provides the results of the CFD analysis for the baseline scenarios. To begin 

the analysis, the optimization of the baseline cases is described in detail for a given 

ambient wet bulb temperature of 21.9oC (30oC and 50% RH)4. Figure 6.18 plots the 

normalized cooling power versus the chilled water temperature for a range of chilled 

water flow rates, for each of the four baseline scenarios. As a reminder, each of the 

baseline cases has the same CRAH airflow rate and supply air temperature. For a given 

chilled water flow rate, the chilled water temperature can be increased until an infeasible 

solution is obtained, as governed by the NTU-ε heat exchanger model described in 

Section 6.2.2. As the chilled water temperature is increased at a given chilled water flow 

rate, the only quantity that changes is the chiller’s refrigeration power consumption.  

 

Table 6.19 - CFD Results for Baseline Scenarios 

Useful IT ψT Ar Cm , kg/s ( )onin
jiT ,

,max , oC aT , oC 

0 1.30 0.22 11.64 16.68 13.19 

50 1.16 0.40 11.64 20.66 13.19 

75 1.10 0.53 11.64 23.64 13.19 

100 1.00 0.75 11.64 27.00 13.19 

 

 

                                                 

4 In this section, all of the analysis will be done for an ambient wet-bulb temperature of 21.9oC. 
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The results show the monotonically decreasing behavior of the chiller’s power 

consumption as the chilled water temperature is increased, at a given IT load. Therefore, 

the lowest energy operating point, for a given chilled water flow rate, corresponds to the 

maximum achievable chilled water temperature. This procedure is repeated for a range of 

chilled water flow rates. Interestingly, the lowest chilled water flow rate does not always 

lead to the lowest cooling power consumption; in light of the fact that even though the 

pumping power is reduced, higher refrigeration power is needed since a lower chilled 

water temperature is necessary to satisfy the NTU-ε model. Therefore, the optimum 

operating point corresponds to the lowest cooling power consumption in the chilled water 

flow rate vs. chilled water temperature space, as given by the black circle on each of the 

plots in Figure 6.18. Figure 6.19 provides a detailed breakdown of the power 

consumption of each component. In Figure 6.19, the actual power consumption in kW is 

plotted to stress the point that the fan power consumption remains the same in each of the 

baseline scenarios. Changes in the chiller power consumption occur because the IT load 

is different in each case and not because the chilled water temperature is being adjusted.      
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Figure 6.18 - Energy Optimization Details of the Baseline Scenarios for Useful IT   

a)100%, b) 75%, c) 50% and d) 0% 
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Figure 6.19 - Component-by-Component Breakdown for Baseline Scenarios 

 

6.4.2 100% Useful IT Power    

With the baseline results established, the next step is to optimize the data center at each 

of the IT load levels. Figure 6.20 plots the normalized cooling power versus chilled water 

temperature for the case of 100% useful IT, over a range of chilled water flow rates. 

Unlike in the baseline scenarios, where the CRAH’s airflow was fixed, the CRAH’s 

airflow rate is now used as an additional variable in the optimization (i.e., by changing 

ψT). Each of the charts in Figure 6.20 shows the optimization for a different value of ψT, 

from 1.00 – 0.85. Again, the plots show the monotonically decreasing nature of the 

chiller’s power consumption with increasing chilled water temperature. In a given plot, 
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for example Figure 6.20a, since ψT is fixed, the CRAH’s fan power consumption is also 

fixed. Figure 6.21 shows the minimum points from each of the plots on Figure 6.20, as a 

function of the chilled water flow rate for the range of ψT considered. The curves for ψT 

= 1.00 and 0.95 exhibit a mathematical minimum of power consumption, whereas, the 

curves for ψT = 0.90 and 0.85 are terminated at the low flow rate end. The termination of 

the curves occurs when the lowest achievable chilled water temperature reaches a self-

imposed constraint of 5oC (41oF). While this constraint is self-imposed, it is based on 

physical understanding of the system. Obviously, since these are chilled water based 

CRAH units, it is impossible to provide water lower than its freezing point of 0oC (32oF). 

In addition, some temperature differential will exist in the evaporator heat exchanger, 

between the chilled water and the boiling refrigerant, which is typically a few degrees 

Celsius. In these instances, the chiller’s evaporator would be operated at a saturation 

temperature near 1.7oC (35oF) to avoid spots of freezing on the heat exchanger coil.   
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Figure 6.20 - Energy Optimization Details of the 100% Useful IT  

a) ψT = 1.00, b) ψT = 0.95, c) ψT = 0.90 and d) ψT = 0.85 



6-248 

 

 

Figure 6.21 - Variation in Optimum Cooling Power with Chilled Water Flow Rate for 100% Useful 

IT Scenario 

 

Figure 6.22 shows the results of the optimization for the 100% useful IT load scenario. 

The results are presented in two ways. Figure 6.22a plots the normalized cooling power 

consumption versus ψT, whereas Figure 6.22b plots the reduction in cooling power from 

the baseline case presented in Section 6.4.1. Operating the data center at a tile flow rate 

ratio near ψT = 0.9 results in the minimum cooling power consumption, with about a 6% 

savings in the cooling power. Figure 6. shows the breakdown of the power consumption 

of each component at each value of ψT. The minimum point occurs at ψT = 0.90 for 

several reasons. Although the optimum chilled water temperature at ψT = 0.90 is 5.0oC 

and at ψT = 1.00 is 8.0oC, this difference results in only a 10 kW (5% of chiller power) 

reduction in chiller power, whereas the CRAH fans’ power is reduced by 25 kW (26% of 
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the CRAH fan power). The sharp increase in power consumption going from ψT = 0.9 to 

ψT = 0.85 is attributed to the increase in chilled water pumping power required to remove 

the given load, even at the minimum chilled water temperature of 5oC. To pump the 

required 1750 GPM of chilled water at ψT = 0.85 required an increase in pumping power 

of 27.4 kW. This increase is only partially offset by a decrease of 10.5 kW in the CRAH 

fans’ power and a 0.9 kW decrease in refrigeration power as the flow is decreased from 

ψT = 0.90 to 0.85. It should be noted that the decrease in refrigeration power is attributed 

to the fact the total heat load of the data center is reduced when the CRAH’s fans are 

operated at ψT = 0.85 instead of 0.90, and not because the chilled water temperature was 

reduced, since the optimum chilled water temperature in both cases was 5.0oC.       
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Figure 6.22 - Optimization Results for 100% Useful IT  

a) Normalized Cooling Power and b) Reduction in Cooling Power from Baseline 
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Figure 6.23 - Component-by-Component Breakdown of Cooling Power for 100% Useful IT 

 

6.4.3 75% Useful IT Power 

The energy optimization for each of the load placement scenarios described in Section 

6.2.1.2 is considered here. The optimization procedure is identical to that done for the 

100% useful IT load case; however, for brevity, the intermediate steps will be omitted 

and only the final optimization results are presented. Figure 6.24a and 6.24b provide the 

normalized power consumption and reduction in cooling power consumption results, 

respectively, as a function of ψT, for each of the IT load scenarios (S1 – S7). Clearly, the 

results in Tables 6.3 – 6.9, show that the IT load placement in the data center has some 

effect on the changing the airflow and temperature field, as evident by the differences in 

maximum chassis’ inlet temperature for each of the placement scenarios. A consequence 
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of this is that there is no guarantee that a given scenario will be able to operate at all 

values of ψT, since this could result in a supply air temperature that is lower than the self-

imposed 5.0oC chilled water temperature constraint. This is evident by the difference in 

terminal points of each of the scenarios. For example, Scenario 6 (uniform placement) 

reaches a terminal point at ψT = 0.82 with a savings in cooling power of 16%, compared 

to the 75% useful IT baseline; whereas, Scenario 2 (turn off the upper chassis) extends to 

a ψT = 0.58 with a savings in cooling power of 26%. Clearly, there is a reduction in fan 

power as ψT is reduced from 0.82 to 0.58. This possible reduction in ψT between 

scenarios 6 and 2 is attributed to a more favorable temperature field and airflow 

recirculation pattern because of a more thermally aware load placement strategy. 

Scenario 6 also proves to be an inferior load placement option because it does not take 

advantage of the increased inlet air temperature possible by placing chassis in idle 

operation, since all chassis are operated at part load.     


