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Random oracles are the �rst examples of oracles relative to which theisomorphism conjecture fails with respect to higher classes such as EXPand NEXP.1 IntroductionThe relationship between the Berman-Hartmanis isomorphism conjecture andexistence of one-way functions has been the subject of considerable research andconjecture in recent years [JY85, KLD86, HH91, FKR89].We prove that the isomorphism conjecture is incompatible with the exis-tence of scrambling functions, a type of powerful one-way function. To provideplausibility for the hypothesis that scrambling functions exist, we show thatthey exist relative to a random oracle, i.e., the set of oracles relative to whichscrambling functions exist has measure one in the standard Lebesgue measureon languages. As a corollary, we obtain that the isomorphism conjecture failswith respect to a random oracle.The remainder of Section 1 consists of three parts: a historical survey, aprecise statement of our results, and some possible directions for future research.Section 2 describes our notation and nomenclature. Section 3 considers thestructural consequences of the existence of scrambling functions, and Section 4establishes the existence of scrambling functions (and still more powerful one-way functions called annihilating functions) relative to a random oracle.This paper has been written so that it might be read in two di�erent ways.General readers who want to know what we did and what it means, but notnecessarily how we did it, will want to read the remainder of this section, usingSection 2 as a general reference. Those readers who are interested in our proofsmay �nd it more economical to skim the preliminaries and continue their readingwith Sections 3 and 4.1.1 A Brief SurveyIn this section, we briey survey the research that led to this work. The readermay wish to consult Young's excellent survey [You90] of structural researchon isomorphisms, as well as the surveys by Mahaney [Mah86] and and Kurtz,Mahaney, and Royer [KMR90]. 2



1.1.1 The Structural ApproachIn [BH77] Berman and Hartmanis made the following conjecture:The Isomorphism Conjecture All NP-complete languages are polynomial-time isomorphic to one another.That is, in the terminology of Section 2, the NP-complete m-degree collapses.As evidence for this conjecture, they adapted the proof of the Cantor-Bernstein Theorem to show that the paddable NP-complete languages are iso-morphic to one another. As all languages polynomial-time isomorphic to apaddable language must themselves be paddable, it follows that the isomor-phism conjecture is equivalent to the assertion that all NP-complete languagesare paddable. By surveying the literature of the time on NP-complete languages,Berman and Hartmanis established that all of the then-known NP-complete lan-guages were paddable, thereby providing empirical evidence for their conjecture.In the years immediately following the isomorphism conjecture, researchcentered not on the conjecture itself, but rather on structural predictions of theconjecture. For example, the isomorphism conjecture predicts that there are nosparse NP-complete languages. Mahaney, building on work of P. Berman andFortune, (cf. [Mah82]) veri�ed this prediction under the hypothesis P 6= NP.Another direction pursued in the years immediately following the conjecturewas to \relocate" it to other natural degrees. In their original article, Bermanand Hartmanis conjectured not only that the NP-complete degree collapsed, butalso that the PSPACE-complete degree collapsed. While they could not provetheir conjectures, Berman [Ber77] was able to obtain a number of importantpartial results, e.g., that the complete m-degree for EXP consists of a single 1-lidegree.A re-examination of the isomorphism conjecture began with Joseph andYoung's [JY85] de�nition of a new class of NP-complete languages|the k-creative languages. Joseph and Young considered the following speci�c k-creative languages:Kkf = � f(i) : �i(f(i)) � jij � jf(i)jk + jij	 ;where k � 1, f is a polynomial-time computable, honest function, and �i is therun-time function of the i-th nondeterministic Turing Machine in some reason-able indexing of TMs. At present, it is only known how to pad a Kkf when f is3



polynomial-time invertible. Joseph and Young went on to assert the followingconjecture.The Joseph-Young Conjecture There exists a one-way function f suchthat for some k, Kkf is nonpaddable.This conjecture goes beyond asserting that the Berman-Hartmanis conjec-ture fails: it asserts that a language with a speci�c form witnesses the failure.The Kkf languages are not merely m-complete for NP, they are 1-li complete.Thus, the Joseph-Young conjecture predicts that the 1-li complete degree for NPfails to collapse. Selman [Sel92] observed that the the Joseph-Young conjectureentails the following, simpler, conjecture:The Encrypted Complete Set Conjecture There exists a one-way func-tion f such that f(SAT) is not is isomorphic to SAT.Intuitively, f(SAT) is an encrypted version of SAT. It is easy to see that f(SAT)is in NP: x 2 f(SAT) if and only if there exists an instance ' of SAT and atruth assignment � such that f(') = x and �(') = true. As f is itself 1-1 andlength increasing, we must have f : SAT �p1-li f(SAT), and therefore f(SAT) isNP-complete. Without further knowledge about f , there is essentially only oneclear choice for a padding function:pf(SAT)(x; y) = f(pSAT(g(x); y))where pSAT is a padding function for satis�ability, and g : f(SAT) �p1-li SAT.This candidate padding function is easily seen to be 1-1 (as g and pSAT and fare 1-1), and length-increasing in both arguments (again, because g and pSATand f are). Unfortunately, the only way to recover y from f(pSAT(g(x); y))appears to require the ability to invert f , and this we cannot do.To summarize the foregoing discussion, we have the following four state-ments:JYC: The Joseph-Young Conjecture some Kkf is nonpaddable.ECSC: The Encrypted Complete Set Conjecture there is a 1-way func-tion f such that f(SAT) is nonpaddable.IC1�li: The 1-li Isomorphism Conjecture The complete 1-li degree of NPconsists of a single polynomial time isomorphism type, and4



IC: The Isomorphism Conjecture The complete m-degree of NP consistsof a single polynomial time isomorphism type.with the following known structure:JYC) ECSC) :IC1�li ) :IC:It is not known which, if any, of these implications can be reversed at NP.Not surprisingly, more is known about higher complexity classes. A well-knowntheorem of Berman [Ber77] states that the complete m-degree of EXP consistsof a single 1-li degree, i.e., :ICEXP ) :ICEXP1�li . A more recent theorem ofWatanabe [Wat91, Theorem 4] states that :ICC ) ECSCC for deterministiccomplexity classes C that contain coNEXP.The Berman-Hartmanis and Joseph-Young conjectures both predicted prop-erties of the NP-complete degrees that were not known to hold anywhere:Berman and Hartmanis predicted that the complete m-degree for NP collapses,and yet no nontrivial collapsing m-degree was known to exist; while Joseph andYoung predicted that the complete 1-li degree for NP does not collapse, and yetno noncollapsing 1-li degree was known to exist.If one-way functions fail to exist, then every one-one length-increasing poly-nomial-time computable function is necessarily invertible, and so by resultsof Berman and Hartmanis, any two 1-li equivalent sets must be polynomial-time isomorphic, and thus every 1-li degree collapses. Therefore, a minimalhypothesis for the construction of a noncollapsing 1-li degree is the existence ofa one-way function. Watanabe [Wat85] conjectured that the existence of a one-way function is an adequate hypothesis for the construction of a noncollapsing1-li degree, and he was proven correct by Ko, Long, and Du [KLD86]. Thisvalidation of a prediction of the Joseph-Young conjecture is an important pieceof evidence in its favor.Somewhat later, we [KMR88] showed that there are nontrivial collapsing m-degrees, providing analogous evidence in favor of the Berman-Hartmanis con-jecture. (See [KMR90] for a more complete discussion of this.)1.1.2 RelativizationsRelativizations have long been used in complexity theory to probe the limi-tations of our proof techniques. Indeed, the use of relativizations has been sosuccessful that at times it seems that any reasonable complexity theoretic state-ment holds relative to some oracle. The various isomorphism conjectures are a5



notable exception to this trend: it has proven very di�cult to produce oraclesrelative to which one can decide the various conjectures.The one simple relativization is an oracle relative to which the completem-degree for EXP collapses. By Berman's theorem that the m-complete fordegree EXP consists of a 1-li degree, it su�ces to take an oracle relative towhich one-way functions fail to exist, for if one-way functions don't exist, thenall 1-li degrees must collapse. The original Baker-Gill-Solovay oracle relative towhich P = NP su�ces.In contrast, and in spite of widely perceived similarities between NP andEXP, progress has not been made in obtaining an oracle relative to which thecomplete degree for NP collapses.Kurtz [Kur83b] provided the �rst example of an oracle relative to which P 6=NP and yet the isomorphism conjecture fails. The failure of the isomorphismconjecture relative to Kurtz's oracle is di�erent from that predicted by Josephand Young, as it is obtained by splitting the m-complete degree for NP intoseveral 1-degrees. Hartmanis and Hemachandra [HH91], by combining Kurtz'sconstruction with Racko�'s [Rac82] construction of an oracle relative to whichP = UP 6= NP, construct an oracle relative to which both conjectures fail. Thus,while the Berman-Hartmanis and the Joseph-Young conjectures cannot both betrue, they can both be false.After publication of the Hartmanis-Hemachandra paper, this was the stateof knowledge on oracles and isomorphisms: we knew of oracles relative to whichcomplete degrees at or above EXP collapsed, and we knew of oracles relativeto which NP did not collapse, but we knew of no natural complexity class forwhich oracles of both sorts existed. Thus, while we knew of oracles that madethe Berman-Hartmanis and Joseph-Young conjectures fail, we didn't know ofany oracles relative to which either conjecture succeeded.After [KLD86] and [KMR88] appeared, we hoped to break the impasse. Weexpected that the techniques of [KLD86] could be exploited in an oracle con-struction relative to which the Joseph-Young conjecture holds; and we expectedthat the techniques of [KMR88] could be used to construct an oracle relative towhich the Berman-Hartmanis conjecture holds.We achieved limited success [KMR87] by constructing a sparse oracle relativeto which there is a collapsing m-degree in NP. As sparse oracles seem less likelyto distort structural relationships, we take this as evidence for the propositionthat some m-degree in NP collapses. 6



Homer and Selman [HS88] achieved the �rst breakthrough, producing an or-acle relative to which the m-complete degree for �p2 collapses, as well as an oraclerelative to which it fails to collapse. By their e�orts, the complete m-degree for�p2 became the �rst natural degree to have both collapsing and noncollapsingrelativizations. Recently, Fenner, Fortnow, and Kurtz [FFK92] demonstratedthe existence of an oracle relative to which the isomorphism conjecture is true.Although the construction of these two oracles were substantial technical ad-vances, neither is so natural as to provide a plausible source of intuition aboutthe unrelativized case.In this paper, we show that the encrypted complete set conjecture holdsrelative to a random oracle, i.e., the set of oracles relative to which the encryptedcomplete set conjecture holds has measure one in the usual Lebesgue measureon languages. Relative to a random oracle, higher complexity classes such asPSPACE and EXP fail to collapse, and so we provide numerous examples ofnatural complexity classes that can be relativized in both directions.1.1.3 Random OraclesWe think of relativizations as providing alternative computational universes.One often stated complaint about relativizations, however, is that these alter-native universes are not consistent with one another. In other words, if T is astatement about complexity theory, e.g., P 6= NP, there may be oracles A andB such that T A is true, and yet T B is false. Because of this, the existence ofan oracle A relative to which T A holds can only be taken as weak evidence for(unrelativized) T .In 1981, Bennett and Gill made the following dramatic conjecture [BG81].The Random Oracle Conjecture If the set of oracles A relative to whicha complexity theoretic statement T A holds has measure one, i.e., if T holdsrelative to a random oracle, then the unrelativized T is true.They based their conjecture on the following intuition: We know that there are(qualitatively) good pseudorandom languages A in P. We expect that pseudo-random and random languages will have essentially the same properties. Thus,it is reasonable to expect that T A will equal T R for random R. But since A isin P, T A = T , and so we expect that T will equal T R as desired. Alternatively,either the Random Oracle Conjecture is true, or there are essential structuralproperties of random sets that cannot be captured by any pseudorandom set.7



Since 1981, the random oracle conjecture has been refuted twice. Kurtz[Kur83a] pointed out that coNP � PSAT, but coNPR 6� PSAT;R for random R.More recently, Chor, Goldreich, and Hast�ad [CGH90] showed that coNPR 6� IPRfor randomR, which together with the Fortnow, Karlo�, Lund, Nisan [FKLN92]proof that PH � IP gives another counterexample.Both counterexamples have a common avor. Imagine that there are expo-nentially many boxes, one of which contains a prize. If the prize is placed atrandom, then a computational agent that can only examine polynomially manyboxes has essentially no chance of �nding the prize, no matter how powerfulhe may be. If, on the other hand, the prize is placed only pseudorandomly,then a su�ciently powerful computational agent will �nd it every time. Bothcounterexamples rely on �nding computational agents (PSAT or IP) that arestrong enough to defeat any polynomial time pseudorandom prize-hiding strat-egy; but these agents must themselves be defeated when presented with a trulyrandom prize-hiding strategy. Stated somewhat di�erently, both PSAT and IPare su�ciently powerful to search any pseudorandom language; but for randomR, neither PSAT;R nor IPR is powerful enough to search R.The main result of this paper is that the isomorphism conjecture fails relativeto a random oracle. In our case, the computational agents we will need toconsider will be in P, and so, in some sense, we end up relying on the fact thatPR isn't powerful enough to search R. But now we're back to the observationupon which the random oracle conjecture was based: there seem to be goodpseudorandom languages in P, and we only need them to be good enough todefeat P, not PSAT or IP. We believe that such pseudorandom languages exist,and that therefore the unrelativized isomorphism conjecture fails.1.2 Overview of New ResultsThis section surveys the technical contributions of this paper. A one-way func-tion (cf. De�nition 3.1) is a polynomial-time computable, one-one, honest func-tion that is not polynomial-time invertible. We have not been able to makeprogress on the Joseph-Young conjecture under the hypothesis that \vanilla"one-way functions exist. We have, however, been able to make considerableprogress under a stronger hypothesis: the existence of scrambling functions.De�nition 3.2 A function f is a scrambling function if and only if f is a one-one, honest, polynomial-time computable function such that range(f) does not8



contain a nonempty paddable language.The existence of scrambling functions implies the Joseph-Young conjecture:Theorem 3.3 If scrambling functions exist, the complete 1-li degree for NPfails to collapse.Theorem 3.4 If f is a scrambling function, then Kkf is a nonpaddable 1-licomplete language for NP.Theorem 3.7 If scrambling functions exist, then the complete 1-li degrees forNP, PSPACE, EXP, NEXP, and RE all fail to collapse.In as much as a direct proof of the existence of scrambling functions seemsto be well beyond our immediate ability, as a surrogate, we looked for an oraclerelative to which such functions exist. It was intuitively obvious that scramblingfunctions must exist relative to a random oracle. In fact, much more powerfulone-way functions exist relative to a random oracle:De�nition 3.8 A function f is an annihilating function if and only if f is aone-way function such that all polynomial-time decidable subsets of range(f)are sparse.It is not di�cult to see that an annihilating function is necessarily a scram-bling function.Theorem 4.9 Annihilating functions exist relative to a random oracle.Combining Theorems 3.7 and 4.9 yieldsTheorem 4.10 Relative to a random oracle, the complete 1-li degrees for NP,PSPACE, EXP, NEXP, and RE do not collapse. In particular, the isomorphismconjecture fails relative to a random oracle.1.3 Further QuestionsWe see a number of opportunities for improving on these results.A �rst opportunity is to weaken the structural hypotheses that su�ce toprove the encrypted complete set conjecture. We speculate that the encryptedcomplete set conjecture is equivalent to the existence of some sort of one-way9



function, more powerful than the \vanilla" one-way functions, and weaker thanour scrambling functions.A second opportunity is to explore additional structural consequences of theexistence of scrambling and/or annihilating functions. It seems that the exis-tence of annihilating functions ought to have profound structural consequences,and yet none of our structural theorems requires this power. In particular, wewould like to see a proof that the existence of annihilating functions impliesthe complete m-degree for NP consists of a single 1-li degree, or perhaps thatthe existence of annihilating functions implies that the polynomial-time hier-archy separates. In view of Theorem 4.9, these structural consequences wouldimmediately hold relative to a random oracle.We would like to see structural hypotheses that are equivalent to the exis-tence of these strong one-way functions, much as P 6= UP is equivalent to theexistence of one-way functions. This sort of structural taxonomy of one-wayfunctions seems to have a great deal of promise.A �nal opportunity is to look for more powerful structural properties thathold relative to random or generic oracles. We have found random oracles,in particular, to be a valuable \laboratory" for exploring the plausibility ofvarious structural hypotheses. In particular, random oracles tend to be verygood at separating deterministic and nondeterministic complexity classes, andat producing languages with very strong immunity properties.2 Background Notation and Terminology2.1 Numbers, Strings, and LanguagesThe set of natural numbers, f0; 1; 2; : : :g, is denoted by !. We identify eachx 2 ! with the x-th string over � = f0; 1g in the lexicographic ordering on ��and use natural numbers and strings over �� interchangeably.Languages are subsets of ��. The characteristic functions are the totalfunctions from ! to f0; 1g, and are denoted collectively by 2!. We identify eachlanguage L � �� with its characteristic function: L(w) = 1 means w 2 L andL(w) = 0 means w =2 L. The complement of L in ��, i.e., �� � L, is denotedby L.The cardinality of a language L is denoted by kLk. A language L is sparseif and only if there is a polynomial p such that for every n there are at mostp(n) elements of L of length at most n, i.e., kLT�nk < p(n) for all n 2 !.10



2.2 Reducibility, Equivalence, and IsomorphismIf A and B are languages, and if f : �� ! �� is computable in polynomial-time,then A is polynomial-time many-one reducible to B via f if and only ifx 2 A () f(x) 2 Bfor all x in ��. This relation is denoted by f :A �pm B. Often the speci�creducibility f will not be mentioned, leaving us to simply write A �pm B. Iff :A �pm B, and f is also one-one, then we say A is polynomial-time one-onereducible to B, and write f :A �p1 B. If f is length-increasing as well as one-one,then we say A is polynomial-time 1-li reducible to B, and write f :A �p1-li B. Asa general rule, we are only interested in (possibly relativized) polynomial-timereducibilities, and so we abbreviate polynomial-time many-one reducible by m-reducible, polynomial-time one-one reducible by 1-reducible, and polynomial-time1-li reducible by 1-li reducible.A language L is complete for a class C with respect to a reducibility �rif and only if L is in C, and for all L0 2 C, L0 �r L. In the literature, theterm NP-complete is often used without specifying the intended reducibility.In the early literature, NP-complete usually meant with respect to log-spacereductions. In more recent literature, NP-complete has come to mean withrespect to m-reductions. We use the term in this latter sense.If A �pm B and B �pm A, then we say A and B are polynomial-time many-oneequivalent, and write A �pm B. The notions of 1-equivalent and 1-li equivalentare de�ned analogously. The collection of languages equivalent to a language Ais called the degree of A. Thus, the m-degree of A is fB : A �pm Bg. The set ofNP-complete languages is an important example of an m-degree.If f :A �pm B, where f is one-one, onto, and polynomial-time invertible, thenwe say that f is a polynomial-time isomorphism between A and B, and writef :A �=p B. We abbreviate polynomial-time isomorphism by isomorphism. Wesay that a degree collapses if and only if all of its members are isomorphic to oneanother. Notice that m-degrees and 1-degrees are always unions of isomorphismclasses, but 1-li degrees need not be [KLD86].A function f is honest if and only if there is a polynomial p such that forevery x 2 ��, jxj � p(jf(x)j). A function f is one-way if and only if f is aone-one, honest, polynomial-time computable function that has no polynomial-time computable inverse, i.e., there is no polynomial-time computable g suchthat, for all x, g(f(x)) = x. One-way functions are not known, but are widely11



believed, to exist.2.3 Padding and PairingA padding function hh�; �ii is a polynomial-time computable, one-one functionfrom pairs of strings to strings that is polynomial-time invertible in both argu-ments [MY85]. A language A is paddable [BH77] if and only if for all x andy, x 2 A () hhx; yii 2 A:If a padding function hh�; �ii is also onto, then we say hh�; �ii is a polynomial-time pairing function.Let h�; �i be the standard Rogers' pairing function [Rog67, Page 64], wherehx; yi = 12((x + y)2 + x + 3y). It is easy to see that hx; yi is a polynomial-time pairing function according to our de�nitions; moreover, h�; �i is length-nondecreasing in both arguments. Let B 
C denote fhb; ci : b 2 B ^ c 2 Cg. IfB is m-complete for NP, then A = B 
 �� is 1-li complete for NP.Most complexity classes are closed under 
, i.e., if C is a complexity class,and A;B 2 C, then A 
 B 2 C. Moreover, most complexity classes contain��. For such complexity classes, the construction above yields a simple butimportant result: If B is m-complete for C, then B 
 �� is paddable and 1-licomplete for C.3 Structural TheoremsIn this section, we consider various strengthenings of the de�nition of a one-wayfunction. We show that if one-way functions of a particular type|scramblingfunctions|exist, then the complete 1-li degrees of several complexity classes allfail to collapse and, in particular, the isomorphism conjecture fails.De�nition 3.1. A function f is a one-way function if and only if f is honest,one-one, polynomial-time computable, and not polynomial-time invertible.Our de�nition of one-way function requires totality, which is not the case inall presentations, e.g., [GS88]. Berman [Ber77], Grollmann and Selman [GS84,GS88], and Ko [Ko85] show that the existence of one-way functions is equivalentto P 6= UP. Ko, Long, and Du [KLD86] show by a simple padding constructionthat if one-way functions exist, then length-increasing one-way functions exist.12



We introduce two more powerful variants of the notion of a one-way function,and show that if these functions exist, then the complete 1-li degree for NP (andfor many other natural complexity classes) does not collapse.De�nition 3.2. A function f is a scrambling function if and only if f is a one-way function and range(f) does not contain a nonempty paddable language.As with \vanilla" one-way functions [KLD86, Proposition 2.1], if scramblingfunctions exist, then length-increasing scrambling functions exist.The existence of scrambling functions implies that the encrypted completeset conjecture is valid.Theorem 3.3 If scrambling functions exist, then the complete 1-li degree forNP fails to collapse, and so the isomorphism conjecture fails.Proof: Let f be a length-increasing scrambling function and let A be paddable1-li complete for NP. Consider B = f(A). Since f is honest, it follows that Bis in NP, and, moreover, since f :A �p1-li B, B is 1-li complete for NP.As B � range(f), B cannot be paddable. As paddability is an isomorphisminvariant, A and B are not isomorphic. 2It is natural to ask whether the existence of scrambling functions implies theJoseph-Young conjecture.To this end, let �i(x) denote the the running time of the i-th nondetermin-istic Turing machine on input x. Recall that Joseph and Young de�neKkf = �f(i) : �i(f(i)) < jij � jf(i)jk + jij	for k > 0 and one-one, honest, polynomial-time computable f .By de�nition each Kkf is a subset of range(f), and so is not paddable if f isa scrambling function. By the analysis in [JY85], the Kkf 's will be 1-li completefor NP whenever f is an honest polynomial-time computable 1-1 function. WehaveTheorem 3.4 If f is a scrambling function, then each Kkf is a nonpaddable1-li complete language for NP. 13



The proof of Theorem 3.3 is far more general than it might initially appear.In particular, the hypothesis that A was 1-li complete for NP was only used toensure that B �p1-li A. By isolating this hypothesis, we can extend the proof ofTheorem 3.3 to obtain the noncollapse of many other 1-li degrees.De�nition 3.5. A language A is image complete if and only if for every poly-nomial-time computable 1-li function f , f(A) �p1-li A. A 1-li degree is imagecomplete if and only if all of its members are image complete.Theorem 3.6 If scrambling functions exist, then every image complete 1-li de-gree with a paddable element fails to collapse.Image completeness is a property shared by the complete languages for mostnatural complexity classes containing NP. In particular, the 1-li complete lan-guages for NP, PSPACE, EXP, NEXP, and RE are all image complete.Theorem 3.7 If scrambling functions exist, then the complete 1-li degrees forNP, PSPACE, EXP, NEXP, and RE all fail to collapse.In Section 4, we will show that there are oracles relative to which scramblingfunctions exist, indeed, that much more powerful sorts of one-way functions existrelative to random oracles.De�nition 3.8. A function f is an annihilating function if and only if f is aone-way function such that all polynomial-time decidable subsets of range(f)are sparse.As before, if annihilating functions exist, then length-increasing annihilatingfunctions exist.Annihilating functions are, in one sense, the most powerful sort of one-wayfunction possible, for the range of every polynomial-time computable one-onefunction must contain sparse sets in P with arbitrarily large polynomial censusfunctions.It is easy to see that every annihilating function is a scrambling function.The main result of the Section 4 is that annihilating functions exist relative toa random oracle. 14



4 RandomnessIn this section we show that annihilating functions exist relative to a randomoracle. Although it is easy to give heuristic arguments for this result, its proofrequires a measure theoretic argument. Section 4.1 sketches most of the back-ground needed for the proof which appears in Section 4.2. Readers should notbe intimidated by measure theory. As we shall see below, the standard measureon 2! is a direct generalization of probability over �nite spaces. We refer readerswho want a systematic introduction to measure theory to any of the excellenttexts of Dudley [Dud89], Oxtoby [Oxt80], or Rudin [Rud87].4.1 Measure Theory BackgroundHere we briey develop the standard Lebesgue measure on 2! and discuss tworesults of general measure theory: countable subadditivity and Kolmogorov'szero-one law.Recall that 2! is the collection of all total functions from ! to f0; 1g, or,equivalently, the collection of all in�nite sequences of 0's and 1's. Let's view 2!as the collection of all possible in�nite sequences of independent tosses of a faircoin. For A � 2!, the measure of A (written �(A)) is simply the probabilitythat an element of 2! is in A. One can formally de�ne this measure as follows.Let � range over �nite sequences of 0's and 1's and let hh�ii denote thecollection of all in�nite sequences that begin with �, i.e., that have � as aninitial subsequence. Fix an arbitrary � of length m. The probability that mindependent tosses of a fair coin will produce � is 2�m. So, the probability thata randomly chosen in�nite sequence begins with � should be 2�m. Thus wede�ne �(hh�ii) = 2�m.To extend � beyond measuring the hh�ii's, the idea is to take �(A) as thelimit of measures of approximations to A. We say that a countable collectionof �'s, �0, �1, : : : , covers A if and only if A � [1i=0hh�iii and we de�ne the sizeof this cover to be P1i=0 �(hh�iii). The outer measure of A (written ��(A)) isthe greatest lower bound of the sizes of covers of A. One would like to de�ne�(A) = ��(A) for arbitrary A, but there is a problem. Using the axiom ofchoice one can construct an A0 such that ��(A0) + ��(A0) > 1, where A0denotes the complement of A0 in 2! [Oxt80]. On sets such as A0, �� fails tomake sense as a probability measure. We thus say that A is measurable if andonly if ��(A)+��(A) = 1 and then de�ne �(A) = ��(A) for measurable A and15



leave �(A) unde�ned otherwise. It can be shown (cf. [Dud89, Oxt80, Rud87])that all Borel sets are measurable. All of the A considered below will be �rstorder de�nable, therefore Borel, and therefore measurable. We will use the termprobability as a synonym for measure. E.g., if we say that a random oracle R isin A with probability �, this means that A has measure �.Countable subadditivity is the property of � that, if hAiii2N is a sequence ofmeasurable sets, then �([i2N Ai) � Xi2N �(Ai):In probabilistic language this says that the probability of a countable union ofevents is bounded above by the sum of the probabilities of the individual events.Countable subadditivity, simple reasoning about limits, and �nitary probabilitytheory are the primary mathematical tools in the next section.A tail set is a subset P of 2! that is closed under �nite variants, i.e., if Xand Y are subsets of ! such that X 4 Y is �nite, then X 2 P () Y 2 P.Kolmogorov's zero-one law [Oxt80, Theorem 21.3] states that a measurable tailset must have measure 0 or 1. The zero-one law thus gives us a means to convertbounds of measures of sets to exact measures, e.g., to show that a tail set A hasmeasure 1, it is enough to show that A has positive measure.If P is a predicate with �(�R : PR	) = 1, then we say P holds relative to arandom oracle. In essence, this de�nes our use of the word random. Structuralproperties such as �X : PX 6= NPX 	 are de�nable tail sets, and so have measure0 or 1 by Kolmogorov's zero-one law. Informally, this means that there is a well-de�ned \measure 1" theory.4.2 Annihilating functions exist relative to a random or-acleWe focus our attention on the following function:�R(x) = R(x1)R(x10) : : :R(x103jxj):Intuitively, �R maps x to a string of length 3jxj+1 by copying and concatenating3jxj+ 1 independent \bits" from the oracle R. Note that for distinct x and x0,the parts of the oracle that determine �R(x) and �R(x0) are disjoint, i.e., thevalues �R(x) and �R(x0) are independent. As �R maps strings of length n tostrings of length 3n+ 1, it is honest. 16



Proposition 4.1 �R is an annihilating function with probability at least 1=2.Lemmas 4.2 through 4.8 establish this proposition which, together with anapplication of Kolmogorov's zero-one law, will yield the existence of annihilatingfunctions relative to a random oracle (Theorem 4.9).Lemma 4.2 �R is one-one with probability at least 1=2.Proof: If �R(a) = �R(b), then a and b must have the same length. We showProb � (9a; b 2 �n)[ a 6= b & �R(a) = �R(b) ] � � 2�n�2: (1)Since Pn2! 2�n�2 = 1=2, (1) implies that the probability that �R fails to beone-one is no more than 1=2 and so the lemma follows.If a and b are distinct elements of length n, then the probability that theyhave the same image under �R is exactly 1=23n+1. There are �2n2 � distinct pairsof elements of length n, and so the probability that there exist two strings oflength n having the same image under �R can be bounded above by�2n2 � 123n+1 = 2n�1(2n � 1)23n+1 < 2n�12n23n+1 = 12n+2 :Therefore, (1) and the lemma follow. 2The next lemma helps reduce the problem of showing Proposition 4.1 tothe problem of reasoning about the behavior of individual machines that try todecide subsets of the range of �R. Let cM range over relativized, polynomially-clocked, deterministic TMs in which the clocks do not depend on the oracle.For each such cM , de�neS bM = nR : L(cMR) � range(�R) =) L(cMR) is sparseo :Lemma 4.3 If, for each cM , �(S bM ) = 1, then �R is an annihilating functionwith probability at least 1=2.Proof: The argument is organized into a series of three claims. First de�neS = �R : (8M ) � if MR is polynomial-time and L(MR)� range(�R), then L(MR) is sparse �� ;where M ranges over deterministic, relativized TMs.17



Claim 1 If �(S) = 1, then �R is an annihilating function with probability atleast 1=2.The probability that �R is an annihilating function is easily seen to be �(S \�R : �R is honest & 1-1	). Suppose �(S) = 1. Then,�(S \ �R : �R is honest & 1-1	) = �(�R : �R is honest & 1-1	)= �(�R : �R is 1-1	)� 1=2; by Lemma 4.2.Therefore, Claim 1 follows.Claim 2 S = \ bMS bM .Suppose that R 2 S. Then, by the de�nitions of S and the S bM 's, R 2\ bMS bM . Hence, S � \ bMS bM .Suppose R 2 S . Then, for some M , MR is polynomial-time, L(MR) �range(�R), and L(MR) is not sparse. Clearly, then, there is an cM such thatL(cMR) � range(�R) and L(cMR) is not sparse. So, R 2 [ bMS bM = \ bMS bM .Hence, S � \ bMS bM .Therefore, Claim 2 follows.Claim 3 If, for each cM , �(S bM ) = 1, then �(\ bMS bM ) = 1.By countable subadditivity, the union of countably many sets of measure 0is itself a set of measure 0. So, the intersection of countably many measure 1sets is also measure 1. Therefore, Claim 3 follows.Putting the three claims together, we obtain the lemma. 2For the rest of this section �x an arbitrary cM and let bLR = L(cMR). Theaim of Lemmas 4.5 through 4.8 is to show that:Relative to a random oracle R, if bLR � range(�R), then bLR is sparse.As our choice of cM was arbitrary, by the previous lemma it follows that thissu�ces to establish Proposition 4.1.We introduce some more terminology. We say that cMR on argument yexamines x if and only if in the course of the computation of cMR(y) the machine18



queries its oracle about some string of the form x10k for k � 3jxj. Intuitively,this means that the computation learns some information about the value of�R(x).We decompose bLR into two disjoint languages:QR = ( y 2 bLR : cMR on argument y examinessome x such that �R(x) = y ) :UR = ( y 2 bLR : cMR on argument y fails to exam-ine any x such that �R(x) = y ) :Let's view cMR as trying to accept a subset of range(�R). One can then thinkof QR as being the \responsible" subset of bLR, i.e., the subset of bLR consistingof those y 2 bLR for which cMR has successfully obtained a preimage of y under�R. In contrast, UR is the \irresponsible" subset of bLR as it contains y 2 bLRfor which cMR was not able to obtain a preimage under �R. By a reasonablystraightforward argument, the proof of Lemma 4.7 establishes that QR is sparserelative to a random oracle R. By a rather more involved argument, the proofof Lemma 4.6 shows that, relative to a random oracle R, if UR � range(�R),then UR is �nite. At an intuitive level, this last assertion seems quite plausible:If you say that y 2 �3n+1 is in the range of �R without querying R about anypreimage x, you have a probability of 2n=23n+1 = 1=22n+1 of being correct. Youcannot expect to have an in�nite run of wins against such odds. However, theformalization of this heuristic argument leads us into an analysis of a topologicalstructure that �R imposes on 2!.De�nition 4.4. We say that R and S are x-variants (written R �x S) if andonly if R4 S � �x10k : k � 3n	, i.e., R and S are identical except perhaps onthe strings that determine the value of � on input x.Clearly �x is an equivalence relation for every string x and every R hasexactly 23jxj+1 many x-variants (including R itself). The next lemma states thefundamental fact we use about x-variants.Lemma 4.5 (The x-Variant Density Lemma) Suppose � � 0, x 2 !, andA is a measurable subset of 2! such that for every oracle R,kfS : S �x R g \ AkkfS : S �x R gk � �:Then, �(A) � �. 19



Proof: Here, and only here, do we make use of more tools frommeasure theorythan those introduced in Section 4.1. See [Dud89] or [Rud87] for backgroundon product measures.Let n = jxj and let !0 be a distinct copy of !. We factor 2! into a productof f0; 1g3n+1 and 2!0 in which, for each R 2 2!, R = (r0; R1) where r0 =R(x1)R(x10) : : :R(x103n) (= �R(x)) and R1 is just the sequence R with eachof the elements at positions x1, x10, : : : , and x103n removed. Let 1A be thecharacteristic function of A over f0; 1g3n+1 � 2!0 , that is, for R = (r0; R1),1A(r0; R1) = 1 when R 2 A and 1A(r0; R1) = 0 when R =2 A.We view f0; 1g3n+1 as a measure space under the uniform, normalized count-ing measure, i.e., each element of f0; 1g3n+1 has weight 2�3n�1. Let �0 be thismeasure. Also let �1 be the standard Lebesgue measure on 2!0 . One can showthat � is the product of measures �0 and �1, and so, by Fubini's Theorem[Dud89, Rud87],1 we have that�(A) = Z Z 1A(r0; R1) d�0(r0) d�1(R1):Now, using the terminology of the prior two paragraphs, the inequality ofthe hypothesis can be restated as: for each R1 in 2!0 ,Z 1A(r0; R1) d�0(r0) � �:Therefore,�(A) = Z Z 1A(r0; R1) d�0(r0) d�1(R1) � Z � d�1(R1) = �as required. 2We introduce one more bit of terminology for the proof of the next lemma.If L is an oracle-dependent language, then we say LR on argument y dependson x if and only if there is an S, S �x R, such that y 2 LR 4 LS . Clearly, ifour bLR on argument y depends on x, then cMR on argument y must examinex, but the converse is not necessarily true. Note that by the de�nition of U , ify = �R(x) 2 UR, then cMR on argument y does not depend on x.Lemma 4.6 With probability 0, UR is an in�nite subset of range(�R).1Actually, we are using a special case of Fubini's Theorem, the Product Measure ExistenceTheorem [Dud89, Theorem 4.4.4]. 20



Proof: For each k, de�neR(k) = �R : UR � range(�R) and for some xwith jxj � k we have �R(x) 2 UR� :A little playing with quanti�ers shows that \k�0R(k) is the collection of alloracles R such that UR is an in�nite subset of range(�R). Thus, to show thelemma it su�ces to prove that �(R(k)) ! 0 as k !1. To help establish thisconvergence, we de�ne, for each x 2 !:C(x) = �R : UR � range(�R) and �R(x) 2 UR 	 :M(x) = �R : for some x0 6= x, �R(x0) = �R(x)	 :C0(x) = �R : (i) UR � range(�R), (ii) �R(x) 2 UR, and(iii) x is the only string that �R maps to �R(x) �= C(x) �M(x):Note that R(k) = [n�k [x2�n C(x) and C(x) � C0(x) [M(x). So, to bound�(R(k)), we bound the �(C(x))'s and, to bound �(C(x)), we bound �(C0(x))and �(M(x)).Fix x and let n = jxj.We �rst bound �(M(x)). Since �R(x) = �R(y) implies that jyj = n, the onlystrings di�erent from x that �R could map to �R(x) are the y 2 (�n � fx g).There are 2n�1 many such y and each has a 1 in 23n+1 chance to map to �R(x).Since these events are pairwise independent, we therefore have�(M(x)) = 2n � 123n+1 : (2)Next we bound �(C0(x)). We show�(C0(x)) � 123n+1 : (3)To establish this, it su�ces by Lemma 4.5 to argue that, for each R, at mostone of R's 23n+1 many x-variants can be in C0(x).Pick an arbitrary R. If none of R's x-variants is in C0(x), we are done. So,suppose that at least one of R's x-variants is in C0(x). Without loss of generalitysuppose R itself is in C0(x). Let y = �R(x) and let S be an arbitrary x-variantof R distinct from R.Claim 1 y 2 US. 21



Since R 2 C0(x), by clause (ii) in the de�nition of C0(x), y 2 UR. As UR onargument y does not depend on x and since y 2 UR, it follows that y 2 US0 foreach S0 �x R. In particular, y 2 US . Hence, Claim 1 follows.Claim 2 y =2 range(�S).Since S �x R, but S 6= R, we have �S (x) 6= �R(x) = y. By clause (iii) in thede�nition of C0(x), �R maps each string in (�� � fxg) to someplace other thany. But, since S �x R, �S and �R act identically on (�� � fxg). Hence, Claim2 follows.Thus, by Claims 1 and 2, y 2 (US � range(�S)). So, by clause (i) in thede�nition of C0(x), S =2 C0(x). Since S was an arbitrary x-variant of R distinctfrom S, we therefore have that R is the only one of its x-variants in C0(x)|asrequired. We thus obtain (3).Now, since C(x) � C0(x) [M(x),�(C(x)) � �(C0(x)) + �(M(x))� 123n+1 + 2n � 123n+1 (by (2) and (3))= 122n+1 :Since for each k we have R(k) = [n�k [x2�n C(x), it follows by countablesubadditivity that�(R(k)) � Xn�k Xx2�n �(C(x)) � Xn�k Xx2�n 122n+1 = Xn�k 12n+1 = 12k :Therefore, limk!1 �(R(k)) = 0 as was to be shown. 2We note that in the above argument one needs to use only two facts aboutU : that (a) for each x and y, if y = �R(x) 2 UR, then UR on argument ydoes not depend x and that (b) for each y, the set �R : y 2 UR	 is measurable.(Condition (b) guarantees that the C(x)'s are measurable which in turn allowsapplication of Lemma 4.5.) Thus, so long as U satis�es these two conditions, itdoes not have to be given by a polynomial-time deterministic TM, in fact URdoes not even have to be computable relative to R!Lemma 4.7 QR is sparse with probability 1.22



Proof: Let p be a polynomial such that, for each oracle R and input y, p(jyj)bounds the run time of cM . Recall that by the de�nitions of �R and QR, QR �range(�R) � [n�0�3n+1.For the moment �x a y 2 �3n+1. For any given x 2 �n, the probabilitythat �R(x) = y is 1=23n+1. Recall that the value of �R on x depends solelyon R(x1); : : : ; R(x103n) and is thus independent of the rest of the oracle R.Therefore, for each x, 1=23n+1 is an upper bound on the probability that�R(x) = y and cMR examines x on argument y. Since for any R, cMR onargument y can examine no more than p(3n + 1) many x's of length n, theprobability that cMR on argument y examines a preimage of y is at most p(3n+1)=23n+1.As the bound of the prior paragraph was for an arbitrary y 2 �3n+1, itfollows that the expected number of elements of length 3n + 1 accepted bycMR is bounded above by 23n+1 � (p(3n + 1)=23n+1) = p(3n+ 1). By Markov'sInequality we know that if X is a nonnegative random variable and a > 0, thenProb[X > a �EX] < 1=a. Thus, the probability that QR can contain more thann2 � p(3n+ 1) many elements of length 3n+ 1 is less than n�2.Therefore, for each k: the probability that there exists some n > k such thatQR \�3n+1 > n2 � p(3n+ 1) is bounded above byXn>k 1n2 < 1k � 1 :Thus, it follows that QR is sparse with probability 1. 2Lemma 4.8 With probability 1, if bLR � range(�R), then bLR is sparse.Proof: Recall that bLR is the disjoint union of QR and UR. By Lemma 4.6,with probability 1, if UR is a subset of range(�R), then UR is �nite. By QR'sde�nition, it is a subset of range(�R) and, by Lemma 4.7, QR is sparse withprobability 1. Thus, the lemma follows. 2Therefore, by Lemmas 4.3 and 4.8, Proposition 4.1 follows. We can nowproveTheorem 4.9 Annihilating functions exist relative to a random oracle.23



Proof: If an annihilating function exists with respect to an oracle R, thenclearly an annihilating function exists with respect to all its �nite variants. ByKolmogorov's zero-one law, the measure of the set of oracles R such that thereis an annihilating function relative to R has measure 0 or 1. By Proposition4.1, there is a set of positive measure on which �R is an annihilating function.The theorem follows. 2The next theorem is an immediate consequence of Theorem 4.9, Theorem 3.7,and the fact that all annihilating functions are scrambling functions.Theorem 4.10 Relative to a random oracle, the complete 1-li degrees for NP,PSPACE, EXP, NEXP, and RE do not collapse. In particular, the isomorphismconjecture fails relative to a random oracle.We also observe that relative to a random oracle, the NP-complete languagesrequire exponential time to compute deterministically:Corollary 4.11 Relative to a random oracle, the smallest deterministic classthat� is closed under precomposition with the polynomial-time computable func-tions; and� contains NPis EXP.Proof: The proofs of Lemmas 4.3 through 4.8, mutatis mutandis, show thatif TR is a deterministic oracle Turing machine that makes fewer than 2n=n2queries on strings of length 3n+1 for in�nitely many n, then TR cannot acceptrange(�R) relative to a random oracle. The corollary follows immediately. 2Independently of and simultaneously with our work, Rudich [Rud88] provedthat, relative to a random oracle, there is a one way function f such that noBPP-machine can invert f on a nonsparse set. His proof is essentially the proofof Lemma 4.7, together with the observation that P = BPP relative to a randomoracle. By combining our Theorem 3.9 with Rudich's observations, we obtainthe following purely complexity theoretic result:24
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